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Abstract:  This report surveys the literature on analyses of mobilifi¢recllected by operators within
their network infrastructure. This is a recently emergesteech field, and, apart a few outliers, relevant
works cover the period from 2005 to date, with a sensible ifleagon over the last three years. We
provide a thorough review of the multidisciplinary actie# that rely on mobile traffic datasets, identifying
major categories and sub-categories in the literatures so @utline a hierarchical classification of research
lines. When detailing the works pertaining to each classhalance a comprehensive view of state-of-
the-art results with punctual focuses on the methodoldgispects. Our approach provides a complete
introductory guide to the research based on mobile traffidyais. It allows summarizing the main findings
of the current state-of-the-art, as well as pinpointingamant open research directions.
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Une synthese des analyses de trafic mobile

Résumré : Ce rapport réesume les études portant sur I'analyse de trafbile collecté par les opérateurs
de réseaux cellulaires sur leurs infrastructures. Ce dwtke recherche est assez récent, la majorité des
travaux date d’apres 2005, avec une concentration asgezsto les trois derniéres années. Notre article
couvre des études pluridisciplinaires, que nous classifém des catégories majeures ainsi que des sous-
catégories significatives. En plus, notre synthese nerstelpas seulement a la discussion des résultats
des différents travaux, mais englobe aussi les méthgassaappliquées. Ainsi, nous fournissons aux
lecteurs un guide d’introduction assez complet au domaineedherche de I'analyse de trafic mobile,
récapitulant les principaux résultats déja trouvéssabien que les pistes de recherche futures possibles.

Mots-clés : Trafic mobile, analyse de donnees, réseaux cellulaires
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Figure 1: Evolution of mobile traffic literature. (a) Maindires of mobile traffic datasets. Circle color
and size denote the number of papers with identical pragsert{b) Cumulated publications based on
mobile traffic analysis. Different color shades map to the fmain categories we identify in our survey.
Vertical lines pinpoint major dedicated events, as perdbels.

1 Introduction

Mobile traffic analysis is a rapidly emerging research fiblatencompasses a wide range of disciplines.
We summarize its scope #se study of massive traffic datasets collected by mobilwarktoperators

to improve the understanding of natural or technologicaépbmena occurring at large scales, and to
design solutions to issues they may yidltis definition is necessarily generic, as it has to acconateod
works that exploit mobile traffic of different type, in divar ways, and for many and varied purposes.
Yet, our definition traces a clear boundary on the mobilditraburces we consider in this survey, which
solely concerns datasets collected at the operator’s $ithe anobile communication system. Therefore,
works dealing with data gathered on the subscribers’ sidg Vvia dedicated monitors running at the user
equipment, are out of the scope of our review.

Even then, the diversity of the literature is staggering.bMotraffic analyses can build on datasets
whose nature varies depending on the precise collectiart pithin the operator network, on the amount
of subscribers concerned, and on the duration and timinigeofiteasurement campaign. Different works
can rely on information that describes user position witlitigh granularities that range from cell sectors
to whole cities, and with temporal granularities that spamf milliseconds to hours. Some datasets may
contain no or minimal notion of the actual service providedach subscriber (e.g., voice, texting, data),
whereas others may detail the protocols, applications,l#Rids involved in each network transaction.
Differences also appear in terms of customer base, gedgepind temporal coverage. Higl 1a portrays
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such heterogeneity, as scatterplots of the main featur@atagets employed by papers that appeared over
the past decade. Itis clear that: (i) the number of substiitlee geographical surfaces and the timespan
covered by mobile traffic datasets can differ by several ierdé magnitude; (ii) there is no clear trend
over time, and the growing number of points, i.e., workst Jeads to more diversity; (iii) with one
notable excepti(ﬁhthere is a tendency for each paper to use its own mobile tGHfEset.

Despite these differences, what makes mobile operator ddtpie is that they typically contain
information about hundreds of thousands of customers fasleviveeks, as demonstrated by Fig. 1a.
It is precisely the availability of terabytes of data rethte large numbers of individuals over long time
periods that makes mobile traffic so appealing to many reseammunities. The likes of sociologists,
epidemiologists, physicists, transportation or telecamitation experts see in mobile network operators’
datasets a clear opportunity to bring their analyses to pne@edented scale while retaining a sufficient
level of detail. No traditional data collection techniquenooffer a comparable perspective on human
activities, and this fact alone is sufficient to explain timardatic surge in mobile traffic studies over the
last few years. As shown in Fig.11b, the number of papers tayigut mobile traffic analyses was nearly
at zero in 2005. Since then, it has been swelling at a 90% cantpannual growth rate.

One of the main causes behind the success of mobile traffigsasas the increasing availability of
datasets. Mobile operators have been always monitoringlenwffic in their network, for troubleshoot-
ing, efficiency, and billing purposes. However, they haverbgaditionally very cautious about sharing
the collected data. This trend is now changing, also thamlseminal works that proved how mobile
traffic data can be an extremely valuable asset for fundeahezgearch with a return for the operators
themselves.

Not only the latter appear today more prone to open theirtdatee wider research community, but, in
some cases, they are even fostering fundamental and apgdiedrch on mobile traffic through targeted
challenges. Significant examples are the Data for DevelopifiD) Challenge by Orangewhose
second edition is ongoing at this time, and the Telecomaltalg Data Challengie In these initiatives,
mobile operators publicly disclose datasets of mobilditiadnd ask the community to carry out analyses
that can answer specific societal challenges.

The impact of operators’ challenges is notable. In[Eiy. ldmark the dates of the main international
venue dedicated to mobile traffic analysis, i.e., Netiiobhe jump in the number of publications ob-
served in early 2013 corresponds to the 2013 edition of tiafiecence, where the results of the first D4D
Challenge were presented. This gives a rather clear ideavofimilar initiatives can prompt research
activities in the field. An event like NetMob is also intefiagtin that it captures the heterogeneity of
applications of mobile traffic analysis. Sessions span masry domains, from transportation systems to
graph theory, from health to privacy, from social structui@network management.

The aim of this manuscript is to provide an introductory guid the state of the art in mobile traffic
analysis. To the best of our knowledge, there exists only #&py recent, previous effort in that direction.
Shanget al. [1] provide an overview of several works that collect and emellular phone data for
studies on social networks, mobility, monitoring and estilon, or business applications. Blonds|
al. [2] compile a significantly more extensive review of reswlitsthe analysis of mobile phone datasets,
considering research on social networks, mobility, geplgyaurban planning, help towards development,
and security. We believe that our survey extends both thes&sywintroducing more comprehensive
classification and discussion. On the one hand, we includaristudy the vast literature on networking
analyses that is neglected in previous reviews, and whidi tapital interest to technology-oriented
(e.g., computer science, telecommunications, enginger@search communities. On the other hand, we

1The larger circle in Fig_Ja maps to the fourty-some papersybe Data for Development (D4D) Challenge dataset, ptese
later in this section.

2ht t p: / / ww. d4d. or ange. com

3http: //ww. t el ecomitalia.comtit/en/bigdatachallenge/

“htt p: // v, net nob. or g/
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Figure 2: Simplified architecture of the cellular networlcempassing different 2G, 3G and LTE tech-
nologies, and positions of probes for passive monitoring.

provide a compact treatise, focusing on major findings antthaumlogies rather than discussing sample
results; in the same perspective, we also include per-oatégbles that provide an immediate guidance
through the many and varied works on mobile traffic analysisummarizing the nature of datasets they
employ, and the popularity and intertwining of researchdsthey address.

The document is structured as follows. We start by introdgicin Sed. 2, some basic notions about
mobile traffic datasets, discussing current solutiongfeirtcollection and anonymization. SEE. 3 presents
an overview of our proposed classification of mobile traffialgses. Specifically, we separate the litera-
ture into four main categories, which are thoroughly suezein Sed. Y96. A general discussion, includ-
ing outtakes and pointers to main open issues, is then prdwdSed.J7. Finally, we draw conclusions in
Sec[8.

2 Mobile traffic data collection

The scope of this survey encompasses works dealing withcdéiected by probes that record traffic at
different locations within the cellular network infrastturé], whose architecture is outlined in Hig. 2.
Such a network grants access to telecommunication seraim$o the Internet by a wide range of de-
vices: not only portable devices carried by mobile usersh s smartphones or tablets, but also meters
or other types of machine-to-machine (M2M) communicatiagides, as well as femtocells and cellular-
connected Wi-Fi access points that bring local connegtivithout the need for cabling.

2.1 Cellular network architecture: an overview

The network is composed of two main parts: a Radio Access di&tYRAN), which provides wireless
access to the individual devices, and a Core Network (CN)¢hvinanages all operations needed to

5According to the definition of Smoreds al. [3], this corresponds tpassivemonitoring of mobile traffic, in contrast tactive
collection performed by operator-side platforms thatqdidally query end devices, typically for positioning infeation intended
to enable location-based services.
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transfer voice and data among different portions of the RANvall as to and from external networks,
including the Internet. The RAN is composed of base statieash in charge of one or multiple cell
sectors that jointly cover the geographical surface thevoidt serves. End devices connect to the base
station overseeing the cell section they are currentlytémt&n. Mobile devices may trespass the cell
sector boundaries while exchanging data with the RAN, whieherates a handover (HO) event to the
new serving base station. Moreover, cell sectors are ckdiato Location Areas (L/ﬁ)that represent
the spatial granularity at which the device position is kn@awall times by cellular network, and it is thus
used for paging. As a consequence, devices moving to aeliff&A are required to inform the network
via a location update (LU) event, even if they do not have aryoing communication at that time.

From a more technical perspective, base stations areedfrias Base Station Subsystem (BSS) and
Radio Network Subsystem (RNS) in 2G (GSM, GPRS, and EDGE)3&@UMTS and HSPA) archi-
tectures, respectively. In both cases, base stations arpased of separated antennas (Base Transceiver
Station, i.e., BTS, or NodeB) and controlling hardware @8tation Controller, i.e., BSC, or Radio Net-
work Controller, i.e., RNC). In the LTE architecture, thea¢B gathers all base station functionalities.

At the CN, and considering 2G and 3G architectures, voicet@xtihg services are managed via the
Circuit Switched (CS) Core, whereas data (i.e., IP-basedjices are handled by the Packet Switched
(PS) Core. The main entities of the CS Core are the MobilecBiviy Center (MSC) and the Gateway
MSC (GMSC), which enable voice/text switching within theile network and with networks of differ-
ent operators, respectively. In the PS Core, Serving Ggt8upport Nodes (SGSN) and Gateway GPRS
Support Node (GGSN) are the interfaces towards the devickthe Internet, respectively, and take care
of packet-switched data transfers. In LTE, new entitiesistireduced to form the Evolved Packet Core
(EPC). These manage the device control (Mobility Manageaetity, or MME) and data (Serving Gate-
way, or SGW) planes, and interface them with other IP-bastdarks (Packet Data Network Gateway,
or PGW).

2.2 Mobile traffic probes

Monitoring probes can be deployed at different locatiorthimithe architecture described above.

RNC probes marked asA in Fig.[d, can be used to capture signaling events concearigdradio Re-
source Control (RRC) operation. This allows to record fingifged state changes of each device, and
thus to detect device network attach and detach operastars and conclusion of sessions, HO and LU
events, related to any call, texting, or data transfer agtiWoreover, it allows collecting performance
indicators on data transmission, such as the uplink and lilmkwinroughput experienced by the device.
MSC probes marked a3 in Fig.[2, are similar to RNC probes, in that they can collécilar statistics.
However, as MSCs are located in the CS Core, these probesibamaxk signalling related to voice and
texting (and not to data traffic). Moreover MSCs control riplét base stations and thus events that are
managed locally by a BSC or RNC (e.g., intra-base statiodtnars occurring among cell sectors under
control of a same BSC or RNC) are transparent to the probe.

GGSN/PGW probes marked a<C in Fig.[2, tap at links in proximity of data gateways on the R8eC

or EP. They record Packet Data Protocol (PDP) Context infornmagio each data traffic session of
every single end device, which necessarily transits by tlSK/PGW in order to reach external IP
networks (the Internet, typically). PDP Context includession start and end time, device and user
identifiers, traffic volume, type of service (i.e., trandpand application-layer protocols, class of service
— such as web, email, streaming audio/video — and name ofpiiiecation in some cases). In addition,
GGSN/PGW probes can associate location information to PB/ReXt sessions. To that end, the probes

6The notion of Location Area, introduced originally in 2Gpéxed with the development of new generations of mobile neta:
Similar concepts, such as Routing and Tracking Area areritbescin 3G/4G. However, in this paper, we use Location Area a
generic term, denoting all these different technical dfing

"Many operators have co-located GGSN and PGW, which allowsegag information on 3G and LTE traffic at on¢é [4].
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can, e.g., monitor the authentication, authorization arwbanting (AAA) procedures triggered by each
PDP Context establishment or update. The messages gehdtaieg these procedures are exchanged
over the Ginterface with the Remote Authentication Dial in User See(RADIUS) Accounting server.
They allow to map the IP address assigned to a device duriegsios to its IMSI and, more importantly,
to its actual cell. In current network configurations, naimhation concerning voice or texting activities
can be collected by GGSN/PGW probes.

CGF probes marked aD in Fig.[2, retrieve data from the Charging Gateway Functi®he latter is
responsible of providing Call Detail Records (CDR) infotioa to the billing domain of the mobile
operator, where fees to be charged to the owners of the eridedeare determined. It is precisely
CDR that are collected by CGF: these contain start timestagation, and originating cell sector of
each voice, texting and data traffic activity of every deviteess frequently, CDR include additional
information on the last cell sector of the activity and on H@rs occurred during the activity.

The probes listed above all have strengths and weaknesses géneral rule, probes located closer
to the end devices (i.e., following the alphabetical ordeFig[2) provide a more detailed view of the
mobile traffic, but are more difficult to deploy and often legpendable in terms of uptime.

As an example, RNC probes deployed at all RNS allow obsemfirgjgnificant events occurring in
the network, and thus provide accurate information abouthvbell sector each device is at all tirges
This represents the ideal data for any study of user molalitynobile traffic consumption. However,
not all RNC equipment is designed to support probes, whitlany case, induce non-negligible com-
putational and storage overhead on the RNC hardware. Mere@MNCs are geographically distributed,
which forces (i) the deployment and maintenance of a largebar of prob&to cover a significant ge-
ographical area, and (ii) significant additional long-heapacity to transfer all events to a central server.

On the contrary, a small number of GGSN/PGW probes deploy#edew data gateways necessary
to cover a whole country allows to monitor mobile traffic munbre efficiently. In addition, the infor-
mation provided by such probes provides a rather detailsdrigiion of the IP traffic generated by each
device, largely sufficient for studies on mobile traffic comgption. On the downside, no voice or texting
data is currently recorded by GGSN/PGW probes. More cliyicdhese probes only yield very approxi-
mated positioning information, updated only at the essaipfient of the PDP Context by an end delfice
or when the device moves across different SGSN or 2G/3G/IGMerage areas. The latter events are
quite rare, whereas cell sector changes that trigger HOear BW events — instead very frequent in cel-
lular networks — are not reported up to GGSN or PGW and thusgoticed. As a result, GGSN/PGW
probes often have stale views of device locations.

The tradeoff is shifted in the case of CGF probes. On the ond,ithe CDR they collect are readily
available to mobile operators, typically at a single sefeethe whole network, and contain clean, well
formatted information on millions of devices. This madelskand of mobile traffic source extremely
popular in research. In addition, the mobility informatigielded by CDR is more accurate than that
provided by GGSN/PGW probes: despite the fact that CDR ordiude the starting cell sector of each
activity, they track voice and texting sessions in additimdata ones, which leads to a higher sampling
frequency of device position. Clearly, this also implieatttioice and texting behaviors can be studied
using CDR, which is instead not possible with PDP Contexa.d&n the other hand, however, CDR
do not provide any insight on the type of data traffic generatethe devices: the rich information on
protocol- and service-level operations granted by GGSNYRfBobes is lost at CGF probes, which only

8We recall that cell sectors represent the finest spatialuigsity achievable by passive monitoring in cellular netey at
least unless complex triangulations based mechanismgy trainsmit power or timing advance information, are penfed by the
operator.

9This number can be two orders of magnitude larger than that gf, CGF probes, at comparable geographical coverage.

10This maps to the time at which the device opens a data coonetiithe network. We remark that, once the connection
established, a device may keep it open even if it switches tdla state, and thus does not actually transfer data. Thieedean
then become active again, and generate traffic over the samnection that was never closed. This leads to PDP Contextsite
not updated for hours even if the devices change location.

RR n°



Mobile Traffic Analysis: a Survey 8

observe traffic volumes.

2.3 Mobile traffic anonymization

Independently of collection location, mobile traffic datentain information on many aspects of sub-
scribers’ life, including their activities, interests hexlules, movement, and preferences. It is precisely
the possibility of accessing to such information at unpdeceed scales that proves of critical importance
for studies in many and varied research fields.

However, accessing such a rich source also raises condawos@otential infringements of the pri-
vacy rights of mobile customers: among others, individeals be identified, their movements can be
tracked, and their mobile traffic can be monitored. As a tesefulators have been working on laws
intended to protect the privacy of mobile users. As an exanthke European Data Protection Directive
95/46/EC mandates that all mobile traffic datasets be anm@¢hso that no individual is identifiable, be-
fore any cross-processing can be run on the data. Moreoirectide 2002/58/EC states that anonymized
data shall be analyzed only for the time necessary to pratiglentended value-added service.

However, directives such as those above do not indicate esgige anonymization technique or
privacy preservation model to be adopted during or aftea daliection. The reason is that there is still a
high degree of uncertainty on this subject. On the one hémdetare many different notions of privacy
that are not necessarily subset of each other, such as ksaitgris], I-diversity [6], t-closeness [7], and
differential privacy [8], just to cite a well-known few. Wth definition should be adopted, and under
which conditions, is open to discussion. On the other handeat anonymization algorithms aimed
at guaranteeing the different privacy notions above araghofor standard tabular databases of static
attributes, which are quite different in nature from mobibdfic datasets of subscribers’ spatio-temporal
activity. In fact, even the debate on whether user re-ifieation represents an actual threat to subscribers
or not is still on-goingl[[€, 10].

Overall, no definitive solution exists today to protect nebisers from privacy breaches that represent
a certain risk — in the first place because the latter are rtatlgarly defined. The result is that, so far,
operators have considered naive techniques to preserpeitlaey of customers. In most of the previous
works, subscribers are anonymized by replacing their LmiqantifierE with random sequences that
allow to pinpoint a single user but hide his/her actual idgnSeveral works have focused on the issues
of such an approach, and proposed solutions based on geatoal and suppression of data. We refer
the reader to Selc. 6.2.3 for a technical discussion of thie.top

3 Survey organization

The literature on mobile traffic analysis is very heterogerse— a consequence of the large number of
disciplines for which datasets collected by mobile netwapkrators represent an important asset. Struc-
turing the relevant works in a comprehensive way is notativine needs to harmonize research originat-
ing from domains such as physics, sociology, epidemioltlgnsportation, and, obviously, networking.
At the same time, forcing a neat separation among resulésragat in each of such domains is a limiting
approach, which would lose the significant overlaps angrecal references existing across disciplines.
Our survey is thus organized around research subjects aéadtich features multidisciplinary con-
tributions. The global outline of the proposed classifimatis shown in Fid.3. At the top layer, we
identify three macro-subjects of research at the interfdiceultiple domains: they deal with the analysis
of social, mobility, and network properties, respectivdlfien, a hierarchy of topics is developed within
each macro-subject. Below, we provide an overview of thentbeaddressed across the classification.

UTypically, IMSI, IMEI, or the phone number.
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Figure 3: Proposed classification of the mobile traffic asialliterature, including the spectrum of disci-
plines related to topics.

Social analyse$Sec[4) investigate the relationships between mobiléidrahd a wide set of social
features. The major research focus is on the charactenivafithe social structure of mobile users’
interactions (Se€.4.1), and on the study of how demogragkimnomical, or environmental factors in-
fluence the way users consume mobile services [Séc. 4.2 aid.$e We also consider in this category
works that leverage social features, inferred from mobaéit, for the characterization and mitigation
of disease epidemics (SEc.l4.4).

Mobility analysegSec[®) deal with the extraction of mobility informationin mobile traffic. Mobil-
ity is intended here in its broadest acceptation, and iredneric human movements at both individual
or aggregate levels (Séc.b.1), as well as specializedrpattkat concern specific users, e.g., traveling
on transportation systems (Sec]5.2). We also review inséhision the quite extensive literature on the
dependability of mobile traffic data as a source of mobilitiprmation (Se¢.513).

Network analyseéSec[6) take a more technical perspective, as they aregtést in understanding
the dynamics of the mobile traffic demand, and how to evoleentibbile network infrastructure to better
accommodate it. Works in this category thus focus on eitiecharacterization of mobile service usages
(Sec[&.1) or on the exploitation of such knowledge to devigoved technological solutions (SEC6.2).

The vast majority of the categories outlined above are digeiplinary by their own nature. In the
lower portion of FigB, we provide a representation of tHewvance of five major research domains to the
different topics of mobile traffic analyses. Relationshdps necessarily not sharp, but we can remark that
mobility studies are those attracting the highest varidtyomtributions. Most categories are significant
to two or three disciplines. The only non-multidiscipligaubjects concern the development of novel
solutions for mobile networks: being quite specific and @ghnical topics, it is understandable that
they attract contributions solely from the networking coumity.

Throughout our discussion of the classification hierarchlyig [3, we try to balance two aspects: (i)
the comprehensive overview of the main results achieved dlyilmtraffic analyses in the considered
theme, across disciplines; (ii) the introduction to siguifit details of the methodology adopted to obtain
such results. The former represent the primary output of¢gkearch activities, and are presented in the
main text. Methodological aspects that go into some techniepth are instead introduced only when
required and in footnote, so as not to break the flow of the té&d thus suggest that readers interested
in grasping fundamental outcomes of state-of-the-artarebein mobile traffic analysis go through the
main text, skipping technical footnotes. Readers willioglig into some detail on a specific subject may
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instead refer to the technical footnotes associated tddpad.
As afinal remark, we report in Figl 3 the number of the (sulet)se where each classification subject
is addressed, for the reader’s ease of reference.

4 Social analysis

The scale and granularity of social studies has been résityrilimited by the considerable costs of col-
lecting meaningful data. Extensive, statistically relégapopulation surveys require significant economic
and organization efforts, may take a long time, and cannguaeanteed to be free of biases introduced
by the sample selection or survey methodology.

From this perspective, the availability of datasets désugithe dynamics of millions, such as those
collected by mobile operators, is a definite game changél, Stcial studies often require information
that is not present in mobile traffic data: the latter is tharmplemented with traditional surveys, including
national and regional demographics and statistics, orlsopmtary personal notions, including users’
age, gender, employment, or revenue.

We identify four main research directions where social igsithave enjoyed particular benefit from
mobile traffic analysis. The first is the investigation of staeucture of interactions among mobile sub-
scribers, typically represented as a so-called mobilegralbh. Results on properties and models of
such particular graphs are surveyed in §eé. 4.1. The secijecsis the exploration of the interactions
among demographic factors and mobile communications, lansief cross-correlation of mobile traffic
and personal subscriber information databases. The mailts®n this subject are presented in §ed. 4.2.
The third topic concerns the relationships between therenmient, in terms of both geographical and
temporal features, and the communication structure. Wewethe related works in Sdc. 4.3. The fourth
research direction relates to epidemiology, since mokitfi¢ provides massive information on human
movements and interactions that are critical to better tgtdeding how viral diseases propagate. We
discuss these latter works in Secl4.4.

To ease the reader’s access to the studies on his/her topiteoést, we give an overview of the
works discussed in this section in Tab. 1. The table alsoigesva quick access regarding the size and
geographical coverage of the used datasets, as well agiafion regarding the supplementary data used
in these studies.

4.1 User interactions

Understanding the complex structure of mobile user interas is a challenging task that has implications
in physics, sociology and also networking, since this kmalge can be used to, e.g., understand service
adoption or anticipate evolutions in the customer basedlseeSed. 6.2]12 on this subject).

The vast majority of studies on mobile data characteriragimploy graph representations that allow
adopting well-known analysis techniques issued from gthpbry. We present the main results of these
studies in Se€.4.3.1. Another significant research linesamunderstanding the reasons behind the
structure of such graph representations, and developlkmtcmaph generative models. Such models can
create synthetic graphs of mobile data whose features ntiroge of graphs extracted from real-world
datasets. Selc.4.1.2 is dedicated to works in the field ofggeperative models.

4.1.1 Mobile call graph properties

Mobile traffic datasets are very often representeahabile call graphsA mobile call graphz = (V,E)
is a mathematical structure describing a set of mobile ysengch map to the set of verticég, and
their interactions (i.e., exchanged voice calls or textgagss), which correspond to the set of edges
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Mobile call graph

Demographics

Environment

Epidemics

Analysis | | Dataset | | Focus

Name [ Date | | Operator Area [ Time [users[ v [T ] ED | Fr [oiJes[em[ac[eL[ErJce u]se[ec]rc]
Nanavatil[11] 11/06 | | - 4 Indian regions 1month 27TM | v - From| v | v v
Doran [17] 12112 | - unknown country | 3 weeks (2011) 3M | v — From | v v
Onnelal[13] 02/07| | — European country | 18 weeks 72M | v - From | v v
Lambiotte[[14] 09/08 | | Mobistar Belgium 16 months 25M| v | v - From| v | v v
Seshadri[15] 08/08| | Sprint 4 USA regions 2 months 2M | v - From | v v
Karsai [17] 02/14| | - European country | 18 weeks 62M | v - From | v v
Onnelal[18] 05/07 | | — European country | 18 weeks 72M | v - From| v | v
Hidalgo [19] 05/08| | - unknown country | 1 year (2004/05) 2M | v — From v
Miritello [20] 04/13| | Telefonica Spain 19 months 20M | v - From v v
Palla[21] 04/07| | — - 1year aM | v - From v
Yang [24] 06/09| | - Chinese city 6 months 300K | v Demographic To v
Sarraute{[25] 08/14| | — Mexico 3 months 500K | v | v Demographic To v
Stoical[26] 11/10| [ Mobistar Belgium 6 months (2006/07) 33M | v | v - To v
Mehrotral[27] 03/12| | - Rwanda 4 years (2005/09) 12K | v | v Demographic To v
Wang [2€] 05/13| | Sprint USA 1 month (2010) 20M | v Demographic From v
Brea[29] 08/14| | - Mexico 3 months 0M| v | v Demographic From v
Blondel [30] 03/08 | | Mobistar Belgium 6 months 204M | v | v Demographic From v v
Toomet|[31] 05/12| | — Tallin (Estonia) 1 year (2009) RK| v | v From v v
Morales[[32] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v Demographic From v
Bucicovschi[[33] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v Demographic From v
Soto[34] 06/11| | — City in Latin America | 6 months (2010) 500K | v | v Demographic From
Smith [38] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v E‘ij‘fc”;gr"s’ From v | v
Mao [3€] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v ﬁ]clﬁcngg':g From v v
Wakita [37] 05/13 | | Orange Ivory Coast 5months (2011/12) 500K [ v | v - From v 4
Fajebe[[38] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v | Commodity prices | [ From v
Lim [39] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v i%?g;g':g From v
Frias-Martinez[4D]( 01/12 | | Telefonica City in Latin America | 6 months 500K | v | v Demographic From v
Krings [41] 05/13| | — Brazil 2 months 6M | v | v | Employmentdetaily | From v v
Onnelal[42] 04/11| | - European country | 1 month 34M| v | v - To v v
Krings [43] 07/09 | | Mobistar Belgium 6 months (2006) 25M | v User billing addresy To v
Schmitt [44] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v - From v
Eagle[[45] 08/09]| | - African country 4 years (2005/08) 14M| v Regional census From v v v
Almeida [4€] 09/99 | | Telecel Lisbon 3 days (1997) - v - From v
Soto [47] 06/11| | Telefonica Madrid and Barcelong 1 month (2009) M| v | v Land usage From v
Trestian[[48] 11/09 - 5000 knf 1 week 281K | v Data traffic From v v
Vieira [49] 08/10| | Telefonica 2 metropolis 4 months IM| v - From v
Pulselli [50] 06/08 | | Telecom Italia| Milan, Italy 2 months (2004) - v - From v v
Naboulsil[51] 04/14] | Orange Abidjan, Ivory Coast [ 5 months (2011/12) 18K | v | v — From v v
Girardin [54] 10/08 | | Telecom Italia| Rome, Italy 3 months (2006) - V|V - From v v
Candial[53] 07/08| | — 230400 kn? - - v - From v
Calabresd [54] 11/10| | AirSage Boston 6 weeks (2009) IM| v | v Event list From v
Dixon [55] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v - From v
Gowan|[[56] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v Event list From v
Bagrow [57] 03/11| | - European country | 3years oM | v | v Event list From v v
Linardi [58] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v Event list From v
Wesolowski[[59] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v Health surveys From v
Enns|[60] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v Demographic From v
Gavric [61] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v Health surveys From v
Baldo [62] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v Demographic From v
Ndie [63] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v Health surveys From v
Chunaral[64] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v Health surveys From v
Azman [65] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v HeaIleL:/nec:/Smeteo From v | v
Tizzoni [6€] 09/11| | Orange 3 countries - 68M | v Demographic From v v
Frias-Martinez[6F]| 05/12| | Telefonica Mexico 6 months (2009) 1M | v Health surveys From v
Frias-Martinez[[6B] 09/11| | Telefonica Mexican city 6 months (2009) 24M | v Health surveys From v v
Saravanar| [€9] 05/13| | Orange Ivory Coast 5months (2011/12) 500K | v | v Health surveys From v v v
Leidig [70] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v Health surveys From v | v
Kafsi [71] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v Demographic From v v | v
Lima [72] 05/13| | Orange Ivory Coast 5 months (2011/12) 500K | v | v - From v v

Table 1: Main features of works that leverage mobile trafftadfor social analysis. In the analysis
columns, date is in MM/YY format. In the dataset columns, Wagce, T is texting, and ED is comple-
mentary external data. In the focus columns, FT indicatdeeipaper studies social properties appearing
in the dataset (From) or the impact of societal issues on lmpbione data (To), Di is mobile call graph
distributions, GS is graph structure, GM is graph genegatiedels, AG is age and gender, EL is ethnicity
BRdlanguage, EF is economic factors, Ge is geography, Utbasnization and land use, SE is special
events, EC is epidemics characterization, PC is epidemégption and control.
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connecting pairs of vertices. This generic definition casoatmodate a number of variations, depending
on whether, e.g., edges are directed or undirected, weightenweighted, or subject to filtering rules.

In fact, there is no unique definition of a mobile call graphd a variety of alternatives is found in
the literature, as presented next. However, independehtlye graph construction methodology, there
exists a limited set of metrics that yield most of the sigaificinformation about the mobile call graph
structure. We employ these metrics to classify relevankwar the following.

Degree distribution. The vertex degree distribution is the statistical distiitiu of the number of ver-
tices connected by edges to a single other vertex. It convégemation about the basic structure of
communications among mobile users.

In a seminal work, Nanavatit al. [11] construct an unweighted directed graph, which presethe
caller-callee relationship (as edges point to the latter)|oses any information on the number or duration
of interactions between pairs of users (as edges do not depethe intensity of the interactions). The
authors observe that the in- and out-degree of vePfidesth follow power law distributiofid. The
parametrization of the power law is however different far th- and out-degree, with an exponent taking
values between 2.7 and 2.9 for the in-degree, and betweamd.3 for the out-degree. Nevertheless, the
correlation between the two metrics at a same node is stionpdying that mobile users that call more
people also tend to be called by a larger set of individuatsvéter, vertices with a very high in-degree
(e.g., customer service numbers) or out-degree (e.gsmal®) lose that correlation. Similar conclusions
are drawn by Doramt al. [12], although with slightly different power law parametgan exponent of
3.41 for the in-degree and 2.63 for the out-degree).

The node degree power law distribution seems to be consisten different modeling choices, as
shown in [13], where the authors considenatualmobile call graph, with an undirected edge connecting
two vertices if at least one reciprocated pair of calls wazharged between the corresponding users. In
this graph, the notions of in- and out-degree coincide, Archbde degree is characterized by a power
law with a much faster decay, an exponent of 8.4, implying tha number of high-degree vertices is
much lower than that measured when including one-way iotienas.

In yet another different approach, Lambio#tal. [14] consider aconstrainedmobile call graph,
where an undirected edge connects two vertices if a minimumixer of reciprocated calls exists between
the corresponding users during a given time period. Spetfifiche authors consider that at least 6
reciprocated calls must be present in a 6-month datasehéorelative edge to be present. The vertex
degree distribution follows a power law in this case as weith an exponent of 5.0. Yet, the results
indicate that the power law models accurately only the tiihe empirical distribution, but not its head.
A similar conclusion is drawn by Seshaatial. [15] on multiple versions of an undirected mobile call
graph. The authors consider both unweighted and weightesibwes of the graph, with two types of edge
weights: the total call duration between the pair of usand, the total number of calls they exchanged.
In all cases, power laws are found to fit the tail of the degiisgidutions, but not the head. Instead, a
Double Pareto Log Normal (DPLN) distributi&yields a good fit for the full vertex degree range.
Other power law distributions. Power laws characterize not only the tail of the vertex degiistribu-
tion, but other features of mobile call graphs as well. A fissimple is that of edge weights, as shown by
Karsaiet al.[17] in undirected weighted graphs, with the edge weightespnting the number of calls
between pairs of users. However, Onretlal. [13] find that a different weight definition, the total call-du
ration between two users, can introduce a cutoff in theilligion, leading to an exponentially-truncated
power lavis.

12The in-degree of a vertexi;,,, is the number of directed edges that end at the vertex. Huilly, out-degree of a vertex,
dout, IS the number of directed edges that originate at the vertex

13penoting asd the in- or out-degree, theR(d) ~ d—7, where the exponen is inversely proportional to the presence of
highly connected vertices (also referred tdhabg in the graph.

14The DPLN distribution is a mixture of lognormal distributig Its complete formulation is rather complex, and, forshlke of
brevity, we do not provide it here. A detailed discussionrisvled in [16].

15penoting asw the edge weight, theR (w) ~ w=Ye~®/k wherek is the weight at which the exponential cutoff occurs, i.e.,
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A second case is that of spatio-temporal properties. Katsal. [17] disaggregate the mobile call
graph over time, and study the users’ activity rate, i.ee, phobability of a vertex to be involved in
an interaction at each unit time. They find the distributibthe activity rate to be heavy-tailed, with an
exponentof 2.8. On the spatial side, Lambieittal.[14] associate geographical information from billing
ZIP codes to the vertices of the graph, and find that a poweglavity modétd well approximates the
probability that two mobile users living at a given distaace connected in the graph, i.e., call each other.
Assortativity. A graph is assortative if its vertices tend to connect to otegtices with similar degree.
This property, also known as assortative mixing, is typmabocial networks. On the contrary, in a
disassortative network high-degree nodes tend to connémitdegree ones and vice versa.

In the case of directed mobile call graphs, Nanaga#l. [11] show that assortative mixing is only
present for the in-degree, whereas the out-degree graphrisieakly disassortative. Undirected graphs
appear instead to be always assortative, as shown by Oeirelld13].

In [13], the authors extend the assortativity analysis tpeadeights, comparing the average weight
of a vertex’s edges to that of its neighbors. The outcome fiedéent on the definition of edge weight:
the graph is weight-assortative if edges are associatédtmdtnumber of calls exchanged by mobile user
pairs, but it is not in case total call durations are used ge &gights.

Structural role of vertices and edges.Several studies have focused on the identification of \estand
edges that are especially important within the structute@mobile call graph, so as to pinpoint mobile
users and calling interactions that play key roles in theroamication network.

The PageRa@ algorithm is used by Nanavatt al.[11] to assess the importance of vertices in the
mobile call graph. The results show that the rank, i.e., irgnee, of a user is tightly correlated to the
in-degree of its vertex, or, in other words, to the volumeaifit receives.

Onnelaet al. [13] focus on the importance of edges, rather than verticgsecifically, they map
edge significance to the role that an edge plays in maingthi@ mobile graph structure robust, i.e., well
connected. They find that several measures allow to ranksedigerding to their importance for the graph
robustness: removing edges with the lowest weight, thestmmeerla@, or the highest betweenness
centralitE results in a rapid disintegration of the graph. In a follop--@nnelaet al. [18] delve deeper
into the relevance of the edge weight, which they name tlength of the tie between a pair of users.
Interestingly, they find that the weight is correlated tolthggcal positioning of the edge within the mobile
graph structure. High-weight edges, i.e., strong tiesneshmembers of a same community, whereas
weak ties tend to build links among communities. This expgaihy weak ties are critical to the graph
connectivity. The result is confirmed in a recent work by aaes al. [17].

Instead, Doraret al.[12] are only in partial agreement with the conclusion abdlMeey rank edges
according to their outlying behavior, i.e., how signifidgrthe edge weight and over{#pdeviate from
the mean value in the graph, either positively or negativalyeir results suggest that the mobile call
graph is composed of well-connected communities featurorgoutlying edges. These communities are
kept together by a backbone of outlying edges.

for which it becomes very unlikely to find edges. [n[13],= 1.9 whereask is equal t03.4 - 10° s, implying that reciprocated
calls lasting more than 30 minutes/week are rare.

16The gravity model commends that a measure decreases as a qfosistance. Denoting ad;; the geographical distance
between mobile usetisand, their probability to be connected B(d;;) ~ di_ﬂ. In [14],~ = 2.

17pageRank is a random-walk-based algorithm used to rankageisgn the Google search engine. PageRank computes the rank
r(z) of a vertexi asr(i) = ¢/N + (1 — q) Zj:jﬁi r(3)/dout (j), whereN is the total number of vertices in the gragh— ¢
indicates an edge fromto 7, dow¢(j) is the out-degree of vertek and1 — ¢ is thedamping factori.e., the probability to stop the
random walk and start it again at a random graph vertex — ttex laeing modeled by the tergy N.

8The overlap of an edge connecting two verticesid; is defined a;; = n;;/[(d(3) — 1) + (d(j) — 1) — n4;], whered(i)
is the degree of vertex andn;; is the number of neighbors commonitand;;.

19The betweenness centrality of an edge connecting verticewl j is defined as;; = D vev 2wev /v Tvw (6 5)/0vw,
whereo . (4, ) is the number of shortest paths between verticeaadw that traverse théi, j) edge, andr .., is the total number
of shortest paths betweerandw.
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Finally, Hidalgo and Rodriguez-Sickert [[19] identify aagbnship among the importance of vertices
and edges in the mobile call graph structure. They measar®timer as the vertex degree and the latter
as the frequency with which an edge appears in the grapledge persistence, and find that low-degree
vertices tend to create more persistent edges.

Cluster structure. Real-world networks typically have non random organizagithat are the outcome
of, e.g., social interactions, or spatio-temporal comstsa As a result, their vertices and edges build
precise internal structures that are not found in randomplga

A classical feature of real-world networks is the preserfadusters, i.e. groups of vertices that are
more tightly connected with each other than with other eediin the graph. A typical metric for the
level of clustering in a graph is the clustering coeffid@niNanavatiet al. [L1] and Onnelat al. [13]
measure the average clustering coefficient of either @iceot undirected mobile call graphs, and find
it to be similar to that of many other empirical networks thave non-random structures. Lambicdte
al. [14] add a geographical dimension to the analysis, by stgdffie distribution distances between ZIP
areas of mobile users whose vertices form a triangle in thigilmoall graph. They find that triangles are
typically characterized by shorter geographical distarael, incidentally, call durations.

Another measure of the cluster structure within a graphdégtiesence of cliques, i.e. complete sub-
graphs in which all the nodes are connected to each otherel®anal. [13] confirm that this feature
holds in mobile call graphs as well, as the number of clighey bbserve is much more important than
what expected in a random graph.

Temporal dynamics. A few studies have considered the evolution of mobile cadpiis over time.
Miritello et al.[20] perform a massive study on the evolution of an indiviguaobile call graph, using

a 19-month dataset covering more than 20 million mobileamsts in Spain. The authors show that
subscribers tend to renew their social circle slowly, asentban 75% of the ties remain active over the
full timespan of the dataset. Moreover, a conservationgila of the social network size is observed,
with a very similar number of activated and deactivated piesindividual. The results are also related
to user demographics, since male users display largerlstoiées than women, and younger users
have more contacts than older ones. Patlal. [21] complement these results, by showing that large
groups persist in time even in the presence of important neeshiip turnovers, while small groups have
a significant lifetime only if their composition remains inranged.

4.1.2 Mobile call graph models

The natural step beyond the characterization of a complevank is the definition of models that capture
its most significant properties. This has been the case ®:ih, classical models of the Internet or World
Wide Web, such as Jellyfish [22] and Bow-Tie [23] models. Areot model of the mobile call graph has
a number of applications, including: (i) explaining the geative process behind the formation of mobile
call graph structures; (ii) creating call interaction netls from synthetic populations of mobile users;
(iii) anticipating the evolution of the mobile demand.

Treasure-Hunt model. Nanavatiet al. [11] were the first to propose a model of directed mobile call
graphs. Their Treasure-Hunt model divides graph vertictsthree groups, depending on whether they
belong to the graph strongly connected component (SCCaldego reach such a component (IN), or are
reached by it (OUT). It then tells apart edges that connediNNentry), IN-SCC (in-tunnel), SCC-SCC
(maze), SCC-OUT (out-tunnel), OUT-OUT (treasure), or INFD(shortcut) pairs. The Treasure-Hunt
model is shown to fit the directed mobile call graphs from neotraffic datasets collected in four different
regions.

20The clustering coefficient of a verteis defined ag; = 2t;/d;(d; — 1), whered; is the degree of and¢; is the number of
triangles to which belongs. The average clustering coefficient of a graph iatkeage of alt;’s.

RR n°



Mobile Traffic Analysis: a Survey 15

Lognormal multiplicative process. Seshrandet al. [15] propose a method to build a synthetic mo-
bile call graph, by studying the generative process of sughaph. To that end, the authors leverage
datasets from two different time periods, and study thewgiai of the user population and interactions.
They conclude that the temporal growth of the graph followlsgnormal multiplicative process, al-
ready successfully used to model income distributions.nloogal multiplicative processes result in the
DPLN distributions that the authors found to charactettieevtertex degree distributions, as discussed in
Sec[4.1H1.

Migration model. Lambiotteet al. [14] argue that classical models neglect the geographistdrites
associated to edges presentin mobile traffic datasets.tibheypropose a generative model where vertices
are represented by agents, which can migrate from one régimmother. Upon migration, an agent can
either maintain its previous edges, or create new ones wittices in the new region it moved to. The
authors show that the migration model captures the geopahiversity of triangles in the graph, which
are mostly composed of short-distance edges, yet at timhededong-distance edges, as mentioned in
Sec[4.11.

4.2 Demographics

The most direct usage of mobile traffic for sociology purmaserobably the study of how communica-
tion and mobile device usage patterns relate to demographinumber of such factors can be expected
to shape the behavior of mobile users, including, e.g.r g, gender, and interpersonal ties. Below, we
review the main studies that focus on such issues.

Age and gender. Age and gender are among the primary features from demogtaphplay a major
role in defining the behavior of a user. This was first indiddig Yanget al.[24], in an early study where
they unveil a strong correlation between social and denpidcaelements. Using a six-month mobile
traffic dataset covering a large Chinese city, and mixingtihwubscribers’ age and gender information,
the authors find outthat people in the same age group comateramong them more often and for a
much longer time, a result that holds throughout all ageselssGender also plays a significant role, the
results showing that calls between female users have a nonged duration than calls between male
users.

Sarrauteet al. [25] confirm the age homophily at a country scale, considgsi®0,000 users over the
entire Mexico. However, cultural differences seem to playraportant role on gender-related patterns,
as men make more and longer calls than women in Mexico, ne.ppposite of what happens in PRC.
Gender impact on mobile communications has been furthestigated in a number of other countries.
Stoicaet al. [26] study an even larger dataset of 3 million subscribeBefgium, and show once again
differences between genders, with average call duratiogdofor women. Mehrotrat al. [27] outline
that gender also affects intra-day and inter-day callingaglyics in Rwanda. Specifically, they prove
women to call much more than men at nighttime, whereas tinel fiiereversed during daytime. Gender
differences also emerge with respect to special events,watmen increasing their activity in proximity
of, e.g., Valentine’s Day or political elections, and melindahe same during Year's End holidays.

The significant impact of demographic factors on phone ugagkcitly invites to develop techniques
to automatically infer personal data of mobile subscrifeym their calling profiles. Wangt al. [28]
identify social characteristics like the age group, incdevel, and residential region of 20 million indi-
viduals, by leveraging homophily properties of the mob#dl graph in combination with ground-truth
data on a small user subset. The accuracy is in the 70-80% iargjl cases. A similar approach is
adopted by Breat al. [29], who focus on age prediction of 74 million Mexican céirs. By using the
correlation between demographic properties of users tlgat@nnected in the mobile call graph, the
authors successfully classify up to 72% of the populatiom four age categories.

Ethnicity and language. In addition to genetic characteristics, also social fesguwharacterizing large
groups of individuals have attracted significant attentioterms of mobile traffic analyses. In this per-
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spective, most works have addressed the problem of redogréthnic groups from the network data,
and understanding their properties and dynamics.

In a seminal work, Blondeét al. [30] analyse mobile traffic of 2 million users in Belgium, and
show that the two main ethnic groups in the country, i.e. |¥gls and Flemish, can be clearly inferred
from the mobile call graph. To that end, they extract commiesiii.e., sets of subscribers with strong
communication ties between each other and with weaker abions to individuals outside the set. The
problem of community detection, computationally expeasiv solve in large graphs, is addressed by
proposing an original technique, calleduvain methdéll, which has hence risen to become the standard
approach for community detection in all types of large detaaot necessarily limited to mobile traffic.

Toometet al. [31] study a mobile traffic dataset of Tallinn, Estonia, aderitify two separate ethnic
groups in the city. In addition, they investigate the spaggregation between the two communities, and
find that, while segregation exists in residential and waglghborhoods, the rest of the activities, e.g.,
shopping or entertainment, take place in a virtually nogregated environment.

Moraleset al. [32] separaf@l ethnic communities in Ivory Coast. Linguistic identity p& rather
unsurprisingly, a fundamental role in the ethnical sepamnatAlso, mobile communication is shown to
occur by preference within ethnic groups. An equivalentysisiis carried out by Bucicovscht al. [33]
in the same country, using a spatial appr@c}ﬁhe results confirm those above, as they show a general
geographical correlation between the presence of mobitenuanication groups and the distribution of
languages.

Economic factors. The socio-economic status of subscribers is charactehiyetiree main factors:
income, education and occupation. If measured at an indiikkvel, these measures can indicate the
role the person plays in the society. If averaged over aicggtgpulation, they are an importantinstrument
to measure the development of a country or a region.

Sotoet al. [34] define a comprehensive list of 279 mobile user featuaad, use machine learning
methods to show that the economic levels of a customer camdakcped with an accuracy higher than
80% with only 38 such featuf®s As the result is obtained by still combining a quite largenier
of features, Smitlet al. [35] argue that such a micro-measurement approach is toplaated and may
lack transparency in the end. Therefore, the latter autiieocsuse machine learning techniques, but target
regions rather than individuals, and limit their analysiaur properties only: the sum of communication
flows between the regions, the gravity residéfhtthe diversitfd, and the introversid. They show that
a limited training sample, as low as 10% of the total mob#dfir data, allows determining the poverty
index of Ivory Coast regions, although the spatial graniylaan be improved significantly with more
complete training. In fact, correlations between povertg anobile traffic on a per-region basis can
be also found using simpler metrics, e.g., the volume of @ntgcalls. Indeed, Maet al. [36] find a
negative relationship of the latter with economic indicatsuch as the poverty rate and annual income

21The Louvain method is a scalable heuristic based on motiylag., a benefit function designed to measure the streoigth
a possible partition of a network into components. The Louwaethod efficiently detects communities through an iteeatwo-
steps process, repeated until the maximum modularity igeeth: the first step aims at optimizing the modularity lbcakhile
the second step aggregates the nodes in the same commurrigate a new network.

22|n [32], individual trajectories and language maps are eyeal to draw ethnical links among users. Thei aneans cluster-
ing is run on the resulting graph, so as to identify the graefssers sharing strong interactions of ethnical natéifemeans is a
partitional clustering algorithm that allows separatingetof items intaX disjoint categories.

23n [33], a combination of gravity and Potts models is emptbye\ ¢-state Potts model is a spin model used to represent
multi-body systems in statistical mechanics, and has itapbapplications in segmentation problems.

24Key features include the number of weekly calls, the rediipyoof communication, the median of total number of calks t
individual area of influence, the radius of gyration, theltotumber of towers used, and the traveled distance.

25The gravity residuals are the errors between the real amaist! flows among each pair of regionsandv. The latter is
Fyy = gmumy/d2,. There,g is a constantm,, is the population of regiom, andd... is the euclidean distance between the
centroids of regions andv.

26Considering v;; to be the fraction of regioni flow that goes to regionj, the diversity of i is A(i) =
— >, vijlog(vi;) log(vs; )/ log(k;), wherek; represents the number of regions to which regi@nconnected.

2The introversion of a regionis I(i) = fi;/ 3= i fij, wheref;; is the flow between regionisand;.
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of 19 regions in Ivory Coast. The authors explain this rebylthe fact that the communication fee
is generally paid by the initiator of the call, and peopleither regions have greater means to start a
call. Also, by exploring communities in the mobile call ghapf each region, they show that rich areas
have a tendency to split in many small communities, whereas @reas display less heterogeneity and
segregation in the communication patterns.

Wakitaet al.[37] use mobile traffic to determine the industrializatiewél and the economic status of
different regions in lvory Coast. The authors first idenl#fsge cities as hubs of antennas with high social
tie strengthi. Then, they use time series of the average daily human Bctwvitell apart residential,
working, and mixed zones in urban and non-urban areas. Témitts show that the economy of cities
in lvory Coast is still largely dependent on agriculturepasan areas do not show a clear separation of
residential and working zones, except for the capital éibidjan. Further proofs are provided by Fajebe
et al.[38], who find positive correlations between the mobile caimination volume and the availability
of commodities such as coffee, cocoa or palm oil in differegions of the same country.

Original metrics and tools have also been introduced in tteamgt to fill the gap between mobile
communications and economic development. kinal. [39] propose the concept sbcial capital i.e., a
series of social attributes with an economic impact. Usiagsical clustering approaches on the mobile
call graph, the authors show that communities of mobilesuséth similar social capital can be found
in the Ivory Coast population. Similarly, Frias-Martinezal. [40] propose a tool name@enCellthat
infers the socio-economic level of mobile subscribers ftbebehavioral patterns obtained from their call
records. CenCell attains 50% to 70% accuracy, dependingeonlassification type. On a related note,
Krings et al. [41]] leverage community detection technid%a mobile traffic datasets so as to identify
business leaders in the Brazilian economic system. Theeu#nalyse the mobile communications of
6 million business subscribers working in 334,000 compaiieBrazil, and individuate companies and
their leaders with a 70% accuracy.

4.3 Environment

Not only the demographics aspects, but also the geogrdmrndasocial environment where users re-
side affects their mobile communication patterns. Below, summarize the main results concerning
prominent environmental features that have an impact orilewhffic.
Geographical distance.Geographical locations can induce important biases on rnaman habits, and
telecommunication patterns are no exception. In a semiogkwOnnelaet al. [42] focus on the most
basic geographical property, i.e., physical distanceng)aione-month, country-wide dataset, they assign
to each of the 3.4 million subscribers a geographical coaitei, corresponding to the base station they
use the most. By studying the mobile call graph at the lighthefdistance of each user pair, they find
that the probability of a tie, i.e., mobile contact, betwé®n users follows a power law with respect to
their distand®]. Interestingly, the tie strength, the call volume betweentivo users, is shown not to
vary with distance.

Analyzing the communities in the mobile call graph alsovadOnnelaet al. [42] to unveil the geo-
graphical properties of groups of individuals who maint@mimportant communication activity among
themselves. The geographical i&nf a community is found to depend on the size of the community:

28The strength of a social tie between two antennasd j is computed asv;; = c;;/(pip;), Wherec;; represents the number
of calls made between the antennas, ani$ the estimated population covered by anteiina

29\n [41], the authors employ the Louvain method to tell aparnpanies and sub-groups in each company. They then use an
original metric of leadership, suggesting that leadersatenecessarily the users who communicate the most, bue thbs have
ties with entities in all sub-companies, and that are atgtatlf linked to each other.

3%Denoting ag the distance between a user pair, then the probability of &dtween the two users B(1) ~ 1~7, where
~ = 1.51in [42]. This means that a vast majority of communiaaiare geographically bounded, yet there exists a heavygftail
long-distance ties.

31The geographical span of a communilyis an indicator of how spread out are thenembers of the community, and is defined
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it is almost constant at around 50 km for communities witls fé&n 30 users, then it sharply increases
over 100 km for larger communities.

Krings et al. [43] group mobile customers by their billing address, anthimba communication net-
work between 571 cities in Belgium. By studying this grapte authors show that inter-city communi-
cation follows a gravity moded. This result thus corroborates that mobile communicatistadce tends
to be heavy tailed. On a related aspect, Schatitl. [44] also suggest that the average call duration
increases as the inter-subscriber distance increases.

Urbanization and land use. Living in an urban or rural environment yields sociologichfferences
that reflect on mobile traffic. Eagk al. [45] use four years of mobile traffic data collected over a l@ho
country to study the differences emerging between urbamaatiusers. The authors find that subscribers
in urban areas communicate 50% more and with more peoplétibaa in rural areas, although the latter
have, on average, longer conversations with their intettrs. Schmittet al. [44] complement these
results, showing that some segregation exists betweem waa rural regions, as users in rural zones
tend to communicate more among them than with individueisdiin cities. These trends do not change
when considering migrations among the two types of areagleta al. [45] show that the call volume
of individuals moving in urban areas increases, while tHevcdume towards the rural region of origin
decreases.

In the urban context, several studies found a significaaticgiship between land use, i.e., the type
of activity a geographical area is destined to, and mokbéiffitrin the region. In an early work, Almeida
et al. [46] group base stations in Lisbon according to the land dtbebarea where each base station
is located. They then study mobile traffic within the differgroups, and find its temporal evolution
to be similar in residential and suburban areas. Areasdimoumajor transport arteries yield instead a
diverse temporal profile. Sotet al. [47] confirm that the nature of mobile traffic depends on thealo
land use, by adopting a reverse approach: they cltidtese stations on their traffic volume, and find the
resulting groups to be associated to work, residentialrilyhnightlife, and leisure regions — which are
thus characterized by unique traffic profiles. As a resuip ahobile traffic hotspots, i.e., high-activity
locations, depend on land use. Trestéral. [48] identify day, noon, evening and night hotspots in a
metropolitan region, and find them to be correlated with thtire of the geographical area they reside
in. Similarly, Vieiraet al.[49] show how base stations in downtown undergo heavy loadsgimornings
of weekdays, whereas base stations in commercial and Isgsaineas become hotspots during the rest of
the weekdays. In the weekend, hotspots appear around caiairaard business centers in the morning
and afternoon, and at commercial and night life areas inthaiag and at night.

The difference in the spatial distribution of mobile traffietween working days and weekends is
recorded by other works as well. Pulsadli al. [50] employ geographical plots of the aggregate daily
demand in Milan, Italy, and note activity to be concentratedhe city center during weekdays, and
in peripheral residential areas during weekends. Simidrabiors are found in considerably different
environments, such as Abidjian, Ivory Coast, as discusseldboulsiet al. [51]. Again, land use
appears to be a main explanation: as an example, Giratdih[52] detect a high level of activity close
to the train station in Rome, Italy, during weekdays, wheggnificant mobile traffic is generated during
the weekends around the Colosseum, a major tourist atireatithe city.

Special eventsHuman-inhabited environments often feature special evif¥att induce unusual mobile
communication patterns. Events such as political hapgsnie.g., elections or manifestations), enter-
tainment occasions (e.g., concerts, sports games), aidkats (e.g., power outages or exception road

asD = % diec V(& — ;)2 + (& — y;)2, where(&, §) are the coordinates of the community geographical cemel(a;, v; )
are the geographical coordinates of a udeelonging to the community.

32The gravity model defines the communication intensity between two citieg andj asc;; = p?pf
population of cityi, andd;; is the geographical distance betweemd;. In [43], v = 2.

33The authors apply<-means, withK chosen by a stopping rule maximizing the ratio of the intester to intra-cluster dis-
tances.

/dzj, wherep; is the
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congestion) can produce anomalies in the cellular accasgrieload, which can be detected by, e.g.,
clustering the spatiotemporal dynamics of mobile traffie garly attempt is that by Candé al. [53],
who propose to detect anomalous events by measuring theegapdn the current and mean number of
calls occurring within groups of closely-located baseistat They find the methodology to be highly
sensible to the gap threshold. Similar approaches havethken, more recently, by Calabresteal. [54]
and Dixonet al.[55]: both leverage large variations in mobile traffic volesiio identify large-scale social
events, national holidays, or power network outages. Thado authors can even track back the origin
location of crowds participating to events taking place ost®n, MA, USA.

More complex techniques for special event detection haseelaen proposed. Gowanal. [56] use
a hierarchical clustering technique to isolate the spetiaimunication patterns emerging during soccer
games. Naboulgit al. [51] introduce a dedicated framework to detect generaymglbehaviors, based
on the hourly geographical variations of mobile traffic. Huthors can detect a number of special events,
including national holidays, political happenings, andrsgvents.

Attention has also been paid to events that are not the resticial behaviors, but of natural or
human-caused disaster situations. In an extensive stagyp®et al.[57] focus on emergency situations.
Using a dataset covering 10 million users for two years, thitb@s select four such events occurring in
the target region: a bombing, a plane crash, a mild eartheyuaaid a power outage. The mobile traffic
activity following these events is compared with that ofukeg days, as well as with that recorded in
presence of special planned events, such as concerts divdlsesWhile all the special events, both
emergency and non-emergency, result in increased calmaswver the typical patterns, the mobile
activity growth is immediate for actual emergencies, andengwadual for planned events. Moreover, the
magnitude of the increase is correlated with the severith@®vent: the bombing results in the highest
number of calls, followed by the plane crash, the earthqaaickthe blackout. Diversity emerges also
from a geographical perspective: in all cases, the actolignge is the highest in proximity of the event
epicenter, and exponentially decays with distance. Whemaenication hops in the mobile call graph
are considered, major emergencies propagate farther awaythe epicenter: the activity following
the bombing and plane crash events is shown to quickly rdaeetop neighbors of the eyewitness
population. A similar study is carried out by Linareli al. [58] on violent incidents occurring in lvory
Coast between 2011 and 2012. The authors show that suchsemenhot preceded by any unusual
calling activity, but are followed by an increased mobikgfic volume. Moreover, they also highlight an
important medium-term effect, with a significant increaséhe call volume enduring for several days
after each violent episode.

As a final remark, we stress that correlations between dpmaats and mobile traffic are also very
relevant to network studies. While the works reviewed iis g@ction concern the problem of detecting
special events from the analysis of mobile traffic, netwagkiesearch has mainly focused on the dual
problem, i.e., the characterization of the impact of soei@nts on the mobile demand. Indeed, the latter
is critical to the design of networking solutions that cattéreaccommodate any exceptional dynamics
generated by unusual situations. Thus, we refer the intetegader to the relevant, although more
networking-oriented, works in Séc. 6.l1shecial dynamictag.

4.4 Epidemics

Mobile traffic encloses data about the movement of large esasiindividuals. This kind of information,
other than interesting per se, as thoroughly discusseddifBSe paramount to a better understanding of
the spreading dynamics of infectious diseases. Indeedidsgcorrelating mobile traffic datasets with
statistics on the propagation of contagious patholodi€spiossible to draw original models and propose
containment solutions that effectively operate in vergéascale scenarios.

Epidemics characterization. Many works have investigated whether patterns present bilentraffic
can be correlated with the diffusion of contagious disealseteed, identifying such relationships would
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pave the way to very effective but extremely cheap techrdgoi@nticipate and control outbreaks.

In a seminal work, Wesolowsldt al. [59] study networks of mobile user movements and maps of
malaria prevalence in Kenya, so as to identify relationskimong common trajectories of human mo-
bility and parasite infection. The authors are able to pinppseveral importation routes that foster the
diffusion of malaria among different regions of Kenya. A g8anapproach is adopted by Enesal.[60],
and Gavricet al.[61], who compare mobility and communication networks dedifrom mobile traffic
to maps of malaria and HIV prevalence, respectively. Thenfarauthors find that the regions of Ivory
Coast showing the strongest connections, in terms of bottements and mobile communication, are
also those where the malaria parasite is the most preseatafér authors draw regression models based
on mobile communication features that attain very stromgetations with HIV prevalence in the coun-
try. At the light of these results, both works suggest to aotdor mobility information when designing
infectious diseases control strategies; this appearsidlpemportant for movements among regions
of varying prevalence, so as to avoid malaria being carriechfareas of high infection to areas of low
infection.

Simpler analyses do not appear to yield equally signifiagiormation. For instance, Balda al. [62]
explore spatial correlations among influenza cases ansl @ediuring in proximity of main hospitals in
Ivory Coast, but their results show that there is no con@tdietween the two metrics. Ndit al. [63] ex-
plore instead correlations between call exchange ratesivigrevalence rates among different regions
of Ivory Coast, but do not find significant correlations.

Mobile traffic also encloses data about the movement of eavastint of individuals during contagion
outbreaks, which allows refining traditional epidemicsresgntations, such as the Susceptible-Infected-
Recovered (SIR) model and its variants. The SIR model builda macroscopic approach, and divides
the population into groups of people who are (i) susceptibleatch the disease, (ii) infected by the
disease and capable to transmit it, and (iii) recovered fr@and thus immune to — the disease. Each indi-
vidual can then transit from the first to the third phase abdve standard SIR model can be augmented
with geographical mobility information derived from fineained mobile traffic, as done by Chunata
al. [64]. They developed an extended SIR model by including aitiathal model stage, where so-called
carrier individuals (hence the new model name, SCIR) difforeningitis through their physical move-
ments. An alternative approach is proposed by Azmial. [65], who parametrize a SIR model with
transition rates that depend on mobility curves fitted on itedkaffic as well as on meteorological data.
However, Tizzonkt al. [66] question the validity of SIR model variations based awbite traffic. They
consider three different European countries, namely Fra8pain and Portugal, and they compare the
results of a SIR model run on mobile subscriber commutingemmants against those obtained when the
same model is applied to reliable census data. The authovs #tat mobile traffic leads to overesti-
mate the actual commuting flows, which in turn introducesedias in the infection process. Still, the
network data allows inferring somehow meaningful arrivales of the disease at different regions of a
country, with an error of 2-3 weeks.

While the analyses above provide a macroscopic view of titeayics, other works have focused on
a fine-grained microscopic-level characterization. FN&stinezet al.[67/68] have been using an agent-
based model to capture social patterns that can explaimptieading of infectious diseases. Operating
on a per-individual basis, their model can take personalifea into account, unlike what happens with,
e.g., aggregated SIR models. The results obtained usingaudetailed model indicate that different
countermeasures adopted by the Mexican government inioccalthe 2009 H1N1 flu outbreak have
retarded the infection peak, and decremented its impacOBfy. However, the decisions did not impact
the spatial evolution of the virus. Saravaraal.[69] enriched the microscopic approach based on mobile
agents above with the notion of importance of individualbe Tatter information is extracted from the
mobile call grap, and reveals especially useful for designing epidemicsrobpolicies targeted on

34n [69], influential members are identified by means of thefBhavalue, which assigns a high score to subscribers who
maintain a high number of connections with users who are@usscarcely connected. Formally, the Shapely value of iuse
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individuals.

Epidemics prevention and containment. Mobile traffic can be used not only to understand disease
spreading, but also as an instrument of control. This hatol¢ite proposal of solutions that mitigate the
spreading of diseases and involve, to different extentgjilemoommunications.

Leidig et al. [[70] propose to reduce the diffusion of the infection by dipispreading awareness of
the danger. To that end, ego netw@kare leveraged to ident@a limited set of key individuals who
can propagate information about the disease in a rapid diadbleemanner. Kafset al. [71] present
three other strategies that aim to the same goal. The fiegegl extracts trajectories from mobile traffic
so as to detect geographically localized communities ofsustiaen, a policy is enforced that forbids
inter-community movements during outbreaks. The secaatkesfy leverages the mobile call graph, and
identifies social communities within it: then, inter-commity contacts, deemed to foster the infectious
process, are prohibited. The third strategy is adaptivk réspect to the disease spreading status, as it
avoids trips of mobile subscribers from regions of high ptemce to areas of low prevalence.

A more comprehensive study is provided by Lietal.[72], who evaluate the contagion via a legacy
SIR model, when (i) no countermeasure is adopted, (ii) gggaic quarantine is enforced, and (iii) an
information campaign is run among the population. The astfeverage country-wide mobile traffic data
of lvory Coast to model individual mobility, and to outlinke mobile call graph on which informative
communication occurs in the last case before. Results shaiatgeographic quarantine, despite being
invasive, expensive and hard to enforce, only reduces thereit size, but does not slow down the disease
spreading. Instead, a collaborative information campattains a significantly lower fraction of infected
individuals, even for low participation rates of the suliser population.

5 Mobility analysis

Mobile data is an excellent source of knowledge on the mowofandividuals. It can provide informa-
tion about the mobility dynamics of populations of milligrisipossible to obtain otherwise. Moreover,
it allows doing so at virtually no operating cost. It is thussuprising that mobile data has rapidly es-
tablished as a key new source in the field of mobility modelomnplementing and replacing traditional
approaches based on, e.g., surveys or traffic counters. Guet mobility models obtained from mobile
data are expected to affect a number of fields, includingrugbanning, road traffic engineering, human
sociology, epidemiology of infectious diseases, or tedecmnication networking.

In the following, we review the body of most relevant workattleverage mobile data to study human
mobility. We distinguish three major subcategories. S&td&cusses research on the characterization of
human mobility, whose goal is to better understand and moalelpeople travel at different spatial and
temporal scales. Séc.b.2 surveys the exploitation of raatzita for transportation research, where the
aim is characterizing the usage of road and public transpfrastructures. Selc. 8.3 presents results on
the reliability of mobile data for studies on mobility.

Tab[2 summarizes the works reviewed in these sections, rawitps an overview of the features of
datasets they employ. It also outlines which works deal wébh research aspect of mobility-oriented
analyses of mobile traffic: it thus represents a useful qreédrence for the reader.

s? = ZjeV.h' 1/(1+dj), whereVih is the set of users withih hops from: in the mobile call graph, and}; is the degree of user
i i

35An ego network is a subset of the mobile call graph (see[SEd¥ pruned so as to form a tree structure rooted at a specific
individual. It thus represents mobile user interactiomsrfthe perspective of that individual.

38|n [[70], the authors employ a dedicated measure of an ingislimportance, which approximates the number of comiiesi
formed by his/her neighbors in the ego network.
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columns, date is in MM/YY format. In the dataset columns, Wadce, T is texting, D is data, and S
is signalization (either HO, i.e., handover, LU, i.e., lboa updates, ox/, i.e., both). In the focus
columns, Lo is properties of visited locations, Tr is prdjesrof travels between locations, RM is regular
mobility patterns, PM is prediction of mobility patterngyi$s special mobility patterns, IM is individual
mobility models, AM is aggregate mobility models, RT is rdaeaffic conditions, OD is origin-destination
flows, Mu is multimodal mobility, TP is transport planningp @G commuter mobility, VP is validation
of population distributions, VA is validation of aggregatebility, and VI is validation of individual

mobility.

RR n°

Analysis | | Dataset | | Focus |
Name [ pate | [ operator Area Time [uses [Vv]T][p[ s |[o]w[ru][pPm]sm[ M [am [RT [oD[Mu] TP [co[vP [va [ v |
Halepovic|[80] 10/05( | 3G - 1 week (2004) 4K v v 7 v
Paul [81] 04/11 - Nationwide 1 week (2007) ~100K v v v
Frias-Martinez[[9D] 12/10| | — city in emerging country] 5 months 100K | v v
Isaacmar([85] 06/11| | AT&T NY, LA 3 months (2009/10; 170K [ v | v v
Trestian|[48] 11/09 - 5000 kn? 1 week 281K v v v v
Sridharan([9B] 04/13 - USA 1 month 10M | v v
Gonzalez[[97] 06/08 - - 6 months 100K | v | v v | v v
Calabrese [77] 10/11| | AirSage MA, USA 3 weeks 250K | v | v | v v v|v v v
Mitrovic [98] 05/13| | Orange Ivory Coast 5 months (2012) 50K | v | v v v
é Zang [100] 09/07| | 3G 3 cities 1 month (2006) 2M | v | v | v v
g Schneider[83] 05/13| | Orange Paris, France 5 months (2012) 40K | v | v v v v v
2| || songliiol 01/10 - - 3 months 50K | v | v v
E é Lu [102] 10/13| | Orange Ivory Coast 5 months (2012) 500K | v | v v v
s % Lu [103] 05/12| | Digicel Haiti 1 year (2010) 19M | v v
E Isaacman [104] 02/10| | AT&T NY and LA, USA 2 months) 170K | v v
Isaacman [105] 03/11| | AT&T NY and LA, USA 4 months (2009/10; 170K | v | v v v
Rubio [94] 03/10| | Telefonica - 4 months 410K | v | v v v
Dixon [55] 05/13| | Orange Ivory Coast 5 months (2012) 500K | v | v v
Calabres€ [54] 05/10| | AirSage Boston, USA 2 months IM| v |V |V v | v v
Girardin [54] 10/08 | | Telecom Italia | Rome, Italy 3 months (2006) - v | v v
Bengtssor [107] 08/11 Digicel Haiti 7 months (2010) 19M | v v v
Linardi [58] 05/13| | Orange Ivory Coast 5 months (2011/12, 500K | v | v v
Cs4ji[97] 06/13| | Orange Portugal - 100K | v v v v
[ | [‘songlo2] 09/10 - _ 1year M| v | v vl v v
2 Cho[83] 08/11 - one country 1year 2M | v | v v | v v v v
g Simini [10€] 04/12 - - 4 weeks 43M | v v
Isaacman [109] 06/12 AT&T NY and LA, USA 3 months (2011) 600K | v | v v
Mir [L10] 10/13 | | AT&T NY and LA, USA 3 months (2011) 600K | v | v v
Yang [111] 05/13| | France Telecon Portugal and Rwanda - - v v v v v
Qiu [113] 01/07 - Shanghai, PRC 1year 9M HO v v
Bar-Geral[115] 12/07 | | Orange/ITIS Ayalon freeway, Israel | 3 months - HO v v
Schlaich[[73] 01/10| | T-Mobile Sout-West Germany 3 months - LU v | v v v
Janecek [1117] 09/12 - one highway, Austria 1 month (2011) - v v v
Calabres€ [119] 03/11| | Telecom ltalia | Rome, Italy Time - v | v v v v
2 Ma [79] 11/13| | AirSage Sacramento, USA 1 month (2010) 128K | v | vV | v v | v v v
% Bekhor [75] 06/13| | Orange/ITIS Israel 1 week 160K [ v LU v | v v
i Nanni [89] 05/13| | Orange Ivory Coast 5 months (2012) 500K | v | v v v
';Qg Mamei [8€] 05/13| | Orange Ivory Coast 5 months (2012) 500K | v | v v v
é Wang [7€] 09/10| | AirSage Middlesex, USA 1 month 56K | v | v | v v v
é Doyle [127] 06/11 Meteor Ireland 1 week (2009) IM| v |V |V
i Zilske [123] 05/13| | Orange Abidjan, Ivory Coast 5 months (2012) 18K | v | v v
Berlingerio [78] 05/13| | Orange Abidjan, Ivory Coast 5 months (2012) 1BK| v | v v | v v
Cici [87] 02/13| | Telefonica Madrid, Spain 3 months 4TM | v | v v v
Zhang [[95] 09/14| | - Shenzhen 1year (2014) oM | v | v v v v v
Furletti [124] 08/12 - Pisa, Italy 1 month (2012) 230K | v v
Scepanovid [82] 05/13| | Orange Ivory Coast 5 months (2012) 500K | v | v v | v v v
Liu 74 05/13| | Orange Ivory Coast 5 months (2012) 500K | v | v v v v
5| Tizzoni [6€] 09/13 | [ Orange 3 cities - 6.8M v v v v
g Wesolowski[[106] | 02/13 - Kenya 1 year (2008/09 148M| v | v v v
) lovan [125] 05/13 Orange Paris, France 1 day (2009 AM| v v |V |V v
Ranjan([84] 07/12| | 3G S.Francisco, USA 1 month (2011) 500K | v | v | v v v
Table 2: Main features of works that leverage mobile traffitadowards mobility analysis. In the analysis
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5.1 Human mobility

The characterization of generic human mobility from mobéga aims at two different objectives: (i) the
investigation of the fundamental laws that govern movematierns, or (ii) the proposal of mathematical
or simulative models capable of reproducing such pattdfasa more coherent discussion, we separate
works relating to these two objectives in the following.

5.1.1 Fundamental laws

Laws derived from mobile data analysis can relate to matfptets of human mobility, which we use
below to structure the relevant literature.

Visited locations. How individuals visit geographical Iocatiﬂsrepresents the very first subject ad-
dressed by studies that employ mobile data to infer humarilitydbws. The seminal work by Hale-
povic and Williamson[[80] uses a relatively small datase4,d56 users, and describes the mobility of
users in terms of the number of cells they visit. The authodfinobility to be generally low, as 55% of
users only appeared at one location; yet, the distribusdreavy-tailed, i.e., there exist users who visit
hundreds of cells in one week. The imbalance in user moliditster confirmed by Pawt al. [81] in a
much larger, nationwide dataset. They show that 60% of tistoauers are static, but 1% travel through
50 cells or more in a day, on average. Subsequent works hafgmed the heavy tail of the visited
location distribution, e.g., that by Scepanogtal.[82].

Halepovic and Williamson also outline the presence of oearcpreferred location for every user,
which they refer to as thkomelocatioftd. Later, Isaacmast al. [85] prove the definition to be correct,
as mobile data analysis can reveal the important locatibasuser, including home and work locations,
with a typical accuracy of 1 mile. Trestiagt al. [48] confirm that trend, finding mobile subscribers
to spend between 55% and 90% of their time, depending on et of mobility, at the same three
locations. Schneidest al. [88] study the distribution of the number of different loicais visited daily
by mobile subscribers. They find the distribution to be Imgmal@, with a small average value around
three, thus confirming the low mobility of most users.

The temporal features of visits to locations are more thghtuexplored by Songt al. [92], on a
larger dataset of 50,000 users. They study the time spenh liydividual at a given location, finding
that it follows a truncated power-law distributfti They also investigate the number of distinct locations
visited by a user over time, showing that humans have a dgogegendency to visit new locations over
tim

37|dentifying the locations where a user stops from mobile dmhon-trivial, as the latter provide an irregular sangpliner time
with low geographical accuracy. Stop locations are typiaalapped to pauses in the movement longer than a time tHoe8»
75)], possibly allowing the user to dwell at multiple antesimathin a space threshold [54.76+79].

38The extraction of home (and work) locations from mobile datagain non trivial, and different authors used diverse ap-
proaches. As in the case of Halepovic and Williamson, séveseks tag as home the most popular location for each Us¢BE]5
Other authors adopt the same technique, but limit the studight time, when users are more probably at hamé [4B.578(34],
Likewise, work locations are typically identified as the nfvequent location during working hours [[74)84+-86]. Aliclumech-
anisms can be complemented with antenna clustering, sdéottettons map to a group of nearby antennas rather than twgéesi
one [66/ 85, 87—89]. Notably different approaches have Ipeeposed by Frias-Martinezt al. [90], who use ground-truth data to
train a genetic algorithm, and by Csaji al. [91]], who classify antennas depending on their weekly tieres and unveil three
classes of frequent locations, easily mapped to work, hamagtherlocations.

3%Denoting as: the number of visited locations, théP(n) ~ exp [—(In(n) — u?)/(202)] /(on\/(27)), with 4 = 1 ando
=0.5.

“ODenoting ag the time spent at a location, théh(t) = t~Yexp(—t/k), wherey is the tail weight, and: is duration at which
the exponential cutoff occurs. 1n[92},= 0.8 andk = 17 hours — the latter value matching the typical daily d@stiperiod of an
individual.

41Denoting as(t) the number of visited locations at timethenn(t) = t#, with u = 0.6. For random walkg = 0.8 and for
Lévy flights = 1, implying that these random models yield a much strongéncy to visit new locations over time than found
in real-world mobile data.
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Recently, Sridharan and Bolat [93] have shown that a singd&ilution can describe the scaling
properties of multiple features related to the locatiorséted by a user. Specifically, the Double Pareto
LogNormal (DPLN) distributiofd describes well the area of the minimum rectangle boundinigea-
tions visited by a user, or the distance between groups aflpofocations. Interestingly, such a property
is invariant of the locale (i.e., the city considered) orgephical span (i.e., city- or country-wide) of the
analysis.

Travel distance. The distribution of distancB$between subsequent locations has also attracted signifi-
cant attention. In a seminal work, Gonzatgzl. [97] employ voice and text mobile data from 100,000
users to show that such travel distances follow again a atexcpower-law distributid. This result

is in agreement with those of Halepovic and Williamsonl [&3,both imply that a large portion of the
population is characterized by limited mobility, but thesasts a non-negligible number of highly mobile
individuals who travel over long distances.

The travel distance law above refers to the case where thtad@nents of all users are aggregated
into a single distribution. Interestingly, Gonzaletzal. [97] find that also distances traveled bgch
user follow truncated power-law distributions, with diéat cutoff values that map to the user’s radius of
gyratiol’@. Since the low spatial and temporal granularity of voice #axtimobile data used by Gonzalez
et al. might have biased the analysis (see also[Sek. 5.3), Spalg[92] carry out a similar study using
data from 1,000 users whose location was recorded every timnks to a location-based service they
subscribed to. Yet, their results conffffthe truncated power-law nature of distances.

In fact, the truncated power law scaling of travel distangpesrs to be a global property, invariant
of countries or continents. While the analyses above wer@imeed on mobile data collected in Euro-
pean countries, similar results have been obtained by @eaét al. [77] and Mitrovicet al. [98] from
mobile data collected in Massachusetts, USA, and in Ivorasﬁ:despective[ﬂ. The same distribution
is retrieved also when computing all travel distances wégpect to a user's home Ioca@naccording
to Choet al.[83]. The same authors unveil an interesting twist, by ne¢gatmobile data to social geo-
referenced networks — namely, Gowalla and Brightkite. €mederencing the datasets allowed them to
conclude that short-distance travels (below 100 km) areebekplained by routinary behaviors, such as
home-workplace patterns, while long-distance travelsnaneh more influenced by social ties, such as
the presence of friends.

As a final remark, we stress that the scaling properties vékmdistances inferred from mobile data
appear to hold over large geographical scales (i.e., in #se of country-wide and inter-urban move-
ments) only. Recent works based on finer-grained sourcel,asIGPS-based tracking, public transport
usage, or individual surveys, have shown that human travighén cities follow a different, exponential
scaling [99].

Spatiotemporal regularity. One of the most talked-about results of mobile data anaiysfat individ-

423ee footnotEd4 for more details on DPLN.

43Travel distances are computed over the trips or trajectafi@ach user. The extraction of the latter from mobile datggically
performed by mapping trips to sequences of geographicatpgie., the positions where the user carries out somelenwhific
activity) between each two successive stop locations [B% 7 78.94]. Some works also add a second phase wherehapare
too short are aggregated [75], or trips that form a smathdise loop within a brief time interval are discardid! [79ecBntly,
state-of-the-art techniques used in GPS trajectory reoaction have been also adapted to the case of mobile traifta [5].
Database-inspired approaches have also been exploreciog&fial. [96], who develop a query system to retrieve user trajestore
from call detalil record databases, under complex geograpand temporal conditions.

44Denoting asd the travel distance between two subsequent locations, Be) = (d + do)~“exp(—d/k). According to
Gonzalezt al. [97], « = 1.75 and the exponential cutdff= 400 km.

45The radius of gyrationy is a unidimensional measure of the distance traveled by @ whéch also keeps into account the
direction of movement. It is computed ag = /1/n>,(r; — 1/n>_, r;)%, wherer;,i € [1,n] is a bi-dimensional vector
describing the-th location of the user.

46In [92], a = 1.55 andk = 100 km: the latter is limited by the 1-hour periodicity ohsaling.

47Calabreset al. founda = 0.78 andk = 60 km, while Mitrovicet al. found a cutoff at around 100 km.

48In the study by Chet al, o = 1.7 andk = 100 km: the latter is limited by the small geographical cage of the dataset
employed.
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uals tend to have strong regularity in their movement pasteilhat is true in both spatial and temporal
dimensions, as first claimed by Gonza&al. [97]. These authors show that: (i) the popularity of loca-
tions visited by a user follows a Zipf's 14, thus individuals tend to have a few preferred locationd, an
a long tail of seldom visited ones; (ii) there is a strong haliusers to return to previously visited lo-
cations within 24 hours, which highlights the temporal pditity of movements. Here again, the results
by Gonzalezt al. confirm those by Halepovic and Williamsdn [80], in that mastividuals spend the
vast majority of their time at a limited number of frequentlgited locations.

Songet al.[92] employ their finer-grained mobile data, where the lagaof 1,000 users is monitored
on an hourly basis, to validate both the Zipf's distributiohlocation popularit§d, and the 24-hour
periodicity of movement patterns. Daily periodicity is@ldetected by Pauwdt al. [81] in a very large-
scale dataset of millions of subscribers, and by Tregtaal. [48], who show that more than 70% of the
mobile users revisit at least one same location on everyesihy. Choet al. [83] confirm the strong
geographic and temporal regularity of human mobility, obisgy that users tend to return to the same
places and travel at similar times of the day. In additionbitectraffic yields a strong periodicity in user
movements not only at a daily scale, but also at a weekly saalproven by Calabres al. [/7] and
Zang and Bolot[100].

The latter authors also identify strong regularity in thegise sequences of cells visited by mobile
users over time. A similar level of detail on the geographriegularity of users’ movements is considered
by Schneideet al.[88], who employmotifs i.e., closed sequences of transitions among activitytioes,
and unveil that each customer’s daily pattern in a 40,0@0-dataset can be described through one of just
17 motifs. The limited number of motifs, which include no radhan 6 locations each, further proves
how human mobility dynamics are simpler than one could expec
Predictability. The strong regularity of human mobility raises the questibhow easy to predict are
individuals’ movements. In a seminal work, Soegal. [L01] tries to answer that question, by inves-
tigating the theoretical maximum predictability of inddval mobility patterns in a 50,000-user mobile
traffic dataset. To that end, they define a measure of enthghyctaptures spatiotemporal ordering of the
visited location&!: when computed over all users, the measure shows that usev&ments yield very
low randomne&d: on average, 93% of individual movements are potentialdgd'mtablﬁ. The authors
also prove that such a result is due not only to the limited lmemof favorite locations frequently visited
by each user, but also to the strong spatiotemporal coioelat such visits.

Also, Songet al. [101] show that movement predictability stays constarauilghout very heteroge-
neous sets of users (e.g., for different gender, age, gpbigad attachment). Let al. [L02]103] confirm
that such a high predictability of human movements holds @lthe case of developing countries, and
even after major events like natural disasters. Other fachay instead have an impact on the predictabil-
ity. As an example, by using a similar analysis on a one-yaag-mobile traffic dataset of 2 million users,
Choet al.[83] show that the entropy in the visited locations is lowand thus users’ locations are more
predictable) at night hours, when people are at home, andhmigher during weekends, when travel
destinations are more varied.

Factors affecting mobility. A large number of factors can affect the diverse human ntghdivs iden-
tified above. A typical example is that of movement pattemarieas with diverse topological features

49Given the rank of a location, its level of popularity is described BY1) = =8, with 8 = 1.

SN @2), s =1.2.

51Given the complete mobility; of a useri, expressed as a sequence of locatins: {I1,12,...,Ix}, the entropy in his/her
mobility is expressed aS = — 3=/ ;. P(I})log2[P(I3)]. There,l} is one of all possible subsequences found;irand P(I)
denotes the probability of finding that precise subsequantge

52The entropy distribution has a peak at a value corresportdiag uncertainty in the user's whereabouts of 1.74, i.ss flean
two locations. For comparison, the entropy of random mighiinplies an uncertainty of 64 locations on a similarly siziataset.

53The maximum predictability is obtained from the entropy mea by applying Fano's inequality, which states that if erus
with entropy S moves amongV locations, then his/her predictability is bounded by a mmauxh valuell,, . that depends solely
onS andN, throughS = —Ilnazlog2(Ilmaz) — (1 — Iinaz)log2 (1 — Mmaz) + (1 — Inaz)loga (N — 1).
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or development levels. In their studies, Isaacreaal. [104,10%] show that mobile data collected in
two cities in the USA, New York and Los Angeles, yield veryfdient mobility features. Similarly,
Rubioet al.[94] demonstrate that mobile data can be used to show diffeein the way people move
in developed and emerging economies. In the latter cordextnamely in developing countries such as
Ivory Coast and Kenya, different levels of mobility, measiias the radius of gyration of subscribers, are
found to be related to geographical regions and incomeddyeBScepanoviet al.[82] and Wesolowski

et al.[106].

Seasonality, as shown by Isaacnetral. [104,105], holidays, as shown by Dixat al. [55], and
public events, as shown by Calabreteal. [54], are other examples of phenomena that can all affect in
a significant manner the movement of individuals, by chagtfieir standard attraction locations as well
as the sheer volume of human mobility.

Even when dealing with non-typical mobility, mobile dataabysis can reveal extremely useful. In
an early work, Girardiret al. [52] show that mobile data can, e.g., help understandingrtbkility of
tourists. Within a different scope, Bengtsseinal. [107] demonstrates that mobile data analysis yields
very accurate estimations of the mobility of people afteure disasters or large-scale epidemics. The
same holds for violent episodes, as those that occurreciy Roast between 2011 and 2012 and in-
vestigated by Linardet al. [58]. In particular, the authors show a strong impact of seplsodes on
human mobility, with a reduction of inward mobility and arcirase in the number of users leaving the
region where the violence happened. An interesting resutat the impact on mobility is even ob-
served beforehand, suggesting that these violent evemfzradictable, due to societal tensions prior to
the outbreak.

From an engineering standpoint, correlations have alsa bmend between the level of mobility
of users and their demand in terms of mobile data traffic. yEas$ults in that direction can be found
in the works by Halepovic and Williamsoh_[80], Mitrovit al. [98], and Dixonet al. [55]. We point
however the interested reader to more thorough discussfdreffic-mobility correlations carried out by
networking papers that are reviewed in $ec. 6.1.2.

As a closing remark on this discussion, a relevant questiaihat of which factors are the most
important in order to fully characterize users’ mobilityn Kteresting study by Csagit al. [91]] prove@
that the only relevant features are the average positioheofiser and the location of the two cells the
user is most frequently attached to. This suggests that lgasigraphical information is already largely
sufficient for a comprehensive analysis of subscriber m@rémpatterns.

5.1.2 Models

Models of human mobility can either describe the movemeimdif/idual users, or aggregate dynamics
of whole populations. Next, we classify models derived frorabile data analysis according to their
granularity.
Individual mobility models. Individual mobility models represent the movement of easérunde-
pendently. A first mobile traffic-inspired model of individlumobility was proposed by Halepovic and
Williamson [80]. Their stochastic approach builds on (1§ #mpirical distribution of the number of
cells visited by a user, and (2) the empirical distributidrcell changes by a user. The model gener-
ates the movements of a given user by extracting realizatibthe theoretical functions fitting such two
distributions.

Songet al.[92] propose a more refined model, based on analysis of aglatastaining the activity
of one million users for one year. The model relies on two cemgntary phases. Thweferential
return phase, occurring with probabilityl — p) N %, lets the user return to one of the previously visited

54Cséjiet al. [91] use Principal Component Analysis (PCA) on 50 featuhnes tan be used to represent mobile users, and include,
e.g., the number of visited locations, their geographicgpetsal, the quantity and duration of calls. They find that 85% of the
information is yield by just 5 features.

RR n°



Mobile Traffic Analysis: a Survey 27

N locations, chosen proportionally to the number of pastuisTheexplorationphase, occurring with
probability pN —°, lets the user choose a new location never visited befotss iticrementingV by
one un@)./ The residence time at a location (in both phases) and thandis of a new location (in
the exploration phase) are drawn from the heavy-tail prihadistributions identified to characterize
individual human mobility as discussed in 9ec.5.1.1. Theehs demonstrated to correctly reproduce
travel distances and residence times at locations, anshients the location ranking as well as the number
of new visited locations over time, as seen in §ec.b.1.1. évew the model only captures long-term
scaling features, and neglects the temporal periodicity.,(eegular returns at every 24 hours) and the
sequential patterns (e.g., home-work-home) in the viddedtions.

A third relevant model is devised by Chai al. [83] to predict the location of each individual at
different hours of the week. The model considersihmost popular locations for each Ughand creates
a spatial probability distribution that shifts over time @mg gaussian-shaped distributions centered at
such location. A social component is also added to the madalway that a portion of the movements
becomes driven by the previous locations visited by frieofdbie user. The model anticipates the exact
user location 42% of the time, although a simpler model thatimes the user to be at his/her top location
on a hourly basis attains 40% accuracy.
Aggregated mobility models. Aggregated mobility models describe the mass movement afge|
number of users with low spatial granularity, e.g., amongitipalities. Siminiet al. [108] first found
that such mobility is well described by thadiation modet]. Such a model is found to match the
distribution of traveled distances computed from mobil&dd 4.3 million users over 4 weeks. Also, it
significantly improves the well-known gravity mo%lalthough the latter has been shown to be highly
representative of specific scenarios, e.g., commutingutists in Portugal studied by Csajial. [91].
A simpler approach, involving Markovian modeling is propddy Luet al. [102], who show how a
first-order model is already sufficient to correctly pred@®s6 of daily human mobility in Ivory Coast.

Radiation and Markovian models are intended to capture lityoli low spatial granularity (i.e., large
geographical regions), and are shown not to hold in the ciiséra-urban mobility by Lianget al. [99].
Thus, when considering movements within a single urban difarent models are needed. Isaacrean
al. [109] propose WHERE, a framework that extracts probabdistributions (of home/work locations,
commuting distances, and calls) from mobile and US Censtss dad mixes such distributions so as
to generate a synthetic model of mobility and calling bebis:i The framework yields daily traveled
distances similar to those extracted from real-world nebd#éta. An extension to WHERE is proposed
by Mir et al.[110], by includingdifferential privacE.

More recently, an improved model, based on a combinatiohefjtavity and radiation models was
proposed by Yangt al.[111]. Evaluation against mobile traffic datasets showsghah a mixed model
is effective at different scales and in scenarios from diglrdeveloped countries worldwide.

55Calibration on mobile data yields= 0.21, whilep is specific to each user and can be extracted from a normebdiion with
meanp = 0.6.

56In [83], N = 2, as adding more locations yields minor improvements.

57The radiation model determines the mobility flx;; between two regionsandj asm;; = p; Kc(pipj/(pi + pij)(pi +
p; + pij)), wherep; andp; are the populations in regiarandj, K is the fraction of population that commutes to work, anRd
is the the population in the circle centered and of radius equal to the distance betwéeand.

58The gravity model has been long considered as the referendelrfor long-range mobility of people, animals and goods. |
defines the mobility fluxn;; between two regionsand; asm;; = p?pf/d;’j, whered;; is the geographical distance between
andj.

9pifferential privacy formalizes in a mathematically rigais way the principle that results of a data analysis shoatcbe
significantly affected by the presence/absence of a singligidual in the database, for any individual. Rigorously, algorithm
A is considered as-differentially private, i.e. providing a level of privagqual toe, if it fulfills the condition e~ ¢ P[A(D2) =
O] < P[A(D1) = O] < e€P[A(D2) = O], whereD; andD- represent any couple of datasets that differ in one elenrmehDa
is any output of the algorithm.
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5.2 Transportation systems

Despite early criticisms, such as those expressed by Rds#, [the evaluation and enhancement of
transportation systems has been among the first practiphtations of mobile traffic analysis. Usage of
mobile network data for intelligent transportation systg¢is) was first envisioned in the late '90s, and
comprehensive literature reviews have been compiled byeQaill [113], and Cacerest al.[114]. In the
following, we summarize the main findings, classifying thiéedent works according to the topic they
address.

Travel time and traffic state. Wunnavaet al. [115] authored an early survey on the efforts by private
companies (typically contracted by telecom operatorsktmet travel time and traffic state information
from mobile network daf. They find mobile traffic-based technologies to be maturetapdovide cor-
rect travel time estimates in presencdret flowroad traffic conditions. However, the authors conclude
that mobile traffic does not appear sufficient to accuratetjnmeate congested road traffic conditions.
Since then, a number of academic efforts, discussed belasvbben carried out in that direction, as
outlined below.

Qiuetal.[113] show that processing of handover information can teah average error in estimated
travel times which is within 5-15% of those computed fronditianal induction loop detectors. A similar
conclusion is reached by Bar-Gezhal. [116], who compare speed and travel time measurements from
mobile call data and handovers with the equivalent data fdoml magnetic loop detectors: the error
they record is within 10% of the actual value. The same asthtwo validate the results obtained from
mobile data and loops against actual GPS recordings frorplsarahicles, and find that both techniques
yield an acceptable 5—-20% error to the ground-truth GPS d&thlaichet al. [73] further confirm the
appropriateness of mobile traffic analysis for travel timgreation, with results close to those reported
by transportation authorities. Also, they are able to adlyeseparate fast (e.g., private cars) and slow
(e.g., trucks) traffic, as well as to identify special trafftterns (e.g., congestion due to an accident), by
using just mobile call information and location updates.

More recently, Janecek al.[117] combined handover and location update data in thedlystSpecif-
ically, they propose to use coarse-grained location ugdatailable from all switched-on mobile termi-
nals, to estimate travel times and detect congestion. Ifestion is observed, fine-grained handovers
from terminals engaged in calls (around 1/20 of the totateweid-on terminals in their scenario) is em-
ployed to localize and possibly classify the congestiomewe a more accurate manner. The authors
show that their location update-based technique can fgdraific anomalies faster than traditional sys-
tems (i.e., roadside sensors, toll data from trucks, GP& fdaitn taxis, and FM radio broadcasts based
on drivers’ indications). Also, using handover data allaavg&lentify the precise type of congestion, e.g.,
wide moving jams or milder synchronized flows.

A different perspective is taken by Cacemsal. [L18], who study the problem of traffic volume
estimation, rather than travel times. To that end, they nzaqalbvers to highway road traffic crossing cell
boundaries. The authors develop a mapping function basadwe range of physical properties, which
is found to capture road traffic with a 20% relative errortwreal-world traffic counts from detectors.

The good results obtained with highway traffic are not easifyroduced in the more complex and
heterogeneous urban environment. The only work dealing traivel time estimation in city scenarios is
that by Calabreset al.[11S], who develop a framework, named LocHNESS, allowirgj-tame localiza-
tion and tracking of vehicles from mobile traffic. They olntai10-18% error with respect to ground-truth
GPS data.

Origin-destination matrices. Origin-destination (O-D) matrices describe the numberip§tperformed,
during a given time period, between each pair of locatiorthiwia geographical area. They are a stan-
dard way to represent themvel demandn transportation engineering. Using mobile traffic to m@&D

60In the context of transportation research, handover aratitot updates are the kind of data typically used to estirrates!
times [73.118,114. 116, 117], with rare exceptidnd [76].
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matrices of human mobility in urban regi@:was first envisioned by Bollat al. [12C0]. A small scale
evaluation on a minimal subset of mobile traffic collectedimiy one morning was then performed by
White et al. [121]. The first tests on mobile traffic datasets of signiftcarale were performed by Cal-
abreseet al. [77] in Massachusetts, USA. They find a good agreement bet@eP matrices obtained
from mobile data and county-to-county trips extracted fratdS Census survey. Results do not scale
well when considering the more precise mobility among soibrty areas, although the authors state that
it is not necessarily a problem of mobile traffic data; ratités an issue of the survey itself.

A similar result is obtained by Mat al.[[79], who can recreate a faithful O-D matrix that models the
travel demand around the system interchange of two majdwags in California, USA. The result is
validated by the good match against an inter-city traveleyras well as against flow directions at one
highway ramp computed via automated plate number recognitDther works successfully employed
mobile traffic data to derive country-wide O-D matrices,lsas those of Israel, by Bekhet al. [75], or
Ivory Coast, by Nannét al. [89] and by Mameket al. [86]. In particular, the aggregate mobility model
mixing gravity and radiation approaches proposed by Yetngl. [L11] can be effectively employed to
generate O-D matrices of commuting patterns at very diffeseales, from individual cities to whole
countries.

Itis to be said that, despite the sucess stories above, somks wuestion the capability of deriving
accurate nationwide O-D matrices from mobile traffic onlys &1 example, by using census data as a
reference, Tizzonét al. [66] underline the poor capacity of the mobile traffic to pedy account for
the actual attractiveness of different destinations fonecwters of a given location. A solution to this
issue was recently proposed by Zhaateal. [95], who combine mobile traffic information with public
transport data, i.e., taxi/bus GPS logs and subway traisitsder to derive O-D matrices. The proposed
framework, named mPat, is capable of building dynamic O-DOrices, termed mobility graphs, from
data collected on-the-fly, with an accuracy of 75%.

Multimodality. Multimodal transportation derives from the combined métion of different means of
transport (e.g., private or public, motorized or not, masgdividual). The analysis of mobile traffic
has been employed to identify multimodal aspects of trariapon systems, and namely to quantify
populations using different means of transﬁ)rt

Wang et al. [76] show that mobile traffic can be coupled with travel tinméormation (from the
Google Maps service in their case), so as to successfully ihé type of transportation (car, public mean
or pedestrian) employed by an individual. The percentadesilization of different transport modes
obtained from mining mobile traffic are found to be close tosth recorded in surveys. Calabrege
al. [112] employ their LocHNESSs framework to separate user®arbcars from those moving on foot
with an error in the mode estimation of 3—19%. Dogtal.[122] can correctly identify the transportation
mode, between road and rail, of around 80% of the mobile ukatdraveled between Dublin and Cork,
in Ireland, using a one-week mobile traffic dataset.

Planning of transportation systems. Recent works have targeted the simulation and improvenfent o
city-wide transportation systems from mobile traffic asédy As far as simulation is concerned, Zilske
and Nagel[1233] use mobile traffic data to parameterize tha@ $i road traffic generator in the scenario
of Abidjan, Ivory Coast. They find that it is possible to ditlgénject mobile traffic-based trips into the

610-D matrices are easily obtained by aggregating indivithias over a discretized spa¢e[86]. Since mobile usersmpisesent
a portion of the whole population, a scaling factor is neefded comprehensive representation of mobility. That caadieeved
using reference data on, e.g., population distribufior], [&d traffic counts/ [79], mobile operator customer infation [75], or
surveys|[75]. Recently, Nanet al. [89] also propose filtering the aggregated trips, so as tg imclude important mobility flows
in the O-D matrices. To that end, the importance of the flowben each pair of locatioris andis is measured via Bt measure
computed as>(l1,12)/(P(l1)- P(l2)), whereP is the probability of occurrence of a location (or an ordesequence of locations)
in the mobile traffic dataset. Only flows whose lift measurkigher than a threshold are accounted for.

62pifferent techniques have been devised to tell apart thesprartation mode of users from their mobile traffic. Many of
them leverage diverse measures computed on speed est[ifE8¢$17. 110]. Others rely on comparison against realehvivavel
times [76], or training on sets of trips whose transportatitode is known [122].
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road network without intermediate interpretative stepsl, still obtain plausible results.

Concerning the enhancement of transportation systemBn&erio et al. [78] identify, from mobile
calls, thirty common mobility patter@in the city of Abidjan. Such patterns, mostly mapping to heme
work commuting flows, are used to plan improvements to thetiexj public bus transit network: the
authors show that, by adding 4 new routes, the overall trawvs could be reduced by 10%. Cief
al. [87] use instead mobile traffic to study the potential for slaaring in Madrid, Spain. Their results
indicate that a reduction in the number of cars of up to 67%beaattained when drivers share their cars
and agree to take detours of 600 m at most in their routesllyidaanget al. [95] identify underserviced
routes in Shenzhen, PRC, by comparing the trajectoriesraddrom mobile traffic to public transport
flows. The authors propose a system of new bus lines that clacedravel times of commuters along
such routes of around 25% in typical days.

Commuting patterns. Mobile data has recently emerged as an interesting souticéoofation for the
characterization of the mobility patterns of commutér&urlettiet al. [124] can successfully tell apart
commuters from other user categories, such as residentsarists in Pisa, Italy. Scepanowt al. [82]
ranij regions in Ivory Coast according to their importance in toerdry-wide commuting process,
whereas Liwet al.[[74] find commuting activity sequences to be the dominatigse of mobility in the
same area. Finally, the mobility modeling methodologiesetigped by Yanget al. [111] and Tizzoniet
al. [66] explicitly target the representation of commutingtpats.

5.3 Validation

As discussed above, the analysis of mobile traffic can leddportant insights on human mobility, from
a number of different perspectives. However, the limiteghgitarity of the datasets (see the discussion
about mobile traffic sources in SEC.]2.2) may question thiglisalof the results. Significant effort has
then been put in assessing the reliability of these data asraesfor studies concerning mobility.
Specifically, the focus has been on the dependability of C&3Rhey are by far the most common
type of mobile traffic data employed by the works in $ed. 5.d 8ac[5.R, but, at the same time, they
yield rather inaccurate positioning information. In fa@inoredaet al. [3] speculate that the popularity of
CDR is a consequence of their wide availability and ease lkdainn, which makes them preferred over
more precise mobile traffic sources, such as, e.qg., signaliants, handover or location update records.
Overall, the conclusion of the studies on the reliabilityGidR is that the latter do introduce a certain
bias in the study of mobility. However, this bias can affeéetfinal results at different extents — or even not
affect them at all. As that mainly depends on the type of aislyn the following we separate reliability
evaluations on this aspect.
Geographical distributions of populations. Multiple independent studies have proven that the density
of mobile users’ home locations extracted from CDR provide®gry good approximation of the actual
population distribution. Isaacmagt al. [105] unveil the match between national census data andahe d
sity of mobile users registered at different ZIP-code anedtew York and Los Angeles, USA. Excellent
agreements between the spatial distribution of mobile pHocations at night time and that of the pop-
ulation are also observed by Calabreseal. [77] in eastern Massachusetts, and Bekéioal. [75] over
the whole Israel country. High correlati®ibetween the geographical distributions of CDR-based and

63Mobility is described in terms of paths followed by flows ofews, rather than just origin and destination pairs. Theipeec
paths are identified using the widely adopted Prefixsparrigigo to mine sequential patterns in the sequences of statitms of
all users.

64Different techniques have been adopted to identify comrsiiethe mobile user population. In[124], commuters aresexéd
by clustering together users with similar temporal profitesSelf Organizing Maps, a class of neural network basednsuier-
vised learning. In[[82], commuting patterns are mapped tmdetrips returning to the origin within a same day. [Inl[Akited
locations are classified as home, work, or other, and conrmgiigimapped to home-work-home and home-other-home segmienc

65performed by running the PageRank algorithm on the commgtiaph.

66R2 values of 0.75 and 0.92 are obtained[in|[86] dnd [91], respgt

RR n°



Mobile Traffic Analysis: a Survey 31

census populations have been likewise calculated by Matradi[86] and Csajiet al. [91].

Aggregated mobility flows. Results change when considering whether the aggregatedmami of
large flows can be reliably inferred from CDR. The controyemsncerns both routinary and exceptional
mobility situations.

On the one hand, Schneidetr al. [88] show that regular mobility motifd inferred from CDR map
well to those obtained through reliable population survégsaddition, Bengtssoat al. [107] use CDR
to estimate the distribution of people that left Port-ain€, Haiti, in the months following the 2010
earthquake, and their results match with those of a largegeéctive survey carried out by the United
Nations. Finally, a number of studies, including those bjaBeeseet al. [/ 7], Ma et al.[79], Yanget
al. [111], and Liuet al. [74] demonstrate how mobile traffic can be leveraged to gegadd-D matrices
or commuting patterns that are equivalent to those obtdnoaa census data or population surveys.

On the other hand, other studies found CDR to lead to an aum@sn of large-scale mobility
flows. Suchis the conclusion of Tizzoetial. [66], who identify significant statistical differences een
commuting flows inferred from national census data and tbbserved from mobile phone data in three
European countries, namely Portugal, Spain and FranceoltVeski et al. [106] show that inhabitants
of Kenya that use more often their mobile phones also tendatel farther and more frequently. As
they generate a large number of entries in the CDR datas#t,légh-end users risk to bias the average
level of mobility of the population towards unrealistigahigh values. The authors cross-validate this
result using a survey of 33,000 individuals regarding n®ptone ownership, cellular phone expenses,
income, and a variety of other social and economical pammmefdditionally, they prove that the actual
bias is dependent on the geographical region considerey: ttus propose a methodology based on
mobile phone ownership and usage information, which alloermpensating for the bias and producing
statistics that are representative of the entire populatia given district.

Individual mobility features. When it comes to the analysis of individual mobility, two apgaches
have been adopted in order to assess the reliability of COR dale refer to those as intra-CDR and
CDR-to-ground-truth, respectively.

As far as the intra-CDR approach is concerned, several waks evaluated the quality of the results
provided by voice and texting CDR, using as a benchmark ammiifformation extracted from high-
frequency data traffic CDR. As a matter of fact, as shown byphe@t al. [125], there is a strong positive
correlation among the length and span of mobile user movesgenl their access frequency to the cel-
lular networks; however, above a given activity I&lethe correlation disappears, which implies that
high-frequency mobile traffic data becomes at that poiripég proxy for the actual movement of users.
A confirmation, although with slightly different numbersnges from Trestiart al. [48], who compare
the daily travel distance of users computed from mobilditrafata featuring diverse levels of granular-
ity. They find that trajectories extracted from CDR sampleé\wery hour or at every 20 minutes are
comparable, whereas lower sampling frequencies yieldsasdbmformation.

In this context, Ranjaet al. [84] find that voice and texting CDR are sufficient to infer ionfant
location&d of each mobile user. Similarly, Gonzélet al. [97] prove that mobility flows among the
important locations of a user are well modeled by voice amting CDR. However, data traffic CDR
provide a much more complete view of individual mobility,ceeding important locations. Ranjah
al. [84] find data traffic CDR to allow a better inference of (i)rtegent locations along trajectories, (ii)
radius of gyration, and (iii) geographical spread of atiedJ.

67See Se€. 511 for a definition of motif.

68|n [125], the authors identify fifty events per day, i.e., aermge sampling rate of around 30 minutes, as the accessfrey
threshold needed to fully capture user mobility.

69The notion ofsignificant locationss used in[[84], which maps to the subset of all visited lamaithat account for over 90%
of a user’s activity.

"OThe difference in the activity spread is measured throughJénsen-Shannon divergence, a method to assess theisimilar
between two distributions, popular because it is symmaeinitt bounded in the [0,1] interval. Considering two distiifns Pg
and Pp, the Jensen-Shannon divergence is definefl®® (Ps||Po) = %(D(PSHPM) + D(Po||Par)), wherePyy = (Ps +
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The second approach consists instead in comparing moéititacted from CDR with some ground-
truth information obtained from a different, reliable soeir In the context of generic user mobility, such
reliable source is typically a small subset of individuaastjzipating in the experiment: e.g., Isaacnen
al. [105] employ ground-truth reference provided by five voaertwho periodically logged their position,
and measured a typical error in the order of 0.5-1 mile in tfoations retrieved from voice and texting
CDR. This approach is also very common in transportatiodieguof travel times, where ground-truth
data can be obtained from, e.g., induction loops or GPS grothet is the case of Qiat al. [113],
Bar-Geraet al. [116], and Schlaictet al. [73], who all find good agreement between reference and
mobile traffic-inferred data. Another example is that ofabakseet al.[119], who leverage ground-truth
data from heterogeneous sources to show that CDR procegsédheir LocHNESs framework could
attain individual positioning precision of around 100, 200/00 m, in urban, subsurban and extra-urban
environments, respectively.

Relevantto the last approach is also the work by Zketrad, [95], who compare individual trajectories
inferred from CDR with those extracted from public trandptata, i.e., taxi/bus GPS logs and subway
transits. The authors find that mobile traffic can in fact aeptrips that are more varied in nature than
those depicted by transportation data, both in terms oftlkengnd geographical coverage. Moreover,
CDR can track a larger number of users if collected over timervals of six days or more.

6 Networking analysis

Large-scale mobile traffic data clearly yield enormous ptigé¢ when it comes to understanding and
improving cellular network systems. On the one hand, mdtalfic information is paramountin drawing
a clear picture of how the access network resources are igm@tsoly mobile users. We thus present works
aiming at characterizing traffic dynamics in cellular netig) at both aggregate and per-user levels, in
Sec[6.1l. On the other hand, the characterization of mataiféictis a first step towards the design and
evaluation of solutions concerning not only technologaspects of cellular systems, but also privacy
and marketing ones, as reviewed in $ed. 6.2.

We summarize the works covered in this section in [[ab. 3, aesgmt the main characteristics of the
studied datasets therein. We also highlight the networkingnted research aspects discussed in each
paper, providing the reader with a quick guide through tlieles.

6.1 Mobile demand

The characterization of access network traffic has beereaddd from two diverse perspectives: (i) a
mobile operator viewpoint, where the traffic is considemxairf the network perspective and aggregated
over many users within coverage of a same base station anwittame geographical area; (ii) a mobile
user viewpoint, which focuses on the behavior of individualterms of their cellular network access.
Next, we separately review works taking the two approaches.

6.1.1 Aggregate access network traffic

Studies on mobile traffic from an operated cellular netwoidwpoint aim at understanding the spa-
tiotemporal dynamics of the global user demand. The focasi®nly on the typical variability due to
the routinary mobility and activities of the network custns, but also on anomalous behaviors induced
by particular social events or technological issues.

Temporal dynamics. There is general agreement on the fact that mobile traffidstén follow regular
temporal patterns.

Pp)/2,andD(Ps||Parr) = In(Ps/Par) Ps is the Kullback-Leibler divergence betweély and Py, .
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Analysis | | Dataset | | Focus |
Name [ pate | | operator Area [ Time [ uses [v]T[o|[m]sp[sp[vi[aoJuc[m][or[is[pr[a[E[D[ct[sa]Ps]
Williamson [126] 11/05 - 100 cells 1 week (2004) 10K v v v v
Paul [81] 04/11 - One country 1 week (2007) 100 K v v v v v
Keralapural[127] 09/10 - USA 1 day (2008) 500 K v v
Shafiq[128] 06/11 - One state 1 week (2010) ~M v v v v
Zhang|[129] 08/12 - - 1 week 50 K v 7 v
Mucelli [130] 09/14 - Mexico city, Mexico | 1 week (2013) 28M v v v
Naboulsil[51] 04/14 | | Orange Abidjan, Ivory Coast| 5 months (2012) 18K | v | v v v
Wang [137] 04/13 - 2 cities Months (2007/11) 24M| v | v v
Girardin [132] 06/09 | | AT&T NY, USA 1 year (2007/08) - vilv v | v
Hohwald [133] 06/10 - Metropolis 6 months 50K | v | v v
Cardonal[134] 12/14 - European country | 7 months (2011/12) 40K v v
Shafiq[135] 12/13 - USA 1 week (2010) - v 7 v
° Ratti [13€] 11/06 - Milan 2 weeks (2004) - v | v v
% Willkomm [37] 10/08 - NC, USA 3 weeks - v v v
- g Csaji [91] 06/13 | | Orange Portugal - 100K v v
é < Cerinsek|[13B] 05/13 | [ Orange Ivory Coast 5 months (2012) 5M| v | v v
2 Hoteit [139] 12/12| | Orange Paris 2 days (2012) >1.5M v v v
% Shafiq[140] 03/12 - Metropolis 32 hours (2010) ~ 10K v v
2 Trestian[48] 11/09 Z 5000 kn? 1 week 281K % % v
Trasarti[[141] 05/13 - Paris, France - - v | v v
Zong [147] 05/13 | | Orange Ivory Coast 5 months (2012) 5M | v v v
Xavier [144] 12/12| | Oi Telecom | Rio de Janero, Brazi| 3 days (2011) - v | v v
Gowan|[[56] 05/13 [ | Orange Ivory Coast 5 months 5M| v | v v
Shafiq[145] 06/13 - 2 metropolis Several days (2012) 100K | v v v v
Xavier [14€] 05/13 - 4 cities (Brazil) 4 days (2011/12) - v | v v
Paraskevopoulos[147] 05/13 | [ Orange Ivory Coast 5 months (2012) 5M| v | v v
Pastor-Escuredp [148] 05/13 | [ Orange Ivory Coast 5 months (2012) 5M| v | v v
Elzen[149] 05/13 | | Orange Ivory Coast 5 months (2012) - v | v v v
Bodlaj [150] 05/13 | [ Orange Ivory Coast 5 months (2011/12) | 500 K v | v v
Rodriguez|[151] 05/13 | [ Orange Ivory Coast 5 months (2011/12) | 500 K v | v v
Smith [35] 05/13 | | Orange Ivory Coast 5 months (2011/12) | 500 K v | v v
| Dasgupta[154] 03/08 - - 5 months (2007) 3AIM | v v
B Ben Abdessleni [153]| 03/14 - European country 8 weeks (2011/12) 3M v v
é Candial[53] 07/08 - 230400 kn? - - v v v
2 | [Uinmss) 10/07 - Northern PRC - 600K | v | v
Becker|[156] 06/11 - Morristown, USA 2 months (2009/10) 475K | v | v
Couronnél[15[7] 10/11| | Orange Paris, France 1 day AM | v | v v
Zang [100] 09/07 | | 3G 3 cities 1 month (2006) 2M | v | v | v v
Xu [158] 06/11 - LA, USA 1 week (2010) - v v
Shafiq[161] 06/14 - USA 1 month (2012) 500 K v
2 Balachandrari[160] | 09/14 - Metropolis, USA 1 month (2012) iM v
g Gerber|[162] 03/11 - USA 2 days (2010) ~M v
% Finamore[[16B] 12/13 - European metropoli§ 1 day (2012) > 200K v
2 = Yu [164] 04/13 - Metropolis, PRC 1 month (2011) 65K v
2 Wang [165] 05/09 7 7 6 months 100K | v | v v
E Agarwal [166] 05/13 | | Orange Ivory Coast 5 months (2012) 500K | v | v v
8 Zhu [167] 04/09 - us 2 weeks (2008) 2M v lv v
Zhu [168] 05/13 [ | Orange Ivory Coast 2 weeks (2011) 500K | v | v v
? Wei [169] 08/02 - Southern Taiwan 4 months (2001) 114K | v | v
§ Belo [170] 07/13 - European country | 1 year (2008/09) 10K | v | v
£ | ["szabo T171] 11/06 - - 14 months (2004/05) 55M | v [ v [ v
| Zang [172] 09/11 - 50 states, USA 3 months (2010) 25M | v v
g Montjoye [173] 03/13 - Western country 15 months (2006/07 15M| v | v v
& | [ songlm 07/14 - - 1 week 630K | v v
Acs [175] 08/14 | | Orange Paris, France 1 week (2007) 2M | v | v v

Table 3: Main features of works analyzing mobile traffic dat&ards understanding resource consump-
tions and designing technological solutions. In the anslgslumns, date is in MM/YY format. In the
dataset columns, V is voice, T is texting, D is data. In theifocolumns, TD is traffic temporal dynamics,
SD is traffic spatial dynamics, Sp is special dynamics, VTissi@lization techniques, AD is activity dis-
tributions, UC is users categories, TM is traffic-mobilityrelations, DT is device and traffic types, LS
is localization solutions, PT is network parameter tunifibis architecture improvements, E is energy
efficiency, D is device to device, CT is churning and traffiand, SA is service adoption, PS is privacy
solutions.
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Williamson et al. [126] observe that traffic at 100 base stations presentseditiep daily pattern
over different weekdays, with a characteristic binary peodif low demand at night and high demand
during the day. This first result has been largely confirmedabsr works, over much larger scales.
As an example, Pawt al. [81] confirm that this regularity exists at a nation-widelscaThey study
the distribution of daily traffic over the whole US, and finddtevolve over time in very similar ways
on different weekdays. The same diurnality of aggregateiimdaiaffic is remarked by Keralapuret
al. [127], Shafiget al. [128], Zhanget al. [129], and Mucelliet al. [L30]. The phenomenon is not
affected by seasonality, rather it remains stable oveewdifit months, as shown by Nabowdsial. [51].
Specifically, the latter authors develop a dedicated aiingestrateg and group hourly usage profiles
that yield similar load distributions. This technique irapes the simple visual inspection of time series
or probability distributions employed by previous worksdaallows observing how night and day hours
form the two categories with the most different mobile usagleaviors.

Although the most significant load difference is betweemnénd day, some variability in the mobile
traffic can also be noted among different daytime hours. im¢hse as well, several works agree that
fluctuations tend to follow a common pattern over all weeleddyowever, the precise behavior of such
fluctuations seems to depend on the dataset consideredaiéitinet al. [126] detect several daytime
peaks, the largest of which appearing late in the afternd@mget al.[131] identify two daytime peaks
in data collected in PRC, but just one in data from San FrancidSA; Naboulset al. [51] observe the
most significant diversity to occur between hours fallinghe interval from 8 am to 4 pm and other times
of the day.

Weekends also yield aggregate mobile traffic demands tleadaite unlike those measured during
weekdays. Specifically, Williamsoet al. [126] remark that weekends are characterized by loads that
are remarkably lower than those recorded during weekdayaneusion later supported by the works of
Girardinet al.[132], Zhanget al.[129], Wanget al.[131], Naboulskt al.[51], and Hohwaldet al. [133].
However, the latter authors also underline that weekerid lzat longer on average: it is thus a dramatic
drop in the number of calls that leads to the lower demand osetidays.

Regular, although less intense, variations are also obdevver time scales longer than a week.
Cardoneet al. [134] detect seasonal variations in users’ consumptioasiaty, they find a 20% increase
in monthly data usages towards the end of the year with résp#ite summer period.

In all cases, the temporal regularity of aggregate mokhsifitris especially useful when it comes to
predicting the future network load. Shaétal.[128] show that a simple Markovian model is capable of
accurately anticipating the temporal evolution of the dedhiaased on its past history.

Spatiotemporal dynamics.Temporal dynamics are aggregated over the whole accesemetmd thus
hide the geographical variability of mobile traffic. Whempaeating the demand of individual base stations
or topographical regions, different spatiotemporal pesfi'f mobile traffic emerge.

In a seminal work, Girardiet al.[132] consider the evolution of mobile traffic over diffetemeas of
interest in New York, NJ, USA. They observe that these reg@thibit similar average mobile demands
during working days, but a neat variability during weeken@® a finer daily temporal scale, the same
authors detect heterogeneity in the geographical digtobwf mobile traffic during the evening hours,
while the consumption stays quite similar among differegfions over the rest of the day. The spatial
heterogeneity of the radio access load has been later cexfiognPaukt al.[81], Shafiget al.[135], and
Naboulsiet al. [51], among others.

Building on these observations, several works aim at rigslsocategorizing geographical regions,
according to their mobile usage profiles. In an early worktiRd al. [L36] show that some base stations
in Milan, Italy, are characterized by a high level of actvduring the evening while others present

“IThe authors combine two clustering techniques: the UnweijRair Group Method with Arithmetic Mean algorithm (UP-
GMA) and the K-means algorithm. UPGMA is a hierarchical clustering alfpon that starts from one-item clusters, and then
merges at each iteration the two clusters at minimum distaliemeans is a partitional clustering algorithm that allowsasating
a set of items intd¥ disjoint categories.
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high demands at office hours. Interestingly, geographjidatlating base stations with the two behaviors
above allows the authors to observe a neat movement oftsdtivin the suburbs towards the city center
between 9 am and 1 pm. A more comprehensive approach is tak@villkomm et al. [137], who
grou@ base stations in NC, USA, based on the time series of theillenohffic load, and find three
representative temporal patterns at base station levesettvith permanent low traffic, those with low
traffic during weekday nights only, and those with low traffiering weekdays nights as well as during
weekends. Three classes of base stations are also idebgifleshjiet al.[91], using weekly time series;
the authors map such categories to base stations in homle awdotherlocations. Finally, Cerinse&t

al. [138] findd five classes of base stations with similar daily and weeMffitrprofiles. The authors also
show that three of the base station clusters present gdtgahporrelation, as they are located in close
proximity.

The geographical heterogeneity of mobile traffic becomes enore evident when separating the
load on a per-application basis. Hoteital. [13S] notice that TCP- and UDP-based services increase the
diversity among base stations in Paris. Shafial.[140] observe that usage of popular applications is
not spatially uniform, but stongly depends on location. &éhors groda base stations according to
the type of application traffic they receive: this leads te ittentification of four classes of base stations
that mainly manage web browsing, email, audio and mixeficraéspectively. In addition, base stations
showing similar usage are often located nearby, which allasgociating different applications to specific
geographical regions. These results are aligned with thpJeestianret al.[48], who show that services
are consumed differently at home and work locations.

An original twist to the analysis of spatiotemporal dynasrmoé mobile traffic is proposed by Trasarti
et al.[141], who investigate correlations between the mobild lolaserved in different geographical areas
at successive time instants. By applying this approach ta flam Paris, France, they detect that, e.g.,
an increase in activity at the local international airpsffiallowed with high probability by an augmented
mobile demand at a major train station of the city. A quit i approach is also adopted by Zagtg
al. [142], who build a graph describing cell-to-cell inter@%ﬁuand study its dynamics over several
months. The authors show that traditional network growtllel® such as the preferential attachment
modell§ do not apply to cell-to-cell mobile traffic graphs, and prep@ better-fitting generative model,
named latent node radills

Also relevant to this section are studies that show how tlatiGgpemporal dynamics of the mobile
demand are affected by land-use. We refer the reader too8&EB for a detailed discussion of such
analyses.

Special dynamics.Special events of, e.g., natural, social, political, ecoiwal or technical origin, can
affect human activity routines, which influence in turn gkl network usage. The networking literature
is mainly concerned with the investigation of how speciaras impact cellular network usage. For the
dual analysis of how mobile traffic can be leveraged to infeia events, we refer the reader to $ed 4.2,
special eventtag.

72The authors apply th& -means algorithm with< = 10.

73 The authors adopt a clustering strategy over vectors thatsent the mobile call activity at each base station. Tirejposed
methodology first reduces the set of samples to analyze asgeneralization of thél-means method, naméeaders method
Then, it runs Ward’s hierarchical clustering algorithm tweil relations among the selected samples.

74The authors use th& -means algorithm, whetk is chosen according to a gap statistic that relies on comgéi intra-cluster
distance for the studied data to the one resulting from aeeée null distribution.

"5Graph vertices map to cells, and unweighted edges connlistaraong which the mobile traffic volume is larger than a
minimum threshold.

"6The preferential attachment model is known to describe, thg growth of the World Wide Web graph [143]. The model
commends that the likelihood of connecting new verticesxtstiag ones is directly proportional to the degree of thteta The
resulting graph yields a power-law degree distribution.

“TIn the latent node radius model, a new verigg assigned a latent radiugi), and the probability that connects with an
existing vertexj of degreed(j) is P(i, j) = a[r(j) — di;] — b - d(j), whered,; is the spatial distance between verti¢esdj,
anda andb are model parameters.
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A wide range of large-scale social events are found to indotably higher mobile demands. Signifi-
cant examples are provided by Girareiral.[132] during the New York waterfall exhibition, Thanksgiv-
ing, Christmas, New Year's Eve, Easter, and July 4th, anddagitet al. [L39] during and after the final
match of the European soccer cup, in 2012. At times, howspecial events can result in a localized
decrease of the mobile activity, as observed by Xaie. [144] in the area around the soccer stadium in
Rio de Janeiro during a match. Similarly, Gowetral.[56] detect peaks in the call duration before soccer
games in Ivory Coast, followed by an important drop as gartes. sShafiget al. [145] illustrate how
crowded sports and conference events can increase thesaroddoad and result in significant voice
and data performance degradation, including two ordersagfntude more probable connection failures.
Clearly, the nature of the event determines whether, whetérawhich way mobile traffic is varied, and
different events can result in opposite dynamics. Seveeamimgful examples are provided by Xavegr
al. [146].

Paraskevopoulost al. [147] delve deeper in the analysis of the localization ofaffects of special
events, by proposing a strategy to cluSidrase stations based on their traffic profiles during special
events. The authors find that base station load can be affactentithetical ways by a same event,
depending on the base station geographical location wéldity. The same spatial heterogeneity holds
nationwide, as proven in different contexts by severalistjds follows. Gowaat al. [56] clustefd base
stations using their call duration profile before, durind after soccer matches: the authors find matches
to affect the mobile traffic in the outskirts of large citiesich more evidently than in all other areas of
Ivory Coast. Pastor-Escureébal. [148] discover that natural hazards such as wildfires leadgmwth
of morning calls on the aftermath of the event in rural areassmall cities of Ivory Coast; mobile traffic
is instead reduced in large urban areas of the country dthisngame period. Elzest al.[149] show that
confrontations between political and ethnical factiondéweloping countries can lead to an increase or
decrease in the mobile traffic activity, depending on thation respective to the region where clashes
occur.

Visualization techniques.Finally, relevant to this section are also several workstidvget the effective
and scalable visualization of aggregate access netwdfictraheir goal is enabling the rapid identifica-
tion of the important properties of mobile traffic by flexiblisual inspection. Bodlagt al.[150] employ
colored lines, dispersed lines and star rays to portray timeber of calls and the call duration between
base stations deployed within a given geographical regitrey show how different levels of informa-
tion are captured by the diverse representations. The pppaita-Driven Documents (D3) visualization
language is employed by Rodriguetzal. [151] and Smittet al. [152] to create and control dynamic and
interactive geographical graphics of individual baseiatastatistics, call volumes, user movement, or
lack thereof. Finally, Elzeet al.[149] adopt a layered visual analytics approach, whicHitatés the
investigation of the properties of massive mobile traffitadats by allowing interactive analysis, zooming
and filtering of the data. The authors show that visual aiwalys effective in identifying major trends as
well as special events in the dataset.

6.1.2 Individual access network traffic

Characterizing mobile traffic on a per-user basis primaailys at understanding how individual cus-
tomers consume mobile services. Studies on the subjegtzmille heterogeneity in the demand gener-
ated by single users, its variability over time and spacd,taw it is affected by mobility and consumed
services.

78The authors group base stations using the UPGMA (see f&fdtalgorithm on vectors describing traffic at each basmsta
at key time instants.

79The authors employ Ward’s minimum variance linkage. Theritlgm starts from the set of individual base stations, and
merges at each iteration the pair of clusters that yieldsriimémum joint intra-cluster variance.
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Activity distributions. The behavior of mobile users is defined in the first place bynwdred where they
access the cellular network. In a seminal work, Williamebal.[126] study the calling behavior of 4,156
mobile users and find that they use the cellular network inrp reterogeneous way. The distribution of
per-user activity follows a power 1&4; which implies that a vast majority of users performs a fellsca
per week, yet there exists a non-negligible amount of hicivity customers generating hundreds of calls
per week. The imbalance among users in terms of mobile abesdseen later confirmed by Dasgueta

al. [154] at a much larger scale, considering 3 million userse Jdme authors also show that the skewness
does not affect calls only, but mobile data traffic as wellisTihtter observation is corroborated by Paul
et al.[81] at an even larger, nationwide scale, by showing that4gigd users can generate 100,000 times
the median data traffic of all customers. The result is th& b®the users consume 60% of the access
network bandwidth. Shafigt al.[128] provide further confirmation, as they remark that nebiaffic is
dominated by a small fraction of users, 5% of which being oasible for 90% of the total demand. Even
when focusing on specific types of traffic, mobile customars loe quite heterogeneous in their access:
e.g., Ben Abdesslermt al. [153] show that 20% of the users are responsible for 78% offatad number

of YouTube requests from mobile devices.

Coherently with the heterogeneous load they induce, usssstend to have very diverse temporal
patterns in accessing the cellular network. Caradial. [53] show that the inter-call time also follows
a truncated power-law distributi8h However, the result may vary across datasets, as Willkahm
al. [137], observe that call inter-arrivals follow instead ampenential distribution. Mobile users appear
less diverse when it comes to call durations: Willkoretral. [137], and Dasguptat al. [154] observe a
clear tendency of calls to be short, with a peak at around Lir@inAlso when considering mobile data
traffic usage, subscribers do not show very different agtaiirations: Mucelliet al.[130] find that 80%
of users in Mexico City are active for at most 4 hours per dayeness than 5% consume services for
more than 10 hours per day.

Mobile user categories.An interesting problem is that of distinguishing categsii¢ mobile users, so
as to make a limited number of typical user profiles emergest€ting strategies are typically applied to
address this challenge.

Lin et al. [155] proved the feasibility of the approach by separﬁmlge calling behavior of 600,000
mobile customers in PRC. A number of per-user features isidered to that end, including the duration
of different types of calls, the duration of idle periodsdahe volume of data traffic generated. The
authors identify three classes of users with especiallyr@sting features that tell them apart from the
average customer conduct: (i) frequent long-distanceisl(ii) frequent local callers, who also make
large use of texting, and (iii) users who seldom access thelaenetwork. Beckeeet al. [156] adopt
a similar approaé on a simpler description of each user’s behavior, reptesdny the calling and
texting load generated on an hourly basis over a week. Thegéwen typical user profiles, two of which
are especially interesting, as they can be mapped to comsnutth a high level of mobility, and to
students, respectively. Cerinsekal. [138] grouff3 users according to their daily and weekly activities,
and detect two major behaviors that map to morning and lagrieg users. Recently, Mucedit al.[130]
have separat user profiles according to their total data volume and nurobsessions over a period
of 2 weeks. Their strategy leads to the identification of siastriber classes.

A more complex co-clustering solution is devised by Kerafat al.[127], with a specific focus on
grouping mobile users based on their web browsing activitye authors build a dedicated framework,

80Denoting as: the call frequency, theR(c) ~ ¢~7, wherey is inversely proportional to the tail weight and thus to thesence
of users performing a very high number of calls in the datdsdl26], v = 1.021, which implies a very heavy-tailed distribution.

81Denoting ag the inter-call time, thetP(t) ~ t—7e~t/*, wherek is the inter-call time at which the exponential cutoff osgur
i.e., it becomes very unlikely to find users whose calls apassted by such long intervals. [n]53],= 0.9, implying again a very
heavy tail. Insteadk is around 48 days, i.e., calls by a same users occurring a than 2 months of distance are rare.

82The authors employ & -means algorithm, witti=15.

83The authors employ & -means algorithm, with=7.

84The authors combine the UPGMA (see footiafk 71) andifhmeans algorithm, similarly t6[51].
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named Phantdff, and run it on a one-day 500,000-user dataset. They find tistitg¢n clusters can
capture all possible browsing behaviors of mobile userd,that such profiles are scarcely affected by
time. Interestingly, the heterogeneity in mobile accessaaly observed in terms of traffic demand also
exists for the browsing activity: many users have a limitetda$ browsing interest, but a non-negligible
number of users is present, who have very diverse browstaggists.

Traffic-mobility correlations. Several works have investigated how the mobility of a ustctéd the
mobile traffic he/she generates. An early study by Williamsbal. [126] observes no significant cor-
relation between the level of network activity of a user amel humber of cells he visits. However, the
conclusion is based on a small dataset of 4,156 users. Moeatr&orks based on larger populations
proved the opposite. As an example, Couroenél. [157] show that a strong correlation exists between
the number of locations visited by a user and the humber ofhmonication events he generates. Sim-
ilarly, Paulet al.[81] observe that the median traffic of high-mobility userdwice that of subscribers
with a low mobility level.

Trestianet al. [48] provide a more in-depth analysis, by considering thpaot of mobility not only
on the aggregate traffic but also on the actual applicationsumed by customers. To that end, they
compute correlations among the mobility of a user during difeaata transfer session and the kind of
service accessed on that session. Significant differemaesge. Streaming music is mostly listened by
users while stationary and it rapidly disappears as useilitydhcreases. On the contrary, email shows
a strong positive correlation with mobility, i.e., it is @&ssed more and more frequently as subscribers
become increasingly mobile. Other applications, such agbkoetworking, show instead maximum
access probability in presence of moderate mobility.

Finally, an interesting observation is made by Caretial. [53], who indicate the fraction of users
who call and travel at the same time remains stable over timyithstanding the large spatiotemporal
variations of the aggregate network activity discussedea 8. 1.1.

Device and traffic types. Traffic consumption also depends on the types of device usaddess the
cellular network, and on the kind of applications such deviun. Indeed, different families of mobile
(smart)phones have heterogeneous computational andstcapabilities; moreover, they only represent
a portion of the devices accessing the mobile network, wiichiso used by, e.g., femtocell routers,
vehicles uploading so-called floating car data, or metadigces that represent the first instances of the
emerging machine-to-machine (M2M) networking paradigrea@y, all these devices tend to generate
diverse types of traffic.

Shafiget al. [128] propose a first analysis of the load induced by diffetgpes of mobile devices.
They consider two families of smartphones and a class ofegisanodems providing cellular connectivity
to laptops and netbooks, finding that devices belonging th etass tend to generate very dissimilar
traffic. Morever, diversity emerges even among devices ahaesclass, favored by varied user behaviors.

In a subsequent work, Shafe al. [L35] compare the traffic generated by smartphones and M2M
devices. They observe that M2M devices induce a lower agdeatemand, which is however strongly
biased towards the uplink direction, unlike that of smaoipés. Moreover, the authors point out how
M2M devices are not all the same, as different temporal dycsemerge in the traffic generated by
diverse types of devices. In order to shed light on the hgtreity of M2M device traffic, a time series
clustering strated is proposed, which results into two major classes of M2MfizafThe first class
shows a diurnal behavior that maps to the working and norkiwgrhours, whereas the second class

85phantom adopts original operations to make co-clusteriagpble to very large datasets comprising hundreds of #miss
users and URLs. Specifically, it first groups browsed URLs ivebsite categories based on their subject. It then runs a co
clustering algorithm, based on the recursive, divisivadiighical partitioning of data and automatic identificatiof stopping
conditions. Once co-clusters have been found, websitgaags are expanded back to browsed URLSs, and the same sterahg
algorithm is run within each co-cluster output by the pregistep, so as to obtain the final co-clusters of users andsbbWRLS.

86The authors apply Daubechies-1 wavelet transforms to dpesentraffic time serie into sines and cosines, adoptingn@uif
and Wickerhauser's method to detect the optimal decompndiével. After that, they cluster the decomposed timeesevia
Ward’s method, withi2-norm distance metric and Davies-Bouldin index to deteentire optimal number of clusters.
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reflects a flat consumption shape over the whole day.

Also relevant to the mobile traffic type is the nature of thelegations that generate it. Zharag
al. [129] analyze mobile data traffic and find that applicatiore/ing similar services can in fact yield
quite heterogeneous packet inter-arrivals. They thustiky@hsub-categories of social, news, and video
applications that show comparable packet, flow and sessiated metrics.

6.2 Technologies

The information extracted from mobile traffic has been laged to devise and evaluate technological
solutions that relate to cellular systems. We separatesitbdt employ findings from mobile traffic anal-
ysis to propose novel approaches to (i) networking algoritfprotocols, and architectures, (ii) marketing
strategies, and (iii) mobile user privacy.

6.2.1 Networking solutions

Original solutions that target the improvement of the dalHuetwork operation represent a natural out-
come of mobile traffic analysis. As a result, various aspetthat subject have been studied in the
literature.

User localization. Accurate identification of the location of mobile users with cellular network is a
first important task that can be improved by inference ofrimfation from mobile traffic. The result can
enable more efficient monitoring and management of the nadiources, as demonstrated by Zang and
Bolot [100]. The authors first profile individual user moventeeand retrieve their popular locations from
mobile traffic. Such information is then used to restrainipggtypically performed over large location
areas that include hundreds of cells, to frequently visitelts only. The authors show that paging cost
can be reduced by 90% in different urban scenarios, at thHe€asl0% increase in the paging delay due
to misses.

A more accurate localization strategy, named AcculLoc, appsed by Xuet al. [158]. Acculoc
compensates for the traditional limitations of user tragkirom mobile traffic data collected at the cellular
network core. Once trained with ground truth informatiotriexed, e.g., from fine-grained signalling
events collected at the access portion of the network (se&geAcculoc allows to locate mobile users
within four cell sectors with an accuracy of 70%, by just eoyjrhg standard call detail records. The
precise positioning of mobile users paves the road to tharoigs characterization of access network
usages.

Network parameter tuning. A proper characterization of mobile traffic can unveil pexik that may be
mitigated by dynamically tuning controllable settingsha iccess network. Shaégal. [145] study how
the cellular network becomes locally overloaded duringeeggly crowded events, and find that legacy
mobile device state transitidfislead to inefficient radio resource utilization. They showhgimply
tuning state transition timin@ can completely avoid performance degradation in presehepezial
events.

Balachandraret al. [160] employ fine-grained mobile traffic data on web browsimgsior@ and

87The authors cluster applications using thiemeans algorithm and apply Principal Component Analysisriderstand the
impact of each metric.

88User equipments typically cycle through three states: IDIL&E, inactive; FACH, where a link is established over pitsis
radio channels that are shared among multiple terminal$i,@ere a link is established over a dedicated radio chamviebile
operators implement proprietary state machines for tiiansi with fixed timeouts for state demotions, some of whiakehbeen
reverse-engineered [159].

89The authors study the impact of a single parameter, i.e.DtE-to-FACH demotion timeout, and demonstrate that sljght
decreasing its value by 1-2 seconds during event days isisulffito reduce access delays and energy consumption.

9ONamely, HTTP records.
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radio-level signalizati(ﬁ to understand how technical network factors (includingduvers, failures,
power levels, throughput, competing users) impact molstr browsing experience (measured in terms
of incomplete downloads, abandoned sessions, and sessigth). They show that a limited set of
parameters fully characterizes — and can be used to arté®dpathe Quality of Experience (QOE) of
subscribers. Notably, such a set does not include factatsatie often considered important by network
operators, which are instead enabled to monitor QoE metricsigh radio network information only.

A very similar approach is adopted by Shadigal. [161], who focus on video streaming to mobile
users rather than web browsing. By using equivalent motalfi¢ dat&3 they assess how a vast range
of technical network parameters affect video abandonmeheir results provide guidance to network
operators on how to improve user QoE when it comes to videasting — for example, a 1-dB higher
signal-to-interference ratio reduces the video abandomprebability by 2%. Then, the authors propose
a model that relates scalable network stati&fits video abandonment. The model can be leveraged to
predict complete download of a video by a mobile user with &3uracy by observing only the initial
10 seconds of a session.

Network architecture improvements. Gerberet al. [162] go beyond parameter tuning, and analyze
detailed mobile traffic data with the goal of exploring the advantage brought by significaodifications

to the cellular network operations. In particular, theydson content caching at different levels of the
cellular network architecture. They find that cache hitastbetween 27% and 33% can be achieved
when content is stored within the cellular network E8r&inamoreet al. [163] focus on content caching
as well, but they consider a “push” strategy, according tictvithe content in the cellular network is
pre-staged to the mobile device cache before it is demardedauthors evaluate three different caching
strategies that leverage content popularity, volume, ai, mespectively. They observe that the content
popularity-based strategy can lead to a reduction of up % @bthe downlink traffic for a smartphone
cache size of 100 MB, in case any popular content can be cached

Energy efficiency. Considering the energy aspect, ¥tal. [164] analyze mobile traffic with the aim
of evaluating the energy consumption due to the establishared release of a radio link between user
equipments and base stations. The analysis confirms thgmifichnt amount of power is wasted during
inactivity times when the interface of a user equipmentaivés between different stdf8sThe authors
investigate the temporal correlati@®f mobile traffic workloads and propose a prediction model fo
future data transmissions, which allows cutting down uessary waiting times. Their proposed scheme
saves 56% of energy on average.

Device-to-device communication.The analysis of mobile traffic allows to explore originalwetking
paradigms that go beyond the traditional user equipmebgte station communication. Particular atten-
tion has been paid to device-to-device (D2D) communicatigrconsidering that users who are nearby
can exchange data without resorting to the cellular infeastire, but via technologies such as Bluetooth,
or, more recently, Wi-Fi Direct and LTE Direct.

In a seminal work, Wangt al. [165] investigate how a combination of near-distance D2Bicwni-
cation and long-distance texting would affect the spreasetffpropagating malware among the mobile

9INamely, Radio Resource Control (RRC) measurement reports.

92| inear regression and decision trees models prove to bdesiyepefficient techniques to predict web browsing QoE frarft s
and inter-radio access handovers, energy per chip of theghinnel, received signal strength indicator, and nurabesers.

93Namely, HTTP records from which URL, host and requestedertrinformation can be extracted, and RRC measurement
reports.

94The model leverages pruned decision and regression treeseionine whether a user will complete a streaming videsiGes
It is based on radio network statistics and informationem#td from TCP/IP headers: as such, it does not require daeep
inspection of, e.g., HTTP headers, which would imply mucbéa data collection and significantly reduce scalability.

95Namely, HTTP records.

96The maximum hit ratio of 33% is obtained by assuming infiniehing at the GGSN level. A 27% cache hit ratio is obtained
when balancing positive effects of caching with its costthiat case, caching is found to be best implemented at SGSNs.

97The temporal correlation is calculated from the the entmigpdividual time series of packet arrivals.
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terminal population. By assuming a Susceptible-lnfecﬁ)ﬂrﬁodd@, the authors remark that D2D com-
munication allows the malware to reach all susceptibleasyibut at low speed. The spread via texting
is much faster, but limited by the presence of communitigeémobile call gra;ﬂ, and by the market
share of different operating systems. Agareidl.[166] adopt a similar approach to assess the effective-
ness of D2D communication in disseminating informationattan-wide scales without resorting to the
cellular infrastructure. The authors show that one singléa® can propagate the information of 90% of
a 5,000-user population spread over the whole Ivory Codsie¥al.[167] focus on viruses reproducing
via texting only, and leverage the structure of the mobilegraph in order to restrain their spread among
subscribers. Specifically, they identify graph partit@,sand inject security patches to selected users
that link the different partitions.

The efficacy of D2D communication can be also leveraged toaxdfithe access network from part
of its load. Zhuet al. [168] explore several opportunistic routing methods td #rad, evaluating their
performance on mobile traffic data. They conclude that athogs perform well in densely populated
and geographically constrained areas, where D2D comniigricean be a promising solution for the
delivery of delay-tolerant contents to mobile users. Sheifigl. [145] focus on radio access rather than
traffic load. They consider that multiple devices can leger®2D communication to share a single
connection to the cellular network. During especially cded events, this approach can reduce failed
connections up to 95%.

6.2.2 Marketing solutions

Mobile traffic data constitute a valuable source of inforimratto devise marketing strategies. Their
analysis allows an operator to understand the behaviorstbmers, their calling patterns and habits, and
thus to formulate adequate and targeted offers.
Churning and traffic plans. Mobile users tend to change their operator over time, wteetd$ to so-
called churning. Collecting mobile traffic data over longéi periods can help understand and predict
the churning phenomenon. In a seminal work, \&eal. [L6S] propose to predict future churners by
studying the volume and frequency of calls by each t8eiThe performance evaluation over a dataset
of 114,000 customers indicates results in a correct priedicf 70% of the churners, with a 20% false
positive ratio. Dasguptat al.[154] also focus on the prediction of churners by considgtive impact
of the social relationships among customers on the chutméhgvior. Given a set of initial churners, the
authors employ a diffusion moé over the mobile call grafifl to successfully predict 60% of future
churners.

In order to attract churners, Lt al. [L155] group 600,000 customers into different categories et
ing to their calling and texting behaviors. The authors ttadior new traffic plans adapted to each group,
which is claimed to positively affect new customer subgais to the considered operator. An oppo-
site perspective is adopted by Cardatal. [L34], who aim at avoiding churning. More precisely, the
authors investigate the cost savings that customers cohle\ae, combining different data traffic pricing
plans and consumption schemes. They observe that coltaegpaicing plans can be very beneficial for

98The SI model defines the infection rapidity @/dt = 3S - I/N whereg is the effective infection rateS the number of
susceptible terminald, is the number of infected terminals andis the size of the terminal population.

99See Se€ 1.

1000 graph partitioning strategies are considered. Balhgeaph partitioning aims at forming even partitions in temfinode
degree. Clustered graph partitioning separates the gnapipartitions with minimum cut weight.

101The authors employ a multi-classifier class-combiner tiephe) especially designed to cope with the fact that thegueage
of churners in a dataset is typically low. The proposed gwiustarts by generating from the mobile traffic trainingaeumber of
training subsets, each characterized by a known distoibwif churners and non-churners. Then, a classification higenerated
for each subset with a base classifier. Finally a meta-@lassombines the predictions made by each individual bassifier.

102The model is based on Spreading Activation (SPA) technigp@died in cognitive psychology. It allows to predict pdteh
churners by exploring their social connections with cur@urners.
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customers, and savings of up to 45% can be attained with gotauns, i.e. plans that allow users in a
pre-defined group to share a certain amount of allowed cgpa€ven higher savings, reaching up to
70% of the baseline cost, are granted by open sharing plansplans providing each customer with an
individual traffic volume, and allowing him to sell his exsesinused capacity. User-driven collective
consumption schemes through tethering are also shown pepyacomplement such strategies, inducing
additional gains, especially in dense urban areas.

Service adoption. Belo and Ferreirg [170] study the impact of the mobile caéipgfd on the diffusion

of telecommunication-related products among customdrsy Tdentify different adoption incentives for
several types of products. They also observe that sociakinfle among mobile users can have a positive
or a negative effect on the diffusion of the product, depegadin the characteristics of the latter. A similar
perspective is taken by Szabo and Barahasil[171], who eealha impact of the social relationships on
the adoption of services. The authors observe a stronglatiore between social networking services
adopted by a mobile subscriber and those utilized by histbatacts. The correlation is instead not
present in the case of technical-oriented services for, lergwsing or emailing.

On a related point, mobile traffic can be also analyzed so amtierstand the details behind the
current level of adoption of a given service. As an examplafig et al. [L61] investigate the market
of video players for mobile devices, by mining a fine-grais®®,000-user dataset. The authors point
out that usage distributions among different video plaigelisnited, as 80% of the relevant traffic load is
generated by the five top players only. Ben Abdessital. [153] focus on one specific video streaming
service, i.e., YouTube, and unveil interesting featureshef mobile traffic it generates. Namely, the
authors find a significant tendency to replay, with 37% of thersirequesting at least 10 different streams
over a month who replayed more than 20% of their videos. Alsey find video popularity to follow a
Zipf's distributiot®3, and propose a classification of the different processebtirag videos to become
viral.

6.2.3 Privacy solutions

As discussed in Sdc. 2.3, mobile traffic data contains skEngiformation on individual subscribers,
whose privacy needs to be properly protected. Unfortupgtet common practice of replacing mobile
users’ identifiers with so callegseudo-identifierss not sufficient to that end.

The unfitness of the de-facto standard approach to mobifictdata anonymization has been the
focus of several works. Zang and Boldt [172] compare the mogular locations visited by mobile
users in order to break the anonymity granted by randomiiienst®]. When applying their approach
to data collected at typical spatial (i.e., cell or sectar)l &emporal (i.e., at each event generated by a
user) granularity, the authors find that considering onfy ¢ingle top location of each user does not
pose privacy issues. However, if the two most frequentlitedslocations (presumably, home and work
locations, see Sdc.%.1) are considered, 10% to 50% of the aigeuniquely identifiable. This percentage
grows to more than 50% when looking at the three top locations

The authors also study how reducing the spatial granulafitiie original data, by aggregating mo-
bile traffic over geographical ares of different size, imm@® anonymity. They find that only city-wide
aggregation results in a reliable anonymization. Tempaoahain approaches, implemented by period-
ically changing the random identifiers, are instead foundrtsure privacy if the updating procedure is
repeated at most every 24 hours, i.e., a same user cannackedrover two subsequent days.

103Gijven the rank of a video, its level of popularity is described BY(1) = [—#, with 8 = 1.07.

104The authors introduce the conceptieanonymity. They extract the tay locations of each user, and group all users sharing the
same set of locations. Then, the mobile traffic dataset isteairantk-anonymity if each user group contains at Idastdividuals,
who thus share the same preferred locations. This makes édstinguishable from at least othkfl subscribers in the dataset.
If k=1 for someN, anonymity is breached for thaf, as the user can be unequivocally identified within the @atagjust looking
at his/herN preferred locations.
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The low level of anonymity granted by random identifiers, #me relevance of choosing adequate
spatial and temporal resolutions for the preservation difeaser privacy are confirmed by de Montjoye
et al. [173]. Their analysis does not assume knowledge of popolzations, but only of randomly
sampled pairs of user position and ti#e The authors show that two randomly chosen spatiotemporal
points are enough to uniquely characterize 50% of the usershalf of the time there exists only one
user in the dataset who visits those two locations at thosditmes. Increasing the knowledge to four
randomly chosen points allows to uniquely characterizeentioan 95% of the users. These results refer
to fine-grained mobile traffic data, where the user positioidéntified at cell or sector level every hour.
The authors thus explore the impact of a reduced spatioteahgmanularity, but find that even coarse
resolutions may provide little anonynfif}.

An attempt at finding a solution is made by Saial. [174]. First, the authors confirm the previous
obervations on the uniqueness of pseudo-anonymizedtpsaes more than 60% of users their dataset
is uniquely traced with only 2 random points, and the pe@gatgrows to 95% also with a set of 4
random points. Then, to preserve user privacy, they pearadig change each user’s pseudo-identifier.
An updating interval of 6 hours reduces the trajectory uaiggss to 40% in the case of two randomly
selected points, however the benefit is less important faglael number of points.

Finally, Acset al.[175] focus instead on preserving user anonymity in the ifipease where sub-
scriber trajectories are aggregated into spatiotempe@rgity information. Their main concern is that,
even under such aggregation, areas visited by a low numbesat may reveal individual mobility
patterns. To handle that, they introduce a data-driveedifftially private scherfi® that combines sam-
pling, clustering and filtering processes of per-cell infiation to generate aggregate density information
for areas grouping several cells. Their strategy is showprdwide high privacy guarantees: removing
any single user does not lead to any sensible variation imtiteome of the analysis, which basically
means that all subscribers are well hidden in the datasahe®same time, the solution also preserves a
good data utility level.

7 Outlook

The results presented in the previous sections are many ainetly and span across a wide range of
subjects and disciplines. However, as anticipated at thaibing of this manuscript, analyses of mobile
traffic have become a popular tool only during the last fewyeand a large number of questions remain
open. In that perspective, our comprehensive overview®fitarature puts us in a unique position to
comment on the open problems and future research diredtiomesearch in the field of mobile traffic
analysis. Below, we propose a discussion of such issuesnigd along the lines of our literature
classification.

7.1 Social analysis

In Sec[4.]l, we saw that the studies on the structure of mab#de communications have unveiled most
of the major properties of social interactions occurring miobile devices. As a result, we have today
a rather clear understanding of the shape of mobile calllgrafor which some models have also been

105Gjven a set ofp random spatio-temporal points, namgg the authors compute the numbgf7,,) of individual movement
traces that include the set of poirts. An individual is considered uniquely identifiable|§(1,,)|=1, i.e., he is the only one whose
movement trace includes,.

108A measuree of the uniqueness, i.e., indentifiability, of mobile usessalculated as the percentage of uniquely identifiable
users giverp spatio-temporal points. The authors show that (vh)?, whereg ~ —p/100, v represents the spatial aggregation
in terms of number of cells merged together, anis the level of temporal aggregation in terms of hours metggéther. The
relationship suggests that privacy is increasingly hardttain by lowering the resolution of a dataset. Moreoveenes slight
increment in the number of spatiotemporal poipt®akes users much more identifiable.

107see footnotEH9 for a definition of differential privacy.
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proposed. However, these properties are typically infefrem static graphs that lose all temporal di-
mensions. A most promising, although challenging, resednection is then the investigation of the

dynamics and evolution of mobile call graphs at multipledistales. Also, cross-correlating mobile call
graph representations with other databases (describigguser demographics, subscriber mobility, or
mobile traffic plan information) can pave the way to the pradtexploitation of the knowledge on user

interactions.

Cross-correlation is the key to progress also in mobilditrahalyses that target other social topics,
such as those presented in $ed. 4.2,[Sekc. 4.3, dr Skec. 4atlyleat implies the availability of external
relevant databases that can be correlated to mobile traffis;open data initiatives that are becoming
increasingly popular will be paramount in this directionls@, much longer datasets of mobile traffic,
spanning over several years (not necessarily in a contswway) would benefit social studies, allowing
the investigation of phenomena occurring at large timeesgaluch as urbanization, landscape evolutions,
or new technology and service adoption.

7.2 Mobility

When it comes to mobility studies, there is general agre¢mea number of laws that drive movement
patterns in large populations over wide areas, as discussgec[5.111. This, together with the recog-
nized high regularity and predictability of human traje@s, has allowed defining models that describe
routinary user mobility in SeC.5.1.2. However, we also saat & number of factors can affect the cus-
tomary mobility of users, and small attention has been gardddels that can capture such phenomena.

Concerning more fine-grained mobility analyses, such as-mtban movement studies or the re-
search in transportation presented in §egd. 5.2, the mastiquestays that of the dependability of mobile
traffic as an information source for movement patterns. Tieeakure in Se¢. 513 is discordant on the
answer, and there is a non-negligible risk that mobile traffay bias microscopic mobility analyses.

On the positive side, there are clear indications that nedbdffic datasets featuring higher precision
and sampling frequency tend to reduce or eliminate that [didg,125]. And, there are clear trends
towards: (i) high-end mobile services that generate cantis traffic; (ii) monitoring probes that are
shifted to the network edge, and collect positioning infation that is both more precise and complete
(see Se.212). Therefore, it is very probable that molalficrdata will become extremely reliable in the
future, even for, e.g., detailed individual trajectory mmn Yet, studies carried out on today’s standard
mobile traffic datasets shall not exclude the possibilitpiafses, especially in presence of microscopic
mobility analyses.

7.3 Network

Network studies in Set. 8.1 have unveiled clear, regulaiaeanporal dynamics in mobile traffic, and
significant heterogeneity across mobile users in termsefldmand they generate. Most works in the
literature have explored the temporal and spatial dimerssiand a few have focused on the type of ser-
vices consumed by mobile users. What is still missing in fbipe are techniques for the comprehensive
characterization of mobile traffic, which can capture angetithe three dimensions of space, time, and
service usage. Such a holistic approach shall answer opestigus on the correlation among, e.g., land
use, mobility, daily schedule and the nature of applicatiaccessed by subscribers.

On the exploitation side, mobile traffic analysis has alydad to a number of interesting proposals
for novel networking approaches and solutions, outline8eo[6.2. However, many subjects have been
just scratched on the surface, and there is wide space fooirement in both clean-slate and incremental
design of mobile network architectures and protocols. hi@aar, we draw the attention to the need of
models of the mobile demand that can (i) process mobile ¢rdfita on-the-fly, i.e., as soon as it is
collected within the network, and (ii) predict short- (esginute to hours) and medium-term (e.g., days
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to weeks) evolutions in the demand. Indeed, such functiolh&evkey to original anticipatory/cognitive
networking paradigms, which are expected to be part of &@ cellular systems.

Finally, the discussion in Sdc.6.P.3 outlines the evidemdifor mobile traffic data anonymization
techniques that ensure subscriber privacy in a way thaepres the information utility. Their persisting
absence risks to limit the availability of open datasets] nhinder research based on mobile traffic
analysis.

7.4 General

Finally, two open problems are common to all of the diffenesstearch topics touched by mobile traffic
analysis. They concern the reproducibility and reliapitif mobile traffic analyses.

The first problem is the need for a reference set of mobildi¢rdhtasets that can be adopted by
the research community so as to favor reproducible rese@ielarly, the set is to be publicly available.
Moreover, it should be heterogeneous, i.e., represeatafigcenarios that are diverse from many view-
points, both semantic (e.g., geographical and temporal, spdoscriber density, development level of the
region) and technical (e.g., nature of the probes used &od#ta collection), so that studies are not bi-
ased. Finally, these datasets should be in a clear and tmmtdzrmat, and contain information that allow
running a large variety of analyses.

The second transversal issue concerns the definition adatdiibest practices in the analysis of mo-
bile traffic datasets. The overview we provided in this syighlights how many different techniques
have been proposed to perform even the most basic opergétianghout all research subjects. As an
example, trajectory extraction is a fundamental functmmfobility analyses, yet there is no clear agree-
ment on which is the current state of the art solution thatilkhbe adopted. There is thus a need to
compare methodologies proposed in the literature, andelarset of well-defined, validated techniques
that can be safely used by the research community.

8 Conclusions

In this document we surveyed the literature on mobile traffialyses run on operator-collected data. We
proposed a hierarchical classification of studies in thiendly emerged research field, and categorized a
large body of relevant works accordingly. We also summadrihe main features of research activities,
as well as of the dataset they employ, into reference tab&ptovide immediate visibility on the many
and varied topics concerned by mobile traffic analysis. @uiew provides a comprehensive overview
of the state of the art in the usage of mobile traffic data f@rddic research, and allows outlining open
research directions.
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