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Reduced Order Modeling for Systems with Parametric Uncertainty
Using Proper Generalized Decomposition

Parikshit Dutta1

Abstract— In this work we have proposed a new technique
of model order reduction for linear time invariant (LTI) sys-
tems with parametric uncertainty. The model order reduction
method is based on proper generalized decomposition (PGD).
Using PGD, the underlying state variable is expanded as a sum
of separated functions of time and uncertain parameters. At
first, the stochastic states of the LTI system is represented using
PGD. Then equations to obtain the PGD basis functions are
derived. Furthermore a state feedback structure for the control
input is assumed where the gain is found by solving a minimum
expectation linear quadratic regulator (LQR) problem. An
algorithm is then proposed, from which the PGD basis functions
and the control input gain are found. The proposed algorithm
is then applied to control the angle of attack and pitch rate of a
F-16 aircraft having uncertain parameters. It is found that the
proposed technique based on PGD could successfully achieve
the control objective for the current application.

I. INTRODUCTION

Several real-world applications involving dynamical sys-
tems require solving sets of differential equations in high
dimensional spaces. These applications range from quantum
chemistry to models of financial mathematics (e.g. option
pricing), and from biological systems (e.g. cell signaling) to
aerospace applications (e.g. control of aircraft) [1]. Solving
such problems is generally difficult and is computationally
expensive. When normal discretization techniques are used
these models exhibit the redoubtable curse of dimensionality
[2]. The computational cost to solve these problems increases
exponentially with increase in dimensions. Moreover, stan-
dard models can exhibit multidimensional behavior due to
unknown parameters.

Reduced order modeling has become a popular alternative
to solve multidimensional problems involving differential
equations [3]. It provides an efficient way to minimize
computational cost and get a sufficiently good approximation
of the solution. A reduced order model creates a surrogate
of the original problem using a representation of lesser
dimensionality. This, in a way circumvents the curse of
dimensionality associated in solving multidimensional mod-
els [4]. Over the years, researchers have developed several
methods for reduced order modeling. Among them, the most
popular is proper orthogonal decomposition (POD) where
the underlying state variable is represented using its singular
value expansion [5]. If the state variable is a stochastic
process then the POD method is also known as the Karhunen
Loève (KL) decomposition [6]. For systems involving para-
metric uncertainty one can use the polynomial chaos (PC)
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expansion [7]. However, the main issue with these methods
is the evaluation of the reduced basis when the application
domain is expanded. In order to obtain an sufficiently good
approximation the reduced order model should be enriched
and enrichment procedures still remain as an open issue [8].
Several non-intrusive methods like Monte Carlo sampling
exist in the literature of reduced order modeling. However,
it is well known that obtaining a solution using such non-
intrusive methods is computationally expensive [9].

In this work, we have proposed a model reduction al-
gorithm for systems with parametric uncertainty, based on
proper generalized decomposition (PGD) [10]. The idea is
to decompose the state variable into separate functions of
deterministic variables and stochastic variables. However,
PGD differs from other reduced order modeling approaches
as both the functions are not fixed apriori. The optimal
reduced bases are found after solving an user specified
optimization problem. Researchers have used PGD to solve
several problems involving parametric uncertainty. Chevreuil
et al. have used PGD to propagate uncertainty in a structural
dynamics problem with uncertain parameters [11]. González
et al. have used PGD for parameter identification of the
Cauchy’s problem using data driven approaches [12]. As far
as systems and control theory is concerned, Ghnatios et al.
used PGD to control a thermal process where the process
parameters are assumed to be uncertain [13]. The control
objective in their work, is to find the optimal PGD expansion
of the state variables such that the temperature reaches a pre-
specified value. However, designing a controller to track a
specific target in presence of parametric uncertainty coupled
with solving for PGD separated expansion, has not been
explored in the literature.

In this work we propose a method to regulate the trajectory
of a linear time invariant (LTI) dynamical system with
parametric uncertainty by solving a minimum expectation
linear quadratic regulator (LQR) problem. The state tran-
sition matrix is assumed to contain uncertain parameters.
The state variables are represented using PGD expansion.
A minimum expectation LQR problem is then solved with
the LTI dynamical system as constraints. The minimum
expectation problem is defined in a similar manner as in
Ref. [14]. Finally the resulting control design algorithm is
applied to track the trim values of a F-16 aircraft for short
period dynamics with parametric uncertainty.

There are two key contributions of this paper :
1) Firstly, we are able to show how PGD can be applied

to represent a LTI dynamical system with parametric
uncertainty, and how the optimal PGD representation



is obtained.
2) Secondly we have coupled the minimum expectation

LQR problem with PGD represented LTI system and
are able to obtain a control law which will ensure that
the system reaches the desired final state.

Though the proposed method has been applied to a system
with dimensionality 2, it can be extended to systems of
higher dimensions. Several examples where PGD has been
applied to to reduce the order of a high dimensional system
can be found in Ref. [4].

The rest of the paper is organized as follows: In Section
II we introduce how PGD is used for model reduction. In
Section III we use PGD to expand states of the LTI dynam-
ical system and solve for the separated representation. In
section IV we use PGD to derive equations for the minimum
expectation LQR problem. In Section V we propose an
algorithm to solve the coupled system, to obtain the gain
of the controller and the PGD basis functions. In Section VI
we apply the PGD based methodology to control an F-16
aircraft at trim values. Finally in Section VII we state the
conclusions of the paper highlighting some future work to
be done.

II. REDUCED ORDER MODELING USING PROPER
GENERALIZED DECOMPOSITION

Let (Ω,F ,P) define an abstract probability space with Ω
being the sample space and F being the σ-algebra of events
in Ω, P is the probability measure. Let us define the random
vector ∆ : (Ω,F) 7→ (Rd,B(Rd)), where B(·) refers to
the Borel σ-algebra and ∆ = [∆1, . . . ,∆d]

>. A stochastic
process in t and ∆ is defined by the following map x(t,∆) :
[0, T ]× (Rd,B(Rd)) 7→ Rm. In PGD framework, we seek to
represent x(t,∆) as a summation of separated functions of
t and ∆. A convergent approximation then can be written
as,

x(t,∆) =

∞∑
i=1

φ1
i (∆1) . . . φdi (∆d)Xi(t),

⇒ x(t,∆) =

∞∑
i=1

Φi(∆)Xi(t) (1)

where Φi(∆) ∈ (R,B(R)), and Xi(t) ∈ Rm ∀ i = 1, . . . , n.
If we truncate the sum to N terms, we have,

xN (t,∆) =

N∑
i=1

Φi(∆)Xi(t), (2)

In PGD framework, the sum xN (t,∆) is constructed incre-
mentally by solving for the functions Φi(∆) and Xi(t). We
assume that the sum given in (2) is known upto n < N
terms. Next we introduce a candidate n+ 1th term such that

xn+1(t,∆) = xn(t,∆) + P (∆)Y (t). (3)

where P (∆) ∈ (R,B(R)) and Y (t) ∈ Rm are unknown
functions. The couple P (∆) and Y (t) is known as the
enrichment couple. We then solve for P (∆) and Y (t). This
enrichment procedure continues until,

‖xn+1(t,∆)− xn(t,∆)‖ < ε

where ε is a user specified number determining convergence
and ‖ · ‖ is appropriate norm. If the enrichment procedure
stops at N <∞ the resulting approximation xN (t,∆) is of
rank N rather than the∞ rank of the actual random process.

In this work we have discussed the PGD construction
algorithm when the governing equation is a LTI system. For
detailed information about PGD basis function construction,
interested readers are directed to Ref. [15].

III. PROPER GENERALIZED DECOMPOSITION OF LINEAR
TIME INVARIANT SYSTEMS

We consider the linear system, whose dynamics is given
by,

ẋ(t,∆) = A(∆)x(t,∆) +Bu(t,∆) (4)

where, x(t,∆) ∈ (Rm,B(Rm)) are the states and u(t,∆) ∈
(Rp,B(Rp)) are the control inputs. ∆ is a Rd-valued vector
of random variables and {∆i}di=1 ∈ (R,B(R)). A(∆) ∈
(Rm×m,B(Rm×m)) and B ∈ Rm×p are assumed to be
given.

Substituting the incremental representation given in (3), in
(4), we have,

ẋn(t,∆) + P (∆)Ẏ (t) = A(∆)[xn(t,∆)+

P (∆)Y (t)] +Bu(t,∆),

⇒P (∆)Ẏ (t) = A(∆)P (∆)Y (t) +Bu(t,∆)

− [ẋn(t,∆)−A(∆)xn(t,∆)]. (5)

For the control u(t,∆), we assume a state feedback form
with gain calculated appropriately. In this work, we have
used a constant gain K such that u(t,∆) = −Kx(t,∆).
Assuming other forms of gain is possible and is a subject of
our future work. Substituting u(t,∆) in (5), we have,

P (∆)Ẏ (t) = A(∆)P (∆)Y (t)−BKP (∆)Y (t)

−[ẋn(t,∆)−A(∆)xn(t,∆) +BKxn(t,∆)].(6)

In the above equation, P (∆), Y (t) and K are unknowns.
Due to incremental nature of the PGD construction algo-
rithm, xn(t,∆) is known.

To find P (∆) and Y (t), we use the weak integral form
of the ODE in (4). First we assume small perturbation in
xn(t,∆) as δxn(t,∆), which acts as the test function. The
integral form is then written as,∫ T

0

∫
Ω

δxn(t,∆)
[
ẋn+1(t,∆) −A(∆)xn+1(t,∆)

+BKxn+1(t,∆)
]
dtf(∆)d∆ = 0, (7)

where t ∈ [0, T ] and ∆ ∈ Ω ⊂ Rd, f(∆) is the probability
density function (PDF) of ∆. The test function δxn(t,∆) is
considered to be a function of the enrichment couple, P (∆)
and Y (t), which is given by,

δxn(t,∆) = P (∆)δY (t) + Y (t)δP (∆) (8)

where δY (t) and δP (∆) are perturbations in Y (t) and
P (∆), respectively. Using the test function in (8) in (6),



we have,∫ T

0

∫
Ω

[P (∆)δY (t) + Y (t)δP (∆)]
>
[
P (∆)Ẏ (t)−A(∆)P (∆)Y (t)

+BKP (∆)Y (t)

+ {ẋn(t,∆)−A(∆)x
n

(t,∆) + BKx
n

(t,∆)}︸ ︷︷ ︸
Fn(t,∆)

 dt f(∆)d∆ = 0 (9)

where F n(t,∆) and can be integrated w.r.t. t and ∆. Further
simplifying (9), we have,∫ T

0

∫
Ω

[P (∆)δY (t)]
>
[
P (∆)Ẏ (t)−A(∆)P (∆)Y (t)

+BKP (∆)Y (t) + F
n

(t,∆)
]
dt f(∆)d∆+∫ T

0

∫
Ω

[Y (t)δP (∆)]
>
[
P (∆)Ẏ (t)−A(∆)P (∆)Y (t)

+BKP (∆)Y (t) + F
n

(t,∆)
]
dt f(∆)d∆ = 0 (10)

A. Computing the function Y (t)

To compute Y (t) we assume that P (∆) is known. hence
δP (∆) vanishes). Also noting the fact that P (∆) is a scalar,
(10) is then given by,∫ T

0

∫
Ω

δY (t)>P (∆)
[
P (∆)Ẏ (t) −A(∆)P (∆)Y (t)

+BKP (∆)Y (t) + F n(t,∆)] dt f(∆)d∆ = 0 (11)

The above equation can be written as,
∫ T
0
δY (t)

[
Ẏ (t)

∫
Ω
P

2
(∆) f(∆)d∆ −

(∫
Ω
P

2
(∆)A(∆)f(∆)d∆

)
Y (t)

+ BKY (t)

∫
Ω
P

2
(∆) f(∆)d∆ +

∫
Ω
P (∆)F

n
(t,∆) f(∆)d∆

]
dt = 0 (12)

The above equation is true for all perturbations δY (t), hence
we have

P1Ẏ (t)− P2Y (t) + P1BKY (t) + P3(t) = 0, (13)

where,

P1 =

∫
Ω

P
2
(∆) f(∆)d∆, P2 =

∫
Ω

P
2
(∆)A(∆) f(∆)d∆,

P3(t) =

∫
Ω

P (∆)F
n

(t,∆) f(∆)d∆.

P1 ∈ R is a scalar constant, P2 ∈ Rm×m is a constant
matrix. P3 ∈ Rm is a known function of t. Eqn. (13)
is a nonlinear ODE in Y (t), which can be solved using
appropriate ODE solvers [2].

B. Computing the function P (∆)

To compute P (∆), Y (t) is assumed to be known, hence
the perturbation δY (t) vanishes. Hence (10) can be written
as,∫ T

0

∫
Ω

δP (∆)>Y (t)>
[
P (∆)Ẏ (t) −A(∆)P (∆)Y (t)

+BKP (∆)Y (t) + F n(t,∆)] dt f(∆)d∆ = 0 (14)

Eqn. (14) can be simplified as,
∫
Ω
δP (∆)

[
P (∆)

∫ T
0

Y (t)
>

Ẏ (t) dt − P (∆)

∫ T
0

Y (t)
>

A(∆)Y (t) dt

+P (∆)

∫ T
0

Y (t)
>

BKY (t) dt +

∫ T
0

Y (t)
>

F
n

(t,∆) dt

]
f(∆)d∆ = 0 (15)

As the above equations is true for all δP (∆), hence we have,

Y1P (∆)− Y2(∆)P (∆) + Y3P (∆) + Y4(∆) = 0, (16)

where

Y1 =

∫ T

0

Y (t)
>
Ẏ (t) dt, Y2(∆) =

m∑
i=1

m∑
j=1

aij(∆)

∫ T

0

yi(t)yj(t) dt,

Y3 =

m∑
i=1

m∑
j=1

p∑
l=1

bilklj

∫ T

0

yi(t)yj(t) dt, Y4(∆) =

∫ T

0

Y (t)
>
F
n

(t,∆) dt,

where, A(∆) = [aij(∆)], i, j = 1, . . . ,m, B = [bij ], i =
1, . . . ,m, j = 1, . . . , p, K = [kij ], i = 1, . . . , p, j =
1, . . . ,m and Y (t) = [y1(t), . . . , ym(t)]>. Y1 and Y3 are
constant scalars and Y2(∆) and Y4(∆) are known functions
of ∆. Eqn. (16) is an algebraic equation in P (∆) from where
P (∆) can be obtained.

IV. LINEAR QUADRATIC REGULATOR USING PROPER
GENERALIZED DECOMPOSITION

Eqn. (13) and (16) are ODE and algebraic equation in
Y (t) and P (∆), respectively from where the enrichment
couple P (∆)Y (t) can be obtained. To this end, a method-
ology to construct a separated representation for the unknown
states xn(t,∆) incrementally has been presented. However,
in the method described in Section III, we have not specified
how to calculate the gain K. The gain K is generally
obtained by solving a control law design problem based on
the control objectives specified by the user. In this work, we
have solved an finite time, linear quadratic regulator (LQR)
optimal control problem in PGD framework, to find the gain
K.

The finite time LQR objective function can be framed as
a minimum expected cost problem as,

J = min
u

∫ T

0

E
[
x(t,∆)>Qx(t,∆) + u(t,∆)>Ru(t,∆)

]
dt,

subject to,
ẋ(t,∆) = A(∆)x(t,∆) + Bu(t,∆). (17)

Here we have assumed stochastic state feedback with con-
stant gain given by,

u(t,∆) = −Kx(t,∆) (18)

We will now develop iterative equations to solve for the
gain K once the enrichment couple in (13) and (16) has
been determined. We will assume that we know the PGD
separated expansion of x(t,∆) upto n-terms. The Φi(∆)
are further assumed to be orthonormal to each other, hence∫
Ω

Φi(∆)Φj(∆) f(∆)d∆ = δij
It is easy to see that n-term approximated state in (2) can

also be written as [16],

xn(t,∆) = [Im ⊗Φ>(∆)]X(t), (19)

where Im is the identity matrix of size m × m, Φ(∆) =
[Φ1(∆), . . . ,ΦN (∆)]>, and X(t) = [X>1 , . . . ,X>N ]>.

Proposition 1: Assuming the feedback structure in (18),
the dynamical system in (4) can be written as,

Ẋ(t) = AX(t)−BKX(t) (20)

where A =
∫
Ω

[A(∆)⊗Φ(∆)Φ(∆)]f(∆)d∆, B = B⊗In
and K = K ⊗ In



Proof: In the proof, we will drop the parenthesis of
A(∆) and Φ(∆) for simplicity in representation.

Substituting (19) in (4) and assuming stochastic state
feedback as given in (18), we have

[Im ⊗Φ>]Ẋ(t) = A[Im ⊗ Φ>]X(t) −BK[Im ⊗ Φ>]X(t)

Using Galerkin’s projection rule and orthonormality criterion
and properties of Kronecker product, we have,∫

Ω

[Im ⊗ΦΦ
>

]Ẋ(t) f(∆)d∆ =

∫
Ω

[A⊗ΦΦ
>

]X(t) f(∆)d∆

−
∫

Ω

[BK ⊗ΦΦ
>

]X(t) f(∆)d∆,

⇒[Im ⊗
∫

Ω

ΦΦ
>
f(∆)d∆]Ẋ(t) = [

∫
Ω

A⊗ΦΦ
>
f(∆)d∆]X(t)

− [BK ⊗
∫

Ω

ΦΦ
>
f(∆)d∆]X(t)

⇒[Im ⊗ In]Ẋ(t) = [

∫
Ω

A⊗ΦΦ
>
f(∆)d∆]︸ ︷︷ ︸

A

X(t)

− [B ⊗ In]︸ ︷︷ ︸
B

[K ⊗ In]︸ ︷︷ ︸
K

X(t) (21)

Eqn. (21) can be written as

Ẋ(t) = AX(t)−BKX(t)
Proposition 2: Assuming the feedback structure in (18),

the objective function in (17) can be written as,

J = min
K

∫ T

0

[
X(t)>QX(t) +X(t)>K>RKX(t)

]
dt

(22)
where Q = [Q⊗ In] and R = [R⊗ In]

Proof: We will drop out the parenthesis of Φ(∆) for
simplicity in representation.

Introducing the expression in (19) and using the definition
of E [·] in the objective function of (17), we have,

J = min
K

∫ T

0

[∫
Ω

{
X(t)>[Im ⊗Φ>]>Q[Im ⊗Φ>]X(t)

+X(t)>[Im ⊗Φ>]>K>RK[Im ⊗Φ>]X(t)
}

f(∆)d∆
]
dt,

J = min
K

∫ T

0
J̄ dt. (23)

Expanding J̄ and using properties of Kronecker product and
orthonormality of Φ, we have, we have,

J̄ =

∫
Ω

[
X(t)

>
[Im ⊗Φ

>
]
>
Q[Im ⊗Φ

>
]X(t)

+X(t)
>

[Im ⊗Φ
>

]
>
K
>
RK[Im ⊗Φ

>
]X(t)

]
f(∆)d∆,

=

∫
Ω

[
X(t)

>
[Q⊗ΦΦ

>
]X(t)

+X(t)
>

[K
>
RK ⊗ΦΦ

>
]X(t)

]
f(∆)d∆,

= X(t)
>

[Q⊗
∫

Ω

ΦΦ
>
f(∆)d∆]X(t)

+ X(t)
>

[K
>
RK ⊗

∫
Ω

ΦΦ
>
f(∆)d∆]X(t),

= X(t)
>

[Q⊗ In]X(t) + X(t)
>

[K
>
RK ⊗ In]X(t),

= X(t)
>

[Q⊗ In]X(t) + X(t)
>

[K ⊗ In]
>

[R⊗ In][K ⊗ In]X(t)
(24)

Hence the objective function J can be written as

J = min
K

∫ T

0

[
X(t)>[Q⊗ In]X(t)

+X(t)>[K ⊗ In]>[R⊗ In][K ⊗ In]X(t)
]
dt

From Propositions 1 and 2, it is evident that for the
dynamical system in (20), the corresponding LQR objective
function is given by (22). It is well known that the gain K
is can be written as,

K = R−1B>S (25)

where the matrix S is found by solving the Ricatti ODE
given by [17],

Ṡ + A>S + SA− SBR−1B>S + Q = 0, S = S>
(26)

Once K has been determined, one can find K using the
matrix equation,

[K ⊗ In] = K (27)

The matrix equation in (27) is over determined, the solutions
of which can be found using ordinary least squares.

V. SOLUTION METHODOLOGY

To obtain the separated representation, first Y (t) and
P (∆) are obtained by solving the system of equations (13)
and (16), and then K is obtained from (26) and (25).
Several algorithms exist in the literature to construct the PGD
system iteratively [18]. However, in the current framework a
constraint of orthonormality of Φ(∆)s should be imposed,
in order to obtain the results proposed in Section IV. In this
work, we have proposed an algorithm using stable version
of Gram-Schmidt (GS) orthonomalization to sequentially
construct the summation in (2) [19]. The algorithm proposed
here has been developed in a similar manner to the Arnoldi
iteration with full update algorithm proposed by Nouy [18].
The algorithm is presented in Algorithm 1.

As seen in the algorithm, the enrichment couple is found
iteratively by solving (13) and (16) iteratively until conver-
gence which is dictated by the metric een. Furthermore once
the convergence is achieved, the P (∆)s are added to already
existing set of Φ(∆) after Gram-Schmidt orthonormalization
has been carried out [20]. The gain value K is obtained
from the orthonormalized Φ(∆) basis. The algorithm is
terminated when the convergence metric e is below a certain
threshold Eth.

VI. NUMERICAL EXAMPLES

In this section we have applied the proposed PGD based
reduced order modeling technique for minimum expectation
control of a F-16 aircraft. Here we consider the short period
dynamics of a F-16 aircraft, with states as the angle of attack
α and the pitch rate q. We have used the linearized dynamical
system, trimmed at an airspeed of 502 ft/s and angle of attack
α = 2.11o. The dynamics used here is the same as used in
Ref. [21], which is given by,[

α̇(∆, t)
q̇(∆, t)

]
=

[
−1.0190 1

∆ −1.0744

] [
α(∆, t)
q(∆, t)

]
+

[
0

−0.1756

]
u(t). (28)

The parameter ∆ is assumed to be uniformly distributed
with the nominal value of 0.8223 and a standard deviation



Algorithm 1 PGD solution algorithm.
1: Initialize X(t) = ∅ and Φ(∆) = ∅
2: Initialize PGD sum iteration counter j = 0.
3: Initialize PGD Sum S0 = 0.
4: Initialize error e.
5: while e ≥ Eth do
6: Enrichment couple iteration counter k = 0
7: Randomly initialize P0(∆) and Y0(t).
8: Initialize enrichment couple error een.
9: while een ≥ Eth do

10: Solve (13) to get Y (t).
11: Solve (16) to get P (∆)
12: Calculate een = ‖Pk(∆)Yk(t)− Pk−1(∆)Yk−1(t)‖2
13: k → k + 1
14: end while
15: if j > 0 then
16: for i = 1→ j do
17: Φj+1(∆) = Pk(∆)−

∑i
r=1(Φr(∆)>Pk(∆))Φr(∆).

Orthonormalization step
18: end for
19: else
20: Φj+1(∆) = Pk(∆)
21: end if
22: Φ(∆) = Φ(∆) ∪ Φj+1(∆)
23: Get K by solving (27).
24: j → j + 1.
25: Sj = [Im ⊗Φ(∆)>]X(t)
26: e = ‖Sj − Sj−1‖2
27: end while

of ±20% about the nominal value. The uncertainty here is
assumed to arise from the pitch damping term being un-
known. The objective of the controller design is to maintain
the aircraft at the trimmed values, given the uncertainty in
parameters. To achieve this objective we solve a minimum
expectation LQR problem which is completely described by
(17). The Q and R matrices are given by,

Q =

[
8 0
0 0.5

]
, R = 0.01.

The initial states are assumed to be known and are given by
α(0,∆), q(0,∆) = [2.11o, 0]>, for all values of ∆.

We use the proposed methodology based on PGD to obtain
a separated representation for the states, as well as the gain
K. The Eth in Algorithm 1 is assumed to be 10−4. The
errors e and een are initialized to a very high number. After
solving the minimum expectation LQR using PGD method,
the number of terms obtained in the PGD expansion is 10.

At first we verify the solution obtained by comparing the
proposed PGD based method to high fidelity Monte Carlo
simulations. Next we comment upon the rate of convergence
of the PGD representation. Furthermore we investigate the
behavior of the basis functions Φ(·).

A. Verification of Proposed Methodology

To verify the solutions obtained using the proposed PGD
based technique we compare the results with high fidelity

Monte Carlo (MC) simulations. The MC simulations are
done by first randomly selecting 5000 points from the domain
of ∆. It is ensured that further addition of points did not
change the expected value of the states significantly. We then
solve the minimum expectation LQR problem to obtain the
value of the gain K. Details on how to solve a minimum
expectation LQR problem using MC simulation has been
omitted here and can be found in Ref. [14].

For the system in (28), the gain value obtained from MC
simulations is given by K = [−16.30,−10.23]. The gain
obtained from the proposed PGD based technique is K =
[−16.86,−10.59]. The percentage error in the solutions of
PGD based method, assuming high fidelity MC simulation to
generate actual solution is [3.32%, 3.40%]. It can be seen that
the gain values obtained from the PGD based methodology
are in close agreement with that obtained from high fidelity
MC simulations. Furthermore, the closed loop eigenvalues
obtained from MC simulations are λcl = −1.98 ± i 1.10,
and that obtained from PGD based method is λcl = −1.98±
i 1.11. Hence, it can be said that for the current F-16 based
dynamical system, the outputs obtained from solving the
minimum expectation LQR problem using the proposed PGD
based method, matches that obtained from high fidelity MC
simulation, upto an acceptable level of accuracy. The total
time taken to run 5000 MC samples is 10.2s and total time
taken for PGD based method is 8.1s. The simulations were
run in a single Intel R© Pentium R© processor. Hence it can
be said that to achieve similar accuracy PGD based method
takes less time than MC.

B. Rate of Convergence

To investigate the rate of convergence, we observe the
error term e as given in Algorithm 1. The error e is a measure
of the contribution of an enrichment couple towards the PGD
sum. We say that the PGD expansion has converged when
the error e is less than a Eth. Figure 1 shows the variation of
e with the addition of enrichment couples. It can be seen that
the error e is minimized to a small value (∼ 10−4), rapidly.
This indicates that the rate of convergence of the PGD based
algorithm is almost exponential. However, it is observed that
the decrease in e is not monotonic, with an increase in the
5th iteration. Although the actual reason of the increase in
e has not been investigated here, it can be attributed to the
global nature of the PGD based algorithm [22]. Investigating
the details about the convergence of PGD based algorithm
is a topic of our future research.

C. Investigating the PGD Basis Functions

Figure 2 shows the first five {Φi}5i=1 obtained for the short
period F-16 dynamics. We discretize the ∆ direction into
100 points distributed uniformly. The Φis are then evaluated
at those points. It can be observed that the basis functions
exhibit a polynomial like behavior, with Φ1 resembling a
constant function, Φ2 linear etc. Hence it can be said that
for the current application, the states can be represented as
linear combination of polynomials in ∆. Formal theoretical
investigation about the smoothness and continuity of the
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Fig. 1. Figure showing the variation of error with number of iterations. In
each iteration an enrichment couple is added.

basis functions has not been conducted here and is a subject
of the author’s future research.
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Fig. 2. Plots of Φi obtained from the PGD algorithm.

VII. CONCLUSIONS

This work proposes a novel methodology of model order
reduction for systems with parametric uncertainty using
proper generalized decomposition. We consider a LTI with
parametric uncertainties where the states are represented
using PGD. The state feedback gain is found by solving a
minimum expectation LQR.

The PGD based method is applied to control a F-16 air-
craft with an uncertain parameter. We consider short period
dynamics of the F-16 aircraft linearlized at trim values. The
control objective is to maintain the aircraft at trim values.

It is observed that the proposed PGD based method can
solve for the gain with sufficient accuracy, and achieve the
desired control objective. Also it is found that the incremental
error in adding an enrichment couple to the PGD sum
decreases almost exponentially. This implies that the PGD
can approximate the states of the current application fairly
accurately, with a few number of terms.

In future we propose to extend the PGD based technique
to control of nonlinear systems. Moreover a formal proof
of convergence and comparison with other model reduction
techniques is a topic of our future research.
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