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Continuous Optimal Control Approaches to
Microgrid Energy Management

Benjamin Heymann, J. Frédéric Bonnans, Pierre Martinon, Francisco Silva, Fernando Lanas and
Guillermo Jimenez Senior Member, IEEE

Abstract—We propose a novel method for the microgrid
energy management problem by introducing a continuous-time,
rolling horizon formulation. The energy management problem
is formulated as a deterministic optimal control problem (OCP).
We solve (OCP) with two classical approaches: the direct method
[1], and Bellman’s Dynamic Programming Principle (DPP) [2].
In both cases we use the optimal control toolbox Bocor [3] for
the numerical simulations. For the DPP approach we implement
a semi-Lagrangian scheme [4] adapted to handle the optimization
of switching times for the on/off modes of the diesel generator.
The DPP approach allows for an accurate modeling and is
computationally cheap. It finds the global optimum in less than
3 seconds, a CPU time similar to the Mixed Integer Linear
Programming (MILP) approach used in [S]. We achieve this
performance by introducing a trick based on the Pontryagin
Maximum Principle (PMP). The trick increases the computation
speed by several orders and also improves the precision of the
solution. For validation purposes, simulation are performed using
datasets from an actual isolated microgrid located in northern
Chile. Results show that DPP method is very well suited for this
type of problem when compared with the MILP approach.

Index Terms—Direct method, electricity production, Energy
Management System (EMS), Dynamic Programming Principle
(DPP), Mixed Integer Linear Programming (MILP), optimal
control, Pontryagin Maximum Principle (PMP), semi-Lagrangian
scheme, smart grid.

I. INTRODUCTION

microgrid is a group of interconnected loads and dis-

tributed energy resources that acts as a single controllable
entity. It can operate connected to the main network or au-
tonomously (isolated). In either case, an Energy Management
System (EMS) is required to coordinate the different units that
composes it. According to [6], the microgrid optimal energy
management problem falls into the category of mixed inte-
ger nonlinear programming. Thus, the objective function and
constraints may include functions of second or higher order
polynomial equations with some start-up/shutdown variables.
Complex constraints are involved to model the operational
limitations of generation/storage devices or to represent con-
trollable loads and commitment decisions. Furthermore, con-
sidering network constraints (load flow) adds another degree
of complexity to the microgrid optimal energy management
problem. To handle and solve these problem formulations,
heuristic optimization techniques have been applied, including
Genetic Algorithms (GA) [7], [8], PSO [7], and Ant Colony
Optimization (ACO) [9]; the problem formulation has also
been relaxed by incorporating the inequality constraints in
the objective function using penalty factors. The minimiza-
tion of total operating cost in stand-alone operation, and

maximization of microgrids revenue in grid connected mode
are two typically pursued objectives in secondary control.
Nevertheless, MILP formulations have been also developed
presenting adequate results but with difficulties for modeling
battery charging/discharging behavior, and the diesel engine
costs [6]. However, some approaches have also incorporated
the reduction of Greenhouse gas (GHG) emissions as an ad-
ditional objective for the microgrid operation. In this case, the
energy management problem is formulated as a multi-objective
optimization problem and solved with different techniques [6].
Pareto optimal solutions are investigated in [9] and [10] by
using PSO and ACO techniques, respectively, while a weighted
objective function that combines different individual objective
functions, together with heuristic optimization techniques, are
used in [11], [12]. Finally, recent works, focusing on micro
grid energy management systems, have incorporated a more
detailed modeling of the energy storage system, considering
the importance of the cost associated with its replacement,
so that extending the life span of the battery is part of the
objective. In this context, GA have been implemented to solve
the problem [13], and other predictive control approaches such
as the ones described in [14], [15], [16], [17].

Considering the challenges involved with the microgrid
EMS problem such as units modeling, CPU solving time for
real applications and switching among others, a microgrid
model formulation as a continuous time, optimal control prob-
lem is presented in this work. This approach keeps the original
non-linear model for the numerical optimization, which may
give more accurate solutions. The proposal considers two
solution methods that are detailed as follows:

The direct method uses a time discretization to transform
the continuous optimal control problem into a Nonlinear
Programming (NLP) problem. The (NLP) is then solved with
any usual technique, see for instance [1].

The DPP method is based on Bellmans Principle and uses
a discretization of both the time and space to compute the
value function. This information then allows to reconstruct
the optimal trajectory, see for example [2].

Numerical simulations are performed for both methods us-
ing the optimal toolbox BOCOP [3]. The proposed methods are
validated based on a real microgrid operating in Huatacondo,
an isolated northern Chilean village that relies completely
on the microgrid concept for its electricity supply, which is
described in section II. The present study uses a similar model
to the one presented in [5], so that the comparison is relevant
showing obtained results for the three approaches, MILP, direct
method and DPP.
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The paper is organized as follows. Section II describes
the microgrid system and the optimal control formulation for
its energy management. Section III explains the numerical
methods we use to solve the optimal control problem. Section
IV presents the numerical simulations with the direct and DPP
methods. Section V comments the results of the simulations.
The conclusion sums up the main results and presents ongoing
research in the continuation of this work.

March 10, 2015

II. MODEL PRESENTATION

A. General Aspects

1) Description of the Microgrid: The microgrid we are
considering includes a photovoltaic power plant, a diesel gen-
erator (which plays the role of the dispatchable resource) and a
battery energy storage system (BESS). The BESS may be used
to store the energy when production is greater than demand
and supply energy when demand is greater than production.
All these are local generation units, i.e. situated physically
near the electrical consumption. We do not consider electrical
losses due to distribution. The microgrid is not connected to
any other energy source or electrical network. We follow the
problem description from [5].

We want to find a strategy that minimizes the operating cost.
The latter comes from the use of fuel for the diesel generator,
on start-up or during operation. At any time, the system has
to generate enough electricity to meet the power demand, and
any unserved power will be penalized in the cost.

2) Optimal Control Formulation: We take a fixed horizon
T = 48 hours. For ¢ € [0,T], we denote by Ps(t) the solar
power from the photovoltaic panels, Pp(t) the diesel generator
power and Pp(t) the electricity load. The state of charge
SOC(t) of the BESS evolves according to the dynamics

SOC(U) = 5~ (Pihpr — PoW)fpo). ()
07
where () p is the maximum capacity of the battery, Py, Po > 0
are the input and output power of the BESS, and pr, p,, € [0, 1]
are the efficiency ratios for the charge and discharge processes,
assumed constant.

We also introduce the slack variable Py, that represents
the excess power (Psiqcr < 0), which have to be shedded, or
missing power in the microgrid (Ps;qc, > 0), which turns into
unserved energy for the consumers. From the mathematical
point of view, this ensures feasibility of the problem. From
the practical point of view, a cost is associated to the unserved
power, associated with a fine.

The underlying power equilibrium equation is

Pp+ Po + Ps + Psjger, — P — Pr =0 )

Taking into account the demand and the various power
production devices, we obtain that Po and P; can be written
as nonlinear functions of (¢, Pp):

Po(t, Pp) = —min(0, Ps + Pp — Pr + Psack)

3
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Fig. 1: Battery charge constraint

We model the fuel consumption of the diesel generator by
the following strictly concave function

T
/ K Po(t)*Vdt, @)
0

with K = 0.471426 obtained by regression on data from [5].
For physical reasons, the system is subject to the following
constraints at every time ¢ € [0, T]:

SOC(t) € [0.2,1] (5)
Pp(t) € {0} U [5,120] (6)

if SOC(t) < 0.9

Pr(Pp(t),t) € 0,13.2] ;
Pr(Pp(t),t) < 1320(SOC(t) — 1)* otherwise @
Po(t) € [0,40], ®)

Note that (3) implies that (7)-(8) are constraints on Pp.
The state constraint (5) expresses the maximum and mini-
mum charge of the battery. Constraints (6) to (8) are control
constraints. The minimal and maximal power for the diesel
generator are given by (6). The charging and discharging
limits for the battery are stated in (7) and (8). The charging
limit depends on the state of charge, and is therefore a mixed
control-state constraint, as illustrated on Fig. 1.

Since the operations time frame is larger than the optimiza-
tion horizon, we impose a constraint on the final time to avoid
the battery depletion. This constraint will be imposed through
either a periodicity condition SOC(0) = SOC(T) (direct
method) or a penalization term g(SOC(T)) (DPP method).

To sum up, the optimal control problem to be solved can
be written under the following abstract formulation

T
min ; (u(t))dt + g(=(T))
i(t) = F(u(t)t)
(ocP) A, ©)
u(t) € Uz(t)
z(t) € C.

In the notation above, x is the state variable (SOC), u is
the control variable (Pp), F' is the dynamics of the system,
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Uy (¢ corresponds to the control constraints on u(t) that may
depend on the value of z(t), and C corresponds to the state
constraints.

B. Switching cost

Turning the diesel generator on consumes fuel. We model
this by considering that the diesel generator has two modes:
when off, the only admissible control is Pp = 0, whereas
when itis on, Pp € [Ppin, Pmaz]- At any time, one can switch
from one mode to the other by paying the associated cost. It
should be stressed out that while the modeling of the switching
cost is made straightforward by the Dynamic Programming
approach, it is challenging for the Direct Method approach.

III. PRESENTATION OF THE NUMERICAL METHODS

We give here a brief presentation of the two resolution
approaches we are considering and explain how to apply them
for solving (9). The interested reader will find more on those
approaches in [1] and [4].

A. The Direct Method Approach

1) Presentation: In the Direct Method we apply a time
discretization to the dynamics equation. The optimal con-
trol problem is rewritten as a finite-dimensional optimization
problem. The decision” variables of this discretized problem
are the values of the control variables for each time steps.
Since the discretized problem is solved by locally convergent
algorithms, we cannot guarantee that the obtained solution (if
any) is close to a global optimum. On the other hand, this
approach often provides efficient solutions for large optimal
control problems, with limited computing times.

Summary of the time discretization, using the Euler formula:

tG[O,T] — {tQZO,...7tN:T}

x(),u() — Zz{xo,...,xN,uo,...,uN_l}
Criterion — min h Zi]i?)l L(u;) + G(xp)
Dynamics — xiy; =x; +hf(zi,u) i=0,...,N
Controls — wu;€U;, 1=0,...,N—1

States - z;€C 1=0,...,N

We therefore obtain a nonlinear programming problem on the
discretized state and control variables

ming F(Z)
UVLP){ LB<C(Z)<UB

In the optimal control toolbox BOCOP the discretized non-
linear optimization problem is solved by the IPOPT solver [18]
that implements a primal-dual interior point algorithm.

2) Modeling Remarks: This method allows a periodicity
constraint of the form SOC(0) = SOC(T) where the actual
value is optimized by the algorithm. On the other hand,
the constraint (6) is simplified into Pp € [0,120]. Another
drawback is that switching costs are binary decisions which are
not easily handled in this framework. Finall% the cost function
is regularized by a small quadratic term e fo P2(t)dt in order
to improve convergence.

B. Dynamic Programming Approach

In order to solve the DPP, we propose a semi-Lagrangian
scheme, which is adapted for problems with switching modes.
We refer the reader to the monograph [4] and the references
therein for an introduction to semi-Lagrangian schemes ap-
plied to optimal control problems. In addition, the Pontryagin
Maximum Principle (PMP), see [19], can be used to give
additional information on the optimal solution, which allows
to significantly reduce the computational effort of the method.

1) Brief Presentation of the Theory: Let V (t,x¢) denote
the value of problem (9) with initial time ¢ and initial condition
zo. In R. Bellman’s words [2] “An optimal policy has the
property that whatever the initial state and initial decision
are, the remaining decisions must constitute an optimal policy
with regard to the state resulting from the first decision.” In
mathematical terms, V satisfies for h € (0,7 — ¢):

t+h
V(£ 20) = inf {/ Cus)ds + V(t+ By a(t + h))} ,

(10)
the infimum being taken over the set of admissible controls. In
our case, we will use an extended version of the DPP approach
that handles the switchings, see [4] for more details.

2) Semi-Lagrangian scheme: The Semi-Lagrangian scheme
consists in solving backward in time a discretization of (10)
over the space (see [4] for an overview). We have chosen
this scheme to solve the problem because it has good stability
properties, it allows large time steps and it is easy to imple-
ment. Let us motivate the scheme by first discretizing in time
(10). Given a time step h and N such that Nh =T, let us set
t, = kh (k=0,...,N). Denoting by V* the “approximated”
value function at ¢;, we have

VF(z) = min {he(u) + V¥ @ + hF(u,ty))}.  (11)
The Semi-Lagrangian scheme is obtained from (11), by dis-
cretizing in space the state variable = and introducing interpo-
lation operators in order to approximate V*+!(x + hF(u, t},))
in terms of its values in the space grid. The scheme is solved
backward in time and, under standard conditions, it is shown
that it converges to the solution V' of (10).

3) The PMP trick: The problem has an interesting property
that greatly reduces the numerical computations. If @ is the
optimal control, denote by Z the optimal state and by p
the Lagrange multiplier associated to the dynamics constraint
z(t) = F(t,u(t)). Defining the Hamiltonian H (u,p,t) :=
pF(u,t) + £(u) the PMP says that for all ¢ € [0, 7] we have

H(u(t),p(t),t) < H(v,p(t),t) for all v € Uzy.

Since v — H(v,p(t),t) is piecewise strictly concave, it can
attain its minimum only at one of the extreme points of the
pieces. Taking also into account the constraints, we have at
most five possible optimal controls, as illustrated in figure
2. Moreover, the values of those controls can be computed
explicitly, since they do not depend on p. Therefore, when
doing the minimization in (11), we can test only those controls
instead of discretizing the control space, gaining both in speed
and precision.
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« if the Diesel is off (mode 0), we simply take Pp = 0.
o if the Diesel is on (mode 1), we test the five cases
— Pp =5 (minimum power),
Pp = 120 (maximum power),
Pp such that SOC =0 (battery unused),
- Pp such that P, = P"**(SOC') (maximal charge),
— Pp such that Py = 40 (maximal discharge).

It should be noted that the specific structure of the problem
permits such a computational simplification. More precisely,
we use the fact that all the candidates values for the optimal
control do not depend on the adjoint state p and therefore can
be evaluated and tested when computing the value function. In
the general case, the control that minimizes the Hamiltonian
is expressed from both the state and adjoint state, the latter
being unavailable in the DPP approach (the adjoint actually
corresponds to the gradient of the Value Function).

Remark 3.1: Slack variable In the 5 cases above, when we
set the diesel power, we recompute the battery power from the
power equilibrium (2), then adjust the slack variable if needed.
When we set the battery power, we then recompute the diesel
power from (2) and adjust the slack likewise.

4) Periodicity condition: We model the periodicity condi-
tion by taking a similar approach to the “big M method” in
linear programming:

¢(SOC(T)) = M ifSOC(T) < SOC,
9(SOC(T)) =0 if SOC(T) > SOC,

For the following simulations, we set SOCjy = 0.7.

IV. NUMERICAL SIMULATIONS
A. Comments on the inputs: solar power and power load

We test the algorithms on two historical data sets. Both data
sets correspond to the two most representative 24 hours days,
one data set was obtained with winter data, the other one with
summer data. Figure 3 and 4 show the load power and the
solar power for the two days of each period.

Given the situation of the actual microgrid in the Atacama
desert, we assume the production from the photovoltaic panels

Fig. 3: Summer data, the bell shaped curve is the solar
production, and the other one is the demand

Fig. 4: Winter data, the bell shaped curve is the solar produc-
tion, and the other one is the demand

to be reliably predictable, with small variance and almost
determistic. The demand on the other hand has a greater vari-
ability. While in this initial work it is modeled as deterministic,
its stochastic modeling is under study.

B. Optimal solutions for the different methods

In addition to the direct and DPP methods, we also present
the results obtained with the MILP approach from [5] as
baseline for comparison. The 6 solutions are illustrated in
Figure 5 and 6 for the DPP approach, in Figure 7 and 8 for
the direct approach and in Figure 9 and 10 for MILP method.
The numerical results are summarized in Table 1.

MILP DIRECT DPP
Diesel range [18.66,29.69]  [2.63,14.23]  [8.15,28.66]
Switchings 2 3 2
Total Cost 34785 36244 34378
Cpu Time 3925 441 s 0.88 s
SOC(0)=SOC(T) 0.7 0.641 0.7
SOC range [0.20,0.89] [0.38,0.75] [0.30,0.83]
Slack Range [0,0] [0,0] [0,0]

TABLE I: Results: MILP, direct and DPP (summer case)

Discussion on the solutions:

o MILP and DPP solutions are quite close, while direct so-
lution shows some clear differences (different initial/final
SOC, no minimal power, spurious switchings)
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power used to charge the battery

o Diesel is always off when solar power is available,

and
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is switched on once a day during the evening peak
in demand. Diesel output is often greater than power
demand. At this times it is used also to charge the battery

o The battery fills the gaps between solar and diesel power
in order to meet the demand, especially at night

o A qualitative difference between MILP and DPP/direct
is the existence of time intervals with a constant SOC,
while the diesel exactly matches the power load. In the
MILP solutions the diesel is either off or saturating the
maximal charge limit. This behaviour seems consistent
with the concavity of the diesel comsumption with respect
to power output (i.e. the efficiency of the diesel is better
at higher output). On the other hand, both the direct and
DPP solutions present intervals with constant SOC, and
the PMP confirms this situation to be a possible optimum.
This point would deserve closer investigation, for instance
is this discrepancy due to the linearization performed in
MILP ?

C. Comparison of the methods

We highlight below the differences between the three dif-
ferent optimization methods.

Global optimum : Both the MILP and direct approaches
are local methods and may converge to a local solution,
depending on the provided starting point and the choice of the
stopping criterion (gap). On the other hand, the DPP approach
performs a global optimization over all possible (discretized)
trajectories, and therefore always finds the global optimum.
This is an advantage for the user since one does not have to
find a “suitable” starting point. Also, the DPP solution has a
control in feedback form, whereas MILP and direct solutions
are open-loop.

Switching cost : Both MILP and DPP approaches take
into account the switching costs for the diesel generator. They
typically find solutions with one switch per day, located during
the peak of power demand in the evening. On the other hand,
the direct approach has free switchings, which explains why
it may find solutions with lots of on-off oscillations. This
bad behaviour, however, can be partially alleviated by using a
regularization of the cost function.

Nonlinear model : The MILP method requires a piecewise
linear reformulation of the nonlinear functions in the model,
here for example the charging power limit or diesel consump-
tion. Both direct and DPP methods use the original nonlinear
model. This simplifies the actual implementation, and may also
give more accurate solutions.

Periodicity constraint and minimal diesel power : Com-
pared to MILP and DPP, the direct method is able to optimize
the value of the initial/final SOC, instead of fixing it. On the
other hand, it does not take into account the minimal power
output for the diesel generator.

Computation time : For this problem the computation time
is a few seconds for MILP and direct method, and less than
one second for the DPP approach. An interesting question is
how well each method would scale for higher dimensions.
MILP and direct approach are iterative methods, so changing
the problem size may also lead to a different convergence,

making it difficult to asses the evolution of the CPU time. For
the DPP approach, on the other hand, the number of operations
is always known and the CPU time can be predicted reliably.
Due to the state discretization, however, adding new state
variables to the problem would have a significant impact on
performance (the so-called curse of dimensionality). In terms
of high performance computing, parallelization is possible
with MILP and DPP methods, not so easily with the direct
method.

V. CONCLUSION AND PERSPECTIVES

We have applied two methods from the continuous optimal
control field to the optimal energy management of a microgrid,
namely the direct and DPP approaches. Numerical simulations
indicate that the DPP methods is very well suited to this
problem. We were able to obtain the global optimum in less
than one second of CPU time, while taking into account the
switching cost for the diesel generator. Solutions are close
to the ones obtained in [5] with a MILP formulation, the
main difference being the existence of time intervals where
the battery stays at a constant SOC.

Ongoing work on this topic include a deeper investigation
of the optimality conditions from Pontryagin’s Principle, the
extension to a stochastic model for the power demand, and the
study of the long-term aging of the battery.

APPENDIX
MODEL PARAMETERS

Name Notation | Value | Unit

Min Diesel Power Prin 5 kW

Max Diesel Power Praz 120 kW

Max ESS Power Qbat 117 kWh
Unserved Energy Cost | Cys 250 CLP/kWh
Diesel Start-Up Cost - 1000 CLP
Diesel Price Cp 500 CLP

TABLE II: Model parameters
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