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1. Introduction

A fractional problem of the calculus of variations and oglroontrol consists in the study
of an optimization problem in which the objective functibrma constraints depend on
derivatives and integrals of arbitrary, real or complexdens. This is a generalization of
the classical theory, where derivatives and integrals cénappear in integer orders.

1.1. Preliminaries

Integer order derivatives and integrals have a unified nmgaim the literature. In con-
trast, there are several different approaches and defisitiofractional calculus for deriva-
tives and integrals of arbitrary order. The following defoms and notations will be used
throughout this chapter. See [19].

Definition 1.1 (Gamma function). The Euler integral of the second kind
I'(z) :/ t*te~tdt, Re(z) > 0,
0

is called the gamma function.
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The gamma function has an important propelty; + 1) = 2I'(z), and hencé'(z) =
(z — D! for z € N, which allows to extend the notion of factorial to real numsheOther
properties of this special function can be found_in [5].

Definition 1.2 (Mittag—Leffler function). Leta > 0. The functionF,, defined by
E P
a(2) = JZZ:O m7

whenever the series converges, is called the one paramat&gM_effler function. The
two-parameter Mittag—Leffler function with parameters3 > 0 is defined by

Definition 1.3 (Griinwald-Letnikov derivative). Let0 < « < 1 and (%) be the general-
ization of binomial coefficients to real numbers.

e The left Giinwald—Letnikov fractional derivative is defined as

1 — «
GL na 1 _1\k —
S DFl) = i 35 3 () ()ote = @
e The right Giinwald-Letnikov derivative is
1 — «
GL na _ 1 _1\k
Dpatt) = lim 33 () I ©

In the above mentioned definitiond,) is the generalization of binomial coefficients to

real numbers, defined by
a\ MNa+1)
k) Tk+1DI(a—k+1)

In this relation, & and o can be any integer, real or complex number, except dhat
{-1,-2,-3,...}.

Definition 1.4 (Riemann—Liouville fractional integral). Letz(-) be an integrable func-
tion in [a,b] anda > 0.

e The left Riemann—Liouville fractional integral of orderis given by
1
I'(a)

e The right Riemann-Liouville fractional integral of orderis given by

O3 (t) = / (t — 7)o La(r)dr, t € [a,b].

b
Jpix(t) = ﬁ/t (r =) La(r)dr, t€la,b].
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Definition 1.5 (Riemann—Liouville fractional derivative). Letz(-) be an absolutely con-
tinuous function irfa, b], z(-) € AC(a,b], and0 < a < 1.

e The left Riemann-Liouville fractional derivative of ordeis given by

1 d

—/ (t —7)"%(r)dr, tE€]la,bl.

WDez(t) = ———
v = e )

e The right Riemann-Liouville fractional derivative of orde is given by

D2 (t) = ﬁ <—%> /t "r — ) ou(r)dr, t€ [a]

Another type of fractional derivatives, introduced by Capus closely related to the
Riemann—Liouville definitions.

Definition 1.6 (Caputo’s fractional derivative). For a functionz(-) € AC|a,b] with 0 <
a < 1:

e The left Caputo fractional derivative of orderis given by

C Deta(t) = ﬁ / (t — 1) Ca(r)dr, te [ab.

e The right Caputo fractional derivative of orderis given by

B b
C Do (t) = ﬁ/t (r — ) i(r)dr, t€[a,b.

Definition 1.7 (Hadamard fractional integral). Letx : [a,b] — R.

e The left Hadamard fractional integral of order > 0 is defined by

IO (t) = ﬁ /: <ln ;)a_l @dﬂ t €la,b].

e The right Hadamard fractional integral of order > 0 is defined by

Toa(t) = ﬁ/ﬁb (1n %)O‘_l @dr, t €la, b].

Whena = m is an integer, these fractional integrals ardold integrals:

d7'1 m d’7'2 =1 (T
/ / 5 / ) ar,,

b
R - -
1 Tm—1 Tm

and
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Definition 1.8 (Hadamard fractional derivative). For o« > 0 andn = [o] + 1,

e The left Hadamard fractional derivative of orderis defined by

Dla(t) = (t%)n ﬁ/@t <ln ;)n_a_l @d@ t €la, b

e The right Hadamard fractional derivative of orderis defined by

DYa(t) = (—t%)nﬁ/j (ln %)"%H@dﬁ t €la, b[.

Whena = m is an integer, we have
m d\" m a\"
D (t) = t@ z(t) and; Dy z(t) = _tE x(t).

1.2. Fractional Calculus of Variations and Optimal Control

Many generalizations to the classical calculus of vanmetiand optimal control have been
made to extend the theory to cover fractional variationdlfeaxctional optimal control prob-
lems. A simple fractional variational problem, for examptensists in finding a function
x(+) that minimizes the functional

b
Tl ()] = / L(t,2(t), « Da(t) ), (4)

where, Dy is the left Riemann-Liouville fractional derivative. Tygaily, some boundary
conditions are prescribed a$a) = =, and/orz(b) = x;. Classical techniques have been
adopted to solve such problems. The Euler-Lagrange equftioa Lagrangian of the
form L(t,z(t), .Ds'x(t)) has been derived firstly in [30, 81]. Many variants of necgssa
conditions of optimality have been studied. A general@atof the problem to include
fractional integrals, i.e.l = L(t, I} ~“x(t), .Ddxz(t)), the transversality conditions of
fractional variational problems and many other aspectsbsafound in the literature of
recent years. Seel[d] |4, 6] and references therein. Furtlierrt has been shown that a
variational problem with fractional derivatives can beueed to a classical problem using
an approximation of the Riemann—Liouville fractional datives in terms of a finite sum,
where only derivatives of integer order are present [6].
On the other hand, fractional optimal control problems ligw@ppear in the form of

b
Jz()] :/ L(t,z(t),u(t))dt — min

oDi'z(t) = f(t, =(t), u(t))
st { z(a) = x4, x(b) = xyp,

where an optimal contral(-) together with an optimal trajectory(-) are required to follow
a fractional dynamic and, at the same time, optimize an tib@gétunctional. Again, clas-
sical techniques are generalized to derive necessary a@imonditions. Euler—Lagrange
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equations have been introduced, e.g./in [2]. A Hamiltordi@malism for fractional op-
timal control problems can be found inl [9] that exactly felkbthe same procedure of the
regular optimal control theory, i.e., those with only iree@rder derivatives.

Due to the growing number of applications of fractional clls in science and engi-
neering (see, e.gl, [111,112,/83] 34]), numerical methodbeirg developed to provide tools
for solving such problems. Using the Grinwald—Letnikopt@ach, it is convenient to ap-
proximate the fractional differentiation operat@r®, by generalized finite differences. In
[25] some problems have been solved by this approximatioifild] a predictor-corrector
method is presented that converts an initial value problman equivalent Volterra inte-
gral equation, while[[20] shows the use of numerical methodslve such integral equa-
tions. A good survey on numerical methods for fractionafedéntial equations can be
found in [16].

A numerical scheme to solve fractional differential eqoiagi has been introduced in
[[7,/8], and [17], making an adaptation, uses this techniqeelve fractional optimal control
problems. The scheme is based on an expansion formula toxapwate the Riemann—
Liouville fractional derivative. The approximations tefarm fractional derivatives into
finite sums containing only derivatives of integer order.

In this chapter, we try to analyze problems for which an ai@abolution is available.
This approach gives us the ability of measuring the accusd@ach method. To this end,
we need to measure how close we get to the exact solutionss&\tael.>-norm and define
the error function®[x(-), Z(+)] by

1
2

b
E = la() — ()] = ( [late) - @(t)]?dt) ,
wherez(-) is defined orja, b].

1.3. A General Formulation

The appearance of fractional terms of different typesyvdévies and integrals, and the fact
that there are several definitions for such operators, miakkficult to present a typical
problem to represent all possibilities. Nevertheless, acare consider the optimization of
functionals of the form

b
Tox)] = [ Lt x(0) Dt ©)
that depends on a fractional derivativ®®, in which x = (z1,22,...,2,), a =
(a1, 9,...,0p0) @and ey, @ = 1,2,...,n, are arbitrary real positive numbers. The prob-

lem can be with or without boundary conditions. Many se#imd fractional variational
and optimal control problems can be transformed to the apdition of [3). Constraints
that usually appear in the calculus of variations and areydwresent in optimal control
problems can be included in the functional using Lagranghipfiars. More precisely, in
presence of dynamic constraints as fractional differémtipiations, we assume that it is
possible to transform such equations to a vector fractidiff@rential equation of the form

Dx(t) = f(t,x(t)).
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In this stage, we introduce a new variable= (A, \2, ..., A,) and consider the optimiza-
tion of

b
Jx()] = / [L(t,x(t), D¥x(t)) + A(t)D*x(t) — A(t) f(t,x(t))] dt.

When the problem depends on fractional integr#ls,a new variable can be defined as
z(t) = I*z(t). Recall thatD“I“x = x (see, e.g./[19]). The equation

D%z(t) = DI%x(t) = x(t)

can be regarded as an extra constraint to be added to theadngoblem. However, prob-
lems containing fractional integrals can be treated dir¢ctavoid the complexity of adding
an extra variable to the original problem. Interested resdee addressed tal [4,128].

Throughout this chapter, by a fractional variational peob] we mainly consider the
following one-variable problem with given boundary coratis:

b
()] = / L(t, 2(t), Dx(t))dt — min

o { o =

In this settingD® can be replaced by any fractional operator that is availabtbe liter-
ature, say, Riemann-Liouville, Caputo, Griunwald-LetmjkHadamard and so forth. The
inclusion of constraints is done by Lagrange multiplierbe Transition from this problem
to the general one, equatidd (5), is straightforward andigliscussed here.

1.4. Solution Methods

There are two main approaches to solve variational, inatudiptimal control, problems.

On the one hand, there are direct methods. In a branch oft direthods, the problem is
discretized over a mesh on the interested time interval.crBie values of the unknown
function on mesh points, finite differences for derivatjvard, finally, a quadrature rule
for the integral, are used. This procedure reduces thetiarsa problem, a continuous

dynamic optimization problem, to static multi-variabletiofization. Better accuracies are
achieved by refining the underlying mesh size. Another adskrect methods uses func-
tion approximation through a linear combination of the atats of a certain basis, e.g.,
power series. The problem is then transformed into the ahtation of the unknown co-

efficients. To get better results in this sense, is the maftesing more adequate or higher
order function approximations.

On the other hand, there are indirect methods that reducdational problem to the
solution of a differential equation by applying some neaggsptimality conditions. Euler—
Lagrange equations and Pontryagin’s maximum principlaugeel, in this context, to make
the transformation process. Once we solve the resultirigrdiitial equation, an extremal
for the original problem is reached. Therefore, to reackebeésults using indirect meth-
ods, one has to employ powerful integrators. It is worth, &y, to mention here that
numerical methods are usually used to solve practical prodl

These two methods have been generalized to cover fractwobhlems, which is the
essential subject of this chapter.
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2. Expansion Formulas to Approximate Fractional Derivatives

This section is devoted to present two approximations ferRlemann—Liouville, Caputo

and Hadamard derivatives that are referred as fractiorexbogrs afterwards. We introduce
the expansions of fractional operators in terms of infinitkes involving only integer order

derivatives. These expansions are then used to approxinaatéonal operators in prob-

lems of the fractional calculus of variations and fractiooatimal control. In this way, one

can transform such problems into classical variationalpinwal control problems. Here-

after, a suitable method, that can be found in the classteshture, is employed to find an
approximated solution for the original fractional probledere we focus mainly on the left
derivatives and the details of extracting correspondingaasgions for right derivatives are
given whenever it is needed to apply new techniques.

2.1. Riemann-Liouville Derivative

2.1.1. Approximation by a Sum of Integer Order Derivatives

Recall the definition of the left Riemann—Liouville deriwet for o € (0, 1),

JDfa(t) = ﬁ% /a (t — 7)o (r)dr. (6)

The following theorem holds for any function(-) that is analytic in an intervale, d) O
[a, b]. See[[6] for a more detailed discussion and [32] for a diffeproof.

Theorem 2.1.Let(c,d), —o0 < ¢ < d < 400, be an open interval iR, and|a, b] C (c,d)
be such that for each € [a, b] the closed ballB,_,(t), with center att and radiusb — a,
liesin(c,d). If z(-) is analytic in(c, d), then

. 1 aa®) 1)
oD Z El(k —a)I'(1 — ) (t—a)™. (7)

Proof. Sincez(t) is analytic in(c,d), andBy_,(t) C (c,d) for anyr € (a,t) with ¢t €
(a,b), the Taylor expansion af(7) att is a convergent power series, i.e.,

w(k)( ) t o T)k,

o(r) = alt — (¢ = 7)) =

Mg

k=0

and then, by((6),

¢ o0 )k (k)
Dfalt) = o | ((t—ﬂ‘“Zi( 2 (%—T)’f) & ®
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Since(t — 7)*~*z(*)(¢) is analytic, we can interchange integration with summaisan

1 d [ (=1)kz®F) @) [t .
oDiz(t) = ma <Z()]€7'()/a(t—7')k dT)

k=0
_ 1 d X[ (=D)kFz®)(t) .
- TAwa (kz!(kz+1—a)(t_ e )
1 [ (=1D)kg D (¢ L (CD)kae »
- i 2 (S s CUE 0 )
_ =) o
= Ta-at %
1 o0 (_1)k—1 (_1)k .
R V) 1;1 ((k; k=D T > 2 W(b)(t - a)F
Observe that
DY EDE KD R(DE — a(-D
G-o)k-11 B o)kl
_ (=D la
— (k—a)kl

since for anyk = 0,1,2, ... we havek(—1)*~1 + k(—1)¥ = 0. Therefore, the expansion
formula is reached as required. O

For numerical purposes, a finite number of term$in (7) is asebone has

Y (—DFaa®) (8

T e (UM ©)

oDix(t) =~

k=0
Remark 2.2. With the same assumptions of Theofem 2.1, we can exgandt ¢,

40 (p)

k!

z(r) =2(t+ (1 — 1)) T—t

k=0

wherer € (¢,b). Similar calculations result in the following approximearti for the right
Riemann-Liouville derivative:

Df(t) Z e IR

A proof for this expansion is available at [32] that uses ailainmelation for fractional
integrals. The proof discussed here, however, allows t@aeixan error term for this expan-
sion easily.
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2.1.2. Approximation Using Moments of a Function

By moments of a function, we have no physical or distribusease in mind. The naming
comes from the fact that, during expansion, the terms ofdaha f

V() = Vi(a(t)) = (1 - p) / (r—ap2c(r)dr, peN, r>a,  (10)

resemble the formulas of central moments (¢fl [8]). We asstimatV,(z(-)), p € N,
denotes thép — 2)th moment of a function:(-) € AC?[a, b].

The following lemma, that is given here without a proof, ie ey relation to extract
an expansion formula for Riemann-Liouville derivatives.

Lemma 2.3(cf. Lemma 2.12 of [12]). Letz(-) € AC[a,b] and0 < « < 1. Then the
left Riemann-Liouville fractional derivativg,D*z(-), exists almost everywhere ja, b].
Moreover,,Dfx(+) € Lyla,b] for 1 < p < L and

| [( z(a)

oDz (t) = T —a) |G—aP —I—/a (t— T)_O‘j:(T)dT] , t € (a,b). (11)

The same argument is valid for the right Riemann—Liouvidédtive and

T b
Dfa(t) = (11_a) [ 3 _(bt))a _ /t (r— t)—%(f)df} C te(ab)

Theorem 2.4 (cf. [7]). With the same assumptions of Lemimd 2.3, the left Riemann—
Liouville derivative can be expanded as

Dfalt) = S sa(t) + B - ) ()

_ a _alpa P(p_1+04) )
Z{ D= @) - P ], @2

whereV,,(t) is defined by{10) and

p—1+a
Ble) = F( (1+Z a—:_p' )7
1 I'p—1+«)
re—a)fla—1) (p—1!

C(a,p)

Proof. Integration by parts on the right-hand-side[of](11) gives

WDfa(t) = m— (f (f)a) (t—a) ™ + o= é(f)a) (t —a)'—®

1

! l1—a .
+ 7“2 —) /a (t—7) " %&(r)dr. (13)
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Since(r —a) < (t — a),

(t— )70 = (£ — q)lo (1 7= “)1_a.

Using the binomial theorem, we have

o (=

=0

in which the infinite series converges. Replacing(for- 7)1~ in (I3) gives

WDia(t) = U (f(f)a) (t—a) "+ e é(f)a) (t—a)'—

t—a)t ™ [T [STp-1+a) (T—a\") .
+m/a (;) I(a—1)p! (t—a) )$(T)d7’ t>a.

Interchanging the summation and integration operatiopsssible, and yields

aDgw(t) = %(t—a)_a—k%@_a)l—a
(t—a)y— S I'p—1+ ) ! —a)Pi(T)dr a
T pzor(a—l)p!(t—a)p/ (1 —a)?i(r)dr, t>

Decomposing the infinite sum, integrating, and doing andtitegration by parts, allow us
to write

z(a T(a —q)lma t
oDix(t) = 7“1(_)&) (t—a)™+ 7”2(_)@) (t—a)' =+ 7(;(2 _) 2 / E(r)dr

(t—a)l—a o ’Y(Ol,p) P B tT_ap_lm._T i
+p<2_a>;p!(t_a)p[<t Pito — [ (v apatrd]

z(a T — )" X y(a
— ( ) (t_a)—a+ (t) (t_a)l—a+ (t ) ) Z’V(p;p)x(t)

I'l-a) I'2-—a) r2—-a
l—a t
Ay S it oo
where
(o, p) = 7”1{)(; 1_J;)a)
Repeating this procedure again, and simplifying the resatids the proof. O
The momentd/,(t), p = 2,3,..., can be regarded as the solutions to the following

system of differential equations:

{ Vp(t) = (1= p)(t — a)P~%a(t) (14)
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As before, a numerical approximation is achieved by takinty @ finite number of
terms in the series (12). We approximate the fractionalvdéve as

oD (t) = A(t — a) ™ (t) + B(t — a) ™ %&(t ZC’ap a)l PV (1), (15)

whereA = A(a, N) andB = B(«, N) are given by

A(a,N) = 1+§: _Ha (16)
T F(l—a =T ’
al p—1+a)
Bla, N) = F(2—a ( Z:: T(a — Dl ) (17)

Remark 2.5. This expansion has been proposed.in [14] and a simplificatambeen made
in [8], which uses the fact that the infinite ser@p 1 Ff’ “Sa) tends to—1, and concludes
that B(«) = 0, and thus

N
oDa(t) ~ A(a, ) = > Cla,p)t PV, (1), (18)
p=2

In practice, however, we only use a finite number of termsrieseTherefore,

p—1+a)
1+Z T ;éo,

and we keep here the approximation in the form of equai®) [3]. To be more precise,
the values oB(«a, N), for different choices olV anda, are given in Tablé]1. It shows that
even for a largeV, whena tends to oneB(«, V) cannot be ignored.

Table 1. B(«, N) for different values of « and N.

N 4 7 15 30 70 120 170
B(0.1,N) | 0.0310 0.0188 0.0095 0.0051 0.0024 0.0015 0.0p11
B(0.3,N) | 0.1357 0.0928 0.0549 0.0339 0.0188 0.0129 0.0101
B(0.5,N) | 0.3085 0.2364 0.1630 0.1157 0.0760 0.0581 0.0488
B(0.7,N) | 0.5519 0.4717 0.3783 0.3083 0.2396 0.2040 0.1838
B(0.9,N) | 0.8470 0.8046 0.7481 0.6990 0.6428 0.6092 0.5884
B(0.99,N) | 0.9849 0.9799 0.9728 0.9662 0.9582 0.9531 0.9498

Remark 2.6. Similar computations give rise to an expansion formula,fof, the right
Riemann-Liouville fractional derivative:

N
(D (t) = A(b —t) ™z (t) — B(b— )= > Cla,p)(b—t) P Wy(t),
p=2
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where ,
Wo(t) = (1 - p) / (b — 72 (r)dr.

The coefficientsA = A(a, N) and B = B(a, N) are the same agl6) and (17) respec-
tively, andC(«, p) is as before.

Remark 2.7. As stated before, Caputo derivatives are closely relatelddse of Riemann—
Liouville. For any function(-), and fora € (0, 1) for which these two kind of fractional
derivatives, left and right, exist, we have

€ Dfalt) = o Dflt)
and ;
Dpa(t) = Dfalt) —

Using these relations, we can easily construct approxiomebrmulas for the left and right
Caputo fractional derivatives, e.g.,

ODex(t) ~ Alo, N)(t —a) %x(t) + Blo, N)(t — a)~%i(t)

S z(a)
- Z C(a,p)(t - a)l—p—a‘/;)(t) - (t — CL)a .
p=2

2.1.3. Examples

To examine the approximations provided so far, we take sestdtnctions, and appli/l(9)
and [I5) to evaluate their fractional derivatives. We cotepDfz(t), with o = 3, for
z(t) = t* andx(t) = €*. The exact formulas for the fractional derivatives of paignials

are derived from
P(TL + 1) tn—O.S

I'(n+1-0.5) ’
and for the exponential function one has

o DY (t") =

OD?'5(6M) - t—0'5E1,1_o.5()\t)a

whereE, g is the two parameter Mittag—Leffler functidnl (1).

Figure[1 shows the results using approximatidn (9). As weses the third approxi-
mations are reasonably accurate for both cases. Indeed(t#for= ¢*, the approximation
with N = 4 coincides with the exact solution because the derivatiesder five and more
vanish.

Now we use approximatiof (IL5) to evaluate fractional dérea of the same test func-
tions. In this case, for a given functiar(-), we can computé’, by definition, equation
(10). One can also integrate the systém (14) analyticdlppssible, or use any numerical
integrator. Itis clearly seen in Figuré 2 that one can gdebeg¢sults by using larger values
of N. Comparing Figurek]1 ard 2, we find out that the approxima@)rshows a faster
convergence. Observe that both functions are analytictamdasy to compute higher-order
derivatives.
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N=3, E=0.028503 1 [| - N=3 E=0.089841

(@) oD (t") (b) 0 DF?(e")

Figure 1. Analytic (solid line) versus numerical approxtioa (9).

14

Analytic Analytic
—-—-N=1, E=0.26792 —-—-N=1, E=0.74738
— — — N=2, E=0.14821 /A 12| = — ~N=2, E=0.40156 /

257 N=3, E=0.098334 N=3, E=0.26223 /

0.5F

(@) oD (t*) (b) 0 DF*(e*")

Figure 2. Analytic (solid line) versus numerical approxtioa (15).

Remark 2.8. A closer look to(@) and (15) reveals that in both cases the approximations
are not computable ai andb for the left and right fractional derivatives, respectiyelAt
these points we assume that it is possible to extend thenmgously to the closed interval
[a, b].

Following Remark 2.5, we show here that neglecting the festsdtive in the expansion
(I5) can cause a considerable loss of accuracy in computadioce again, we compute the
fractional derivatives of(t) = t* andxz(t) = €%, but this time we use the approximation
given by [18). Figuré]3 summarizes the results. Approxiomafil3) gives a more realistic
approximation using quite smal, 3 in this case.

2.2. Hadamard Derivatives

For Hadamard derivatives, the expansions can be obtaireduiet similar wayi[2/7].
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25 T 12 T
Analytic Analytic
+ Approximate, B # 0, N=3, E=0.098334 11 + Approximate, B # 0, N=3, E=0.26223
— - — Approximate, B = 0, N=3, E=0.40046 — - — Approximate, B = 0, N=3, E=2.0055
15r
1l
05 7
] e ~

(b) OD?‘S (6215)

(@) o DY ()
Figure 3. Comparison of approximatidn [15) and approxioma{il8) of [8].

2.2.1. Approximation by a Sum of Integer Order Derivatives

Assume that a function(-) admits derivatives of any order, then expansion formulagi®
Hadamard fractional integrals and derivatives:pin terms of its integer-order derivatives,
are given in[[10, Theorem 17]:

oIfa(t) = iS(—a, k)tF ) (1)
k=0

and

where

is the Stirling function.
As approximations, we truncate infinite sums at an apprapader N and get the
following formulas:

N
oLy x(t) ~ Z S(—a, k)tFz® (1),

and
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2.2.2. Approximation Using Moments of a Function

The same idea of expanding Riemann—Liouville derivativeish slightly different tech-
niques, is used to derive expansion formulas for left anktfiggdamard derivatives. The
following lemma is a basis for these new relations.

Lemma 2.9. Leta € (0,1) andz(-) be an absolutely continuous function pnb]. Then
the Hadamard fractional derivatives may be expressed by

Doa(t) = % <1n 2) o ﬁ / t <1n ;) Cimdr o)

T - b T\ @,
«Dpa(t) = % <ln%> - ﬁ/t <ln ;) z(7)dr.

A proof of this lemma, for an arbitrary > 0, can be found in [18, Theorem 3.2].

and

Theorem 2.10.Let0 < a < bandz : [a,b] — R be an absolutely continuous function.
Then

with

F(p +a— 1)
D(—a)I(1+a)(p— 1)V

i = - [ (n2) 7 X

Proof. We rewrite [(19) as

oDi'x(t) = % <ln£>_a+ﬁ/j% <ln£>_am’c(7—)dr

and then integrating by parts gives
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Now we use the following expansion fém L)', using the binomial theorem,

11—« -« -«
InZ
<ln E> B <ln E) <1 - n?)
T a In -

) T & T(p—140a) (InI)”
- <ln5> 2 T (i)

p=0

This implies that

0 = (o) " () ()

x i FF(I(’Q _11+)p0,‘) ( 2) B / t (10 2)" () + rie (e

p=0

Extracting the first term of the infinite sum, simplificaticesd another integration by parts
usingu = (In2)”, du = (p)X (In 2)"~" anddv = [i(7) + rié(7)]dr, v = 7i(r) yields

> (Fcfp_ . )1(;_@;)! <1n g) - / (D) dryar

p=1

A final step of extracting the first term in the sum and intdgraby parts finishes the
proof. O

For practical purposes, finite sums up to ordeare considered and the approximation
becomes

N l—a—p
£ clap (ml) v (20)
p=2
with
B 1 Y Tp+a-1)
AN = e (“1,22 Ta)p—1) )
B 1 Y Tp+a—1)
B(a, N) o) <1+p§:1 NCEST )
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Remark 2.11. The right Hadamard fractional derivative can be expandethasame way.
This gives the following approximation:

Dx(t) ~ Ala,N) <ln§>_aw(t) — B(a, N) <ln %)H ti(t)

_ pé Cla,p) <ln %) B

with

2.2.3. Examples

In this section we apply (20) to compute fractional derivedi of ordery = % forz(t) = t*
andz(t) = In(t). The exact Hadamard fractional derivative is availablexf@) = ¢* and
we have

Vint

r(1.5)

DAt =

Forz(t) = In(t), only an approximation of the Hadamard fractional derixats found in
the literature:

1 0.5908179503
D5 In(t) ~ + 9t%erf(3v1nt).
1P In(t) 1(0.5)vInt T(0.5) ( )

The results of applyind (20) to evaluate fractional deiest are depicted in Figuke 4.

35

18

Analytic
—-—-N=3, E=0.72399

Analytic
L] +  N=8,E=7.1715e-016

14

16

30| — — —N=4,E=0.38
© N=5,E=0.22964

12

0.8

0.6

0.4

0.2

1 2 3 4 5 6 7 8 9 10 1 12 14 16 18 2
t t

(@) 1D (Int) (b) 1 DY (t*)

Figure 4. Analytic versus numerical approximatignl(20).
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2.2.4. Error Analysis

When we approximate an infinite series by a finite sum, thecehof the order of approx-

imation is a key guestion. Having an estimate knowledge widation errors, one can
choose properly up to which order the approximations shbealthade to suit the accuracy
requirements. In this section we study the errors of theamations presented so far.

Separation of an error term il (8) concludes in

t N 1)k
Ditalt) = r(ll—a);f/ <(t_7)_az( o (t)(t_T)k>dT

k=0
L d/f R e WA )
+ F(l—a)@/a <(t_7_) k:%:—HT(t—T)k> dr. (21)

The first term in[(211) gives$ {9) directly and the second terthéserror caused by truncation.
The next step is to give a local upper bound for this etkr(t).
The series

(L q)kgk)
Z w(t—ﬂk, T € (a,t), te(a,b),
k=N+1

is the remainder of the Taylor expansionadf-) and thus bounded (Nf‘fl)! (t— T)N+1‘
in which

M = max |2V (7)),
T€Ea,t]

Then,

(t_a)N—l-l—a.

M d [t o
Et?"(t)é ‘F(l—a)(N—Fl)'a/a (t—T)NJrl dr| =

'l —a)(N+1)!

In order to estimate a truncation error for approximat(ds))(the expansion procedure
is carried out with separation éf terms in binomial expansion as

1 r—a\'™® B 'p—1+a) (T—a p
t—a N Fla—1p! \t—a

'p—1+a) <T—a

Mg

p=0

I
Mz

p
e () e @)

p=0

where
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Substituting[(2R) into[(113), we get

oDia(t) = m(t—a)_“rr(z_a)(t—a)l‘“
(t—a)~ [ Nr(p—1+oz) T—a\’
TTe-a) /a (I; T(a—1)p! <t—a> +RN(T)) E(r)dr
N I‘(glj(i)a) (E=a)™ I‘é(i)a) (t—a)ye
(t—a)t= [t al IF'p—1+a) (t—a\") .
+F(2—oz) /a (pz(] I'(a—1)p! <t—a> )ZL'(T)dT

(t —a)l=@

+m /a RN(T)QZ‘(T)dT

At this point, we apply the techniques 0f [8] to the first thteams with finite sums. Then,
we receive[(1b) with an extra term of truncation error:

(t —a)l—@

m/a Ry (1)@ (T)dr.

Since0 < =2 < 1for 7 € [a, ], one has

E,(t) =

=~ |[T(p-1+a = |/1-a ®  (1-a)?+l-a
ma) < 3 |- > >
[ = 1)p! p p
PNl p=N+1 p=N+1
_ /Oo e(l—a)2+l—ad B e(l—a)2+1—a
— =N p2—a P = (1 _ a)Nl—a'
Finally, assumingl, = max ‘x@) ()|, we conclude that
TE|a,t
(1—a)? 41—«
B ()] < Logz— t— )i,

2 -—a)(l- a)Nl—O‘(

Remark 2.12. Following similar techniques, one can extract an error bduor the ap-
proximations of Hadamard derivatives. When we considetefsiims in(20), the error is
bounded by

e(l—a)2+1—a 1-a
1B 0] < L) ey — ey <ln —> (t—a),

where

L(t) = max |z(7) + 72(7)].
T€a,t]
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3. Direct Methods

There are two main classes of direct methods in the classatalilus of variations and
optimal control. On the one hand, we specify a discretipasicheme by choosing a set of
mesh points on the horizon of interest, say- to,t1,...,t, = b for [a,b]. Then we use
some approximations for derivatives in terms of unknowrcfiom values at; and, using
an appropriate quadrature, the problem is transformed tata limensional optimization
problem. This method is known as Euler's method in the litee[15]. Regarding Figufé 5,
the solid line is the function that we are looking for, nekeftess, the method gives the
polygonal dashed line as an approximate solution.

to t1 to t; th—1  tn

Figure 5. Euler’s finite differences method.

On the other hand, there is the Ritz method, that has an éstetw functionals of
several independent variables which is called Kantoréwintethod. We assume that the
admissible functions can be expanded in some kind of serigs,power or Fourier's series,
of the form

2(t) = 3 arduld).
k=0

Using a finite number of terms in the sum as an approximatiot same sort of quadrature
again, the original problem can be transformed to an equivalptimization problem for
ap, k=0,1,...,n.

In the presence of fractional operators, the same ideagglied to discretize a prob-
lem. Many works can be found in the literature that use diffietypes of basis functions to
establish Ritz-like methods for fractional calculus ofiations and optimal control.

3.1. Euler-like Methods

The Euler method in the classical theory of the calculus datians uses finite differences
approximations for derivatives and is referred also as ththod of finite differences. The
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basic idea of this method is that instead of considering #hees of a functional

b
Tz ()] = / L(t, o(t), #(t))dt

with boundary conditions:(a) = =, andx(b) = x3, on arbitrary admissible curves,
we only track the values at an + 1 grid points, ¢;, ¢ = 0,...,n, of the inter-
ested time interval[ [29]. The functional[z(-)] is then transformed into a function
U(z(ty),z(t2),...,z(t,—1)) of the values of unknown function on mesh points. Assuming

Ti—Ti—1

h=t; —ti_1, z(t;) = x; ands; = ===, one has

n
Ti— Ti_
Ja()] ~ W(enes,...,za)=hy L <“” T1> ’
i=1
Ty = Zq, Tp = Tp.

The desired values af;, i = 1,...,n — 1, are the extremum of the multi-variable function

W which is the solution to the system

oV
al’i N

0, i=1,...,n—1.

The fact that only two terms in the suifi,— 1)th andith, depend om;, makes it rather
easy to find the extremum df solving a system of algebraic equations. For eackve
obtain a polygonal line which is an approximate solutiontaf briginal problem. It has
been shown that passing to the limit/as— 0, the linear system corresponding to finding
the extremum ofl is equivalent to the Euler—-Lagrange equation of the problem

3.1.1. Finite Differences for Fractional Derivatives

In classical theory, given a derivative of a certain ordér), there is a finite difference
approximation of the form

where(7) is the binomial coefficient and

(Z) :n(n—l)(n—Qli!---(n—k‘—Fl)’ i

The Grinwald-Letnikov definition of fractional derivagivs a generalization of this for-
mula to derivatives of arbitrary order.

The series in[(2) andl3), the Grinwald-Letnikov definisiooonverge absolutely and
uniformly if z(-) is bounded. The infinite sums, backward differences for ¢ffteaind for-
ward differences for the right derivative in the Grinwaldtnikov definitions for fractional
derivatives, reveals that the arbitrary order derivati’a function at a time depends on
all values of that function ifi—oo, t] and[t, co), for left and right derivatives respectively.
This is due to the non-local property of fractional derivas.
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Remark 3.1. Equations(2) and (8) need to be consistent in closed time intervals and we
need the values of(t) outside the intervala, b]. To overcome this difficulty, we can take

oy [ x(t) telab),
v (t)—{ 0 tdlab]
Then we assunfel D¢z (t) = G Dea* () and9E D (t) = G Dga* (t) for t € [a, b].
This definition coincides with Riemann—Liouville and Capderivatives. The latter is

believed to be more applicable in practical fields such amergng and physics.

Proposition 3.2 (See [25]) Let0 < a < n, n € Nandxz(-) € C" ![a,b. Suppose
also thatz(™)(-) is integrable or{a, b]. Then, for every, the Riemann—Liouville derivative
exists and coincides with the Gmwald—Letnikov derivative and the following holds:

L@ ()t — a)i—e t
oDfa(t) = Z_; FE 3&_30 + F(nl—a) / (t =) o™ (r)dr

= “Lpog(t).

a t

Remark 3.3. For numerical purposes we need a finite serie§2n Given a grid on[a, b
asa = to,ty,...,tn, = b, wheret; = to 4+ ih for someh > 0, we approximate the left
Riemann-Liouville derivative as
(6% 1 i «
WDPw(ts) % w2y (W) alti — kh), (23)
k=0
« « I'k—a
where(wp) = (-1)*(}) = %
Similarly, one can approximate the right Riemann—Lioevilerivative by
(wi) x(t; + kh). (24)
0

3
|

|-
i

Remark 3.4. The Giinwald—Letnikov approximation of Riemann—Liouville isrstforder
approximation [25], i.e.,

[

> (wp) a(ti — kh) + O(h).

k=0

1
oDfe(ts) = —
Remark 3.5. It has been shown that the implicit Euler method solution teedain frac-
tional partial differential equation based on the @wald-Letnikov approximation to the
fractional derivative, is unstablé [23]. Therefore, distizing fractional derivatives, shifted
Grunwald-Letnikov derivatives are used and, despite thédtstigfference, they exhibit a
stable performance, at least for certain cases. The shi@tethwald—Letnikov derivative is
defined by

1 (2
S DRa(t) ~ e D (@)t — (k= 1)h).
k=0
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Other finite difference approximations can be found in tierditure. We refer here
to the Diethelm backward finite difference formula for Capsifractional derivative, with
0 < a < 2 anda # 1, which is an approximation of ordé?(h2~) [16]:

—a 7 LCVJ . k1 k
h (i —Jj)"h
o Di'a(t;) T2 a) ;:0: Gij | Ti—j 1;:0: %l ¥ (a) |

where
1, if i =0,
aij=14 (G+D7e=2m+ (G-t if0<j<i,
(1—a)i— -+ i -1t if j=i.

3.1.2. Euler-like Direct Method for Fractional Variationa | Problems

As mentioned earlier, we consider a simple version of foameti variational problems where
the fractional term has a Riemann—Liouville form on a finiteet interval[a, b]. The bound-
ary conditions are given and we approximate the problengubkim Griinwald—Letnikov ap-
proximation given by[(23). In this context, we discretize fhnctional in[(4) using a simple
guadrature rule on the mesh poinis+= tg,t1,,...,t, = b, With h = b‘T“ The goal is to
find the values:y, xo, . . ., z,,—1 of the unknown function:(-) at pointst;, i = 1,...,n—1.
The values ofry andz,, are given. Applying the quadrature rule gives

n ti n
Jz()] = Z/t L(ts, wiya Dfws)dt = Y hL(t;, @i, Dy ;)
i=1 Jti-1

i=1

and by approximating the fractional derivatives at mesintsaiising[(28) we have

J[z()] ~ Y hL (t i, hia > (W) xi_k> . (25)
=1 k=0

Hereafter the procedure is the same as in the classical Thseaight-hand-side of (25) can
be regarded as a functioh of n — 1 unknownsx = (x1,x2,...,Tp-1),

U(x) = ;hL <ti,xi, hia kz_o (wg‘):ﬂ,_k> . (26)

To find an extremum fo, one has to solve the following system of algebraic equa-

tions:
ov

8:L'Z' N
Unlike the classical case, all terms, starting fromtheterm in [26), depend on; and we
have

0, i=1,...,n—1. (27)

ov oL N =1 , 0L N
o~ hea— (b, zi, o Di'i) + hkzzo e W) 5—pa- aDtaw(tHk,ka,aDt Tivk).  (28)
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Equating the right-hand-side &f (28) with zero, one has

oL N 1 &, oL N
a(tu zi, o D' x;) + ho kz_o (wg) m(twk, Titk,aDf'zipr) = 0.
Passing to the limit, and considering the approximatiomfda for the right Riemann—
Liouville derivative, equatiori(24), it is straightforwto verify that:

Theorem 3.6. The Euler-like method for a fractional variational problesfithe form(d) is
equivalent to the fractional Euler—Lagrange equation
oL oL

92y pe 92
oz ! 9 Dl 0

as the mesh sizé, tends to zero.

Proof. Consider a minimizefxy,...,z,_1) of ¥, a variation functior € C|a, b] with
n(a) = n(b) = 0 and definey; = n(t;), fori = 0,...,n. We remark thatjy = 7, = 0
and that(zy + eny, ..., zp—1 + enn—1) is a variation of(x1, ..., z,_1), with |e| < r, for

some fixedr > 0. Therefore, sincéz,...,z,_1) is a minimizer for¥, proceeding with
Taylor’s expansion, we deduce that

0 < \I/(xl +€en,...,Tp—1+ enn_l) — \I/(xl, .. ,CL‘n_l)

" loL OL .1 <, .
= Egh %Mnﬂrﬁmﬁ kzzo(wk)m—k + O(e),

where '

, 1 & o

[Z] = <ti,ZL'Z', ﬁ Z(wk)xl—k> .

k=0

Sincee takes any value, it follows that

OL . OL . 1 <,

Zh 8 Da[ ]ﬁ kzzo(wk)ni—k] =0. (29)

On the other hand, sineg = 0, reordering the terms of the sum, it follows immediately
that

n 7

oL .
P aan‘HZ wk i— k—;nzz_:

Substituting this relation into equatidn (29), we obtain

L =l A

n 1 n—u N 8L .
> * i k) gl £ =0
Sincen; is arbitrary, fori = 1,...,n — 1, we deduce that
OL . 1 &, . 0L ,
8_w[l]+h_az(wk)8aDa[Z+k] =0, fori=1,...,n—1.
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Let us study the case whengoes to infinity. Lett €]a,b] andi € {1,...,n} such that
t;_1 < t < t;. First observe that, in such case, we also have co andn — i — oo. In
fact, leti € {1,...,n} be such that

a+(i—1)h<i<a+ih
So,i < (t — a)/h + 1, which implies that

n—i>nb_f
b

—a

Then

Nn—00,1—>00
Assume that there exists a functiore Cla, b] satisfying
Ve >03INVn> N :|x; —Z(t;)| <e, Vi=1,...,n—1
As T is uniformly continuous, we have

Ve >03INVn >N :|z; —Z(t)| <e, Vi=1,...,n—1.

By the continuity assumption af, we deduce that

1, L, 0L L OL
poim 7a Z::(wk)aaDta [i + k] =D} TD?(t’w(t)’aDz (t)).

Forn sufficiently large (and thereforealso sufficiently large),

. oL.. OL._ _ _ s
i) = 2 (. F@), o DFE(D).
In conclusion,
8L___ Q=7 aaL I =(F a— (7
%(ta (L'(t), aD{ (L’(t)) + tDb TD?(L x(t)a aD{ (L’(t)) = 0. (30)
Using the continuity condition, we prove that the fractibBaler—Lagrange equatiop (30)
holds for all values on the closed intervak ¢ < b. O

3.1.3. Examples

Now we apply the Euler-like direct method to some test pnwoisidor which the exact
solutions are known. Although we propose problems for therual [0, 1], moving to
arbitrary intervals is only a matter of more computations.nfeasure the errors related to
approximations, different norms can be used. Since a dinethod seeks for the function
values at certain points, we use the maximum norm to deteriminv close we can get to
the exact value at that point. Assume that the exact valuleeofunctionz(-), at the point
t;, isz(t;) and it is approximated by;. The error is defined as

E = max{|z(t;) — x|, i=1,--- ,n—1}.



26 Shakoor Pooseh, Ricardo Almeida, Delfim F. M. Torres

Example 3.7. Our goal here is to minimize a quadratic Lagrangian 1] with fixed
boundary conditions. Consider the following minimizatgoblem:

1 2 .
Jz(-)] = fo (oD?ﬁaj(t) - %tm) dt — min (31)
z(0) =0, z(1) = 1.
Since the Lagrangian is always positive, probll) attains its minimum when
2

DO (4) — A5

and has the obvious solution of the forrtt) = ¢* becausg DY-5t% = %tm.

To begin with, we approximate the fractional derivative by
1 7
oD Px(t;) ~ 705 > (W) a(t; — kh)
k=0

for a fixedh > 0. The functional is now transformed into

1 i 2
Jz()] = /0 (%g(wgﬁ) wi_k—r(;5)t1'5> dt.

Finally, we approximate the integral by a rectangular ruié end with the discrete problem

n % 2
Yo =2 (héﬁ 2 (@) ik F(§.5)t%'5> |
=1 k=0

Since the Lagrangian in this example is quadratic, sysieinh@s a linear form and there-
fore is easy to solve. Other problems may end with a systeromfrrear equations. Simple
calculations lead to the system

in which
[ E?{o; A7 Z?{é AiAin Z?{é—z AiAi_(n-2) ]
2?203 AiAi 2?213 A? e Z?:%—s AiA;(n—3)
A= | 250 Ay 2 AAi o Y5 AA ey |
L S0 AiAiin—2 g AiAisn-g 0 Yo A?

where4; = (—1)a"5 (%) andb = (b1, ba, - , by_1) With

n—1i

b:zzhm’%l-f’.—A A — an A
! =0 P(2.5) bt e k=0 Rk .

Since system[(32) is linear, it is easily solved for différgalues ofn. As indicated in
Figure[6, by increasing the value ofwe get better solutions.

Let us now move to another example for which the solution taiokd by the fractional
Euler—Lagrange equation.
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Analytic solution _
0.9H — — — Approximation: n = 5, Error= 0.03 VA
— - — - Approximation: n = 10, Error= 0.02 //

0.8 +  Approximation: n = 30, Error= 0.006 / E
0.7
0.6

Figure 6. Analytic and approximate solutions of Exaniple 3.7

Example 3.8. Consider the following minimization problem

Jx()] = f ( DYz (t) — jzz(t)) dt — min (33)
{ z(0) =0, z(1) = 1.
In this case the only way to get a solution is by use of Eulegrérege equations. The La-

grangian depends not only on the fractional derivative,dab on the first order derivative
of the function. The Euler—Lagrange equation for this agtthecomes

oL oL

o d (OL
%‘FtDbm_a(%) =0,

and by direct computations a necessary conditionfigi to be a minimizer of33) is

1
+DT'1 +22(t) =0 or #(t)

20(1 — a) (1-1%)
Subject to the given boundary conditions, the above secahet @rdinary differential
equation has the solution

1
*) =33

. 1 1
—a)(l_t)2 * (1_ 2F(3—oz)>t+ (3 — a)

. (34)
—
Discretizing problem[(33) with the same assumptions of ExafB.7 ends in a linear
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1 T
Analytic solution y
0.9H — — — Approximation: n =5, Error= 0.007 s g
— - — - Approximation: n = 10, Error= 0.003 s
0.8} +  Approximation: n = 30, Error= 0.001 7 E
0.7 R
0.6 h
g o5} 1
v
0.4 e R
0.3 h
0.2 R
0.1p h
0.51 0.52 0.53

0 Il Il Il Il

0 0.2 0.4 0.6 0.8 1

Figure 7. Analytic and approximate solutions of Exaniple 3.8

system of the form

-2 -1 0 0 0 0__351_ -bl_
-1 2 -1 0 0 0 To b2
0 -1 2 —1 -~ 0 0 vy | = | b3 | (35)
| 0 0 0 0 -1 2 1 L Tn-1 L bn—l i
where
n—i—1
bzzﬁ ( 1)kh05 05 ) 221727 ,’I’L—Q,
2 k
k=0
and
1
_h k.05 (0.5

System((3b) is linear and can be solved for artp reach the desired accuracy. The analytic
solution together with some approximated solutions arevahio Figure[T.

Both examples above end with linear systems and their sitityab simply dependant
to the matrix of coefficients. Now we try this method on a maseplicated problem, yet
analytically solvable, with an oscillating solution.
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Example 3.9. Consider the problem of minimizing1 Ldt subject to the boundary condi-
tionsz(0) = 0 andz(1) = 1, where the Lagrangiad is given by

B _ 16I(6) 45  200(4) 5 s\
L= <°D? a(t) = T'(5.5) o T(3.5) - r(1.5)t05> '

This example has an obvious solution too. Sihds positive, the minimizer is

x(t) = 16t5 — 20t + 5t.

Note that, D¢ (t — a)” = IE((ZI;)) e,

The appearance of a fourth power in the Lagrangian, resulésrionlinear system as
we apply the Euler-like direct method to this problem. Fet 1,--- ,n — 1 we have

n

i 3
> (@) <% > (@R®) @i - <z><ti>> =0, (36)
i=j k=0

where

_161°(6) 45  200(4) 55 5 05

‘O=Tes' TTes' ~Tas

System|(3b) is solved for different values:ofind the results are depicted in Figlte 8.

N M <
R "/ 7
I~ .//
/
, i
N\ . /
N /
—2r Analytic N 1
— + — Approximation: n = 5, E= 1.48e+000 N
_25H ~— — Approximation: n = 20, E= 3.01e-001 * |
Approximation: n = 90, E= 6.18e-002

0 0.2 0.4 0.6 0.8 1
t

Figure 8. Analytic and approximate solutions of Exaniplé 3.9
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4. Indirect Methods

As in the classical case, indirect methods in fractionaksgrovide the necessary condi-
tions of optimality using the first variation. Fractional lBu-Lagrange equations are now
a well-known and well-studied subject in fractional caleul For a simple problem of the
form (4), following [1], a necessary condition implies thié solution must satisfy a frac-
tional boundary value differential equation.

Theorem 4.1(cf. [1]). Letz(-) have a continuous left Riemann—Liouville derivative of
order o and J be a functional of the form

b
ﬂﬂﬂz/lﬁwwmm%wﬂt 37)

subject to the boundary conditionga) = x, andx(b) = x;. Then a necessary condition
for J to have an extremum for a functiar(-) is that z(-) satisfies the following Euler-
Lagrange equation:

oL a_0OL  __
oz + tDb 0 DYz — O’ (38)
z(a) = x4, x(b) =z,

which is called the fractional Euler-Lagrange equation.

Proof. Assume that*(¢) is the desired function and le{t) = =*(t) + en(t) be a family
of curves that satisfy boundary conditions, ix(¢) = n(b) = 0. Since, Dy is a linear
operator, for any:(-), the functional becomes

b
Sl ()] =/ L(t, 2" (t) + en(t), o D™ (t) + ea Dy () )dt,

which is a function ok, J[e]. SinceJ assumes its extremumat= 0, one has‘fl—f\gzo =0,
i.e.,
b
oL oL
—n+ ———Dfn| dt =0.
/a [8wn+8an‘m tn} 0

Using the fractional integration by parts of the form

b b
/gwwﬁwﬁ=/f®m%®ﬁ

on the second term and applying the fundamental theoremeotdlculus of variations
completes the proof. O

Remark 4.2. Many variants of this theorem can be found in the literatudéferent types
of fractional terms have been embedded in the Lagrangianappiopriate versions of
Euler—Lagrange equations have been derived using progegiation by parts formulas.
Seel[1] 8,6, 22, 24] for details.
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For fractional optimal control problems, a so-called Haomian system is constructed
using Lagrange multipliers. For example, cfl [9], assuna de are required to minimize
a functional of the form

such thatz(a) = x4, x(b) = xp and,Diz(t) = f(t,x(t),u(t)). Similar to the classical
methods, one can introduce a Hamiltonian

H = L(taw(t)7u(t)) + )‘(t)f(t’w(t)7u(t))7

where\(t) is considered as a Lagrange multiplier. In this case we d#fi@e@augmented
functional as

b
Tl (), u(),A()] = / (1, (1), u(t), A(t)) — A(t)o D (8)dt.

Optimizing the latter functional results in the followingeessary optimality conditions:

A\
{DEX(t) = 91 (39)
9 —

Together with the prescribed boundary conditions, thisesaktwo point fractional bound-
ary value problem.

These arguments reveal that, like the classical caseidnattvariational problems end
with fractional boundary value problems. To reach an ogtsoéution, one needs to deal
with a fractional differential equation or a system of fiantl differential equations.

The classical theory of differential equations is furnshv@th several solution meth-
ods, theoretical and numerical. Nevertheless, solvingetifmal differential equation is a
rather tough task [12]. To benefit those methods, espea@élbolvers that are available to
solve an integer order differential equation numericallg, can either approximate a frac-
tional variational problem by an equivalent integer-ordee or approximate the necessary
optimality conditions[(38) and (39). The rest of this settiliscusses two types of approx-
imations that are used to transform a fractional problerm®ia which only integer order
derivatives are present; i.e., we approximate the origimablem by substituting a frac-
tional term by its corresponding expansion formulas. Téimainly done by case studies
on certain examples. The examples are chosen so that dithehave a trivial solution or
it is possible to get an analytic solution using fractionaldf—Lagrange equations.

By substituting the approximationis] (9) @r (15) for the fratl derivative in[(3F7), the
problem is transformed to

b N1yt )

k=0

_ /b L (), #(0), .2 ™(0)) dt
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or

t—a)* (t—a)>!

b . ; N .
) = L<t,x<t>,(A @, Bil chw) i

b
_ / L' (¢, a(t), (1), Va(t),..., V(1)) dt

{ Vo(t) = (1 = p)(t — a)P~2x(t)
Vy(a)=0, p=23,...

The former problem is a classical variational problem cioimig higher order derivatives.
The latter is a multi-variable problem, subject to somermadj differential equation con-
straint. Together with the boundary conditions, both abanablems belong to classes of
well studied variational problems.

To accomplish a detailed study, as test problems, we carisadte Examplé 318,

f (oD (t) — #2(t)) dt — min
{ 20y 2o, s (40)

and the following example.

Example 4.3. Givena € (0, 1), consider the functional

1
Jle()] = /0 (uDf(t) — 1)2dt (41)

to be minimized subject to the boundary conditief®) = 0 andx(1) = ﬁ Since the

integrand in(41) is non-negative, the functional attains its minimum whérf'x(t) = 1,
Le., fora(t) = iy

We illustrate the use of the two different expansions seplra

4.1. Expansion to Integer Orders

Using approximatiori (9) for the fractional derivative iij4we get the approximated prob-
N
Z a)t" %z (1) — @2 () | dt

lem
1
min J /

z(0) =0, w(l) =1,

which is a classical higher-order problem of the calculus/arations that depends on
derivatives up to orde’N. The corresponding necessary optimality condition is d-wel
known result.

(42)

Theorem 4.4(cf., e.g., [21]). Suppose that(-) € C?N[a, b] minimizes

/ bL(t, z(t), 2V (), 2P @),..., 2N (¢))dt
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with given boundary conditions

2NV (a) = an_1, NV (B) = by_;.

Thenz(-) satisfies the Euler—Lagrange equation

oL d [ 0L d> [ OL Ny oL
it (Nt =) - (=N [ =) =0. 43
or <83:(1)> e (83:(2)) DTG <(93:(N)> 0 43)
In general[(4B) is an ODE of orderV, depending on the ordé¥ of the approximation
we choose, and the method lea2éé — 2 parameters unknown. In our example, however,

the Lagrangian in(42) is linear with respect to all derivesi of order higher than two. The
resulting Euler—Lagrange equation is the second order ODE

that has the solution
z(t) = My (o, N)t>~® + My(a, N)t,

where
1 N
Mi(a,N) = - [Z<—1>"r<n+1—a>0<n,a>],

Mp(ew N) - = T3 - a)

n=0

1 N
14 o> (-1)"T(n+1- a)C(n,a)] .

Figure[9 shows the analytic solution together with sevepakaximations. It reveals that
by increasingV, approximate solutions do not converge to the analytic dihe. reason is
the fact that the solution (84) to Example]3.8 is not an aiafynction. We conclude that
(@ may not be a good choice to approximate fractional vianat problems. In contrast,
as we shall see, the approximatiénl(15) leads to good results

To solve Examplé_318 usin@](9) as an approximation for thetifsaal derivative, the
problem becomes

; 7 e —a.(n) 2
min J[z(-)] = /0 (; C(n,a)t" %z (t) — 1) dt,
2(0) =0, (1) = ﬁ

The Euler—Lagrange equation {43) give€/d order ODE. ForN > 2 this approach is
inappropriate since the two given boundary conditiof®) = 0 andz(1) = ﬁ are not
enough to determine tHV constants of integration.
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Figure 9. Analytic versus approximate solutions to Exarfp8using approximatior [9)
with o = 0.5.

4.2. Expansion through the Moments of a Function

If we use [I5) to approximate the optimization problém] (4@Gth A = A(a, N), B =
B(a,N) andC, = C(a, p), we have

ﬂwnzél

Vp(t) = (1= p)tP2x(t), p=2,...,N,
Vp(0) =0, p=2,...,N,
z(0) =0, z(1)=1.
Problem [(44) is constrained with a set of ordinary diffei@nequations and is natural to
look to it as an optimal control problem [26]. For that we aauce the control variable

u(t) = x(t). Then, using the Lagrange multiplieAs, X2, ..., Ay, and the Hamiltonian
system, one can redude [44) to the study of the two point kanyndhlue problem

i(t) = 3Bt' — I\ (1),

N
Atz (t) + B! (t) — > Cptt POV, (1) — i2(t) | dt,
p=2

(44)

Vo(t) = (1 —=p)tr~—2z(t), p=2,...,N, (45)
M(t) = At = 31— p)tP 2, (1),
M) =—Cpt=P=@) p=2 N,

with boundary conditions

z(0) =0, z(1) =1,
V,(0)=0, p=2,....N, A1) =0, p=2,...,N,

wherez(0) = 0 andz(1) = 1 are given. We hav&,(0) = 0, p = 2,..., N, due to[(14)
and)\,(1) =0,p = 2,..., N, becausd/, is free at final time fop = 2,..., N [26]. In
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Figure 10. Analytic versus approximate solutions to Exai$8 using approximatiof (1L5)
with o = 0.5.

general, the Hamiltonian system is a nonlinear, hard toesdivo point boundary value
problem that needs special numerical methods. In this basesver, [(4b) is a non-coupled
system of ordinary differential equations and is easilyesodlto give

N
_ C(a, p) E:

t :M ’Nt2 a __ —tp+ 1 + t’
x(t) = M(a, N) ggp(g_p_a) zpz p—oz)
where

N
1 it -p)
M(e,N) = 5555 | Bl M) - ey 0o 2 p—a)

p= 2

Figure[10 shows the graph of-) for different values ofV.
Let us now approximate Examgle 4.3 usifigl(15). The resuliigjmization problem
has the following form:
2

1 N
min  J[z(:)] = /O At™x(t) + Bt' i (t) = > Cpt' POV (t) — 1| dt,

Vo(t) = (1= p)t"*x(t), p=2,...,N, (46)
Vp(0) =0, p=2,...,N,
1

Following the classical optimal control approach of Poagin [26], this time with

N
u(t) = At~ ®a(t) + Bt' @ (t) — Y Cpt' PV, (1)
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Figure 11. Analytic versus approximate solution to Exar@pBusing approximatior (15)
with o = 0.5.

we conclude that the solution to (46) satisfies the systeniffefential equations

B(t) = —AB U a(t) + 0L, BTICtTPV,(t) + 2B7H272\ () + B~
Vo(t) =1 -ptr—2az(t), p=2,...,N,
A(t) = AB7HIN = N, (1 = p)tP 2N (1),
M(t) = —=B7'Cpt P\, p=2,...,N,

(47)
whereA = A(a,N), B = B(a,N) andC, = C(a,p) are defined according to Sec-
tion[2.1.2, subject to the boundary conditions

z(0) =0, z(1) = ﬁ> (48)
VZU(O):O? p:277N7 /\p(l):0, p:2,,N

The solution to systeni (#7]=(48), wifii = 2, is shown in Figuré11.

5. Conclusion

The realm of numerical methods in scientific fields is vastigwgng due to the very fast
progresses in computational sciences and technologie®rileless, the intrinsic complex-
ity of fractional calculus, caused partially by non-locabperties of fractional derivatives
and integrals, makes it rather difficult to find efficient nuio@ methods in this field. It

seems enough to mention here that, up to the time of this mepysand to the best of
our knowledge, there is no routine available for solvingagfional differential equation as
Runge—Kautta for ordinary ones. Despite this fact, howetber literature exhibits a grow-
ing interest and improving achievements in numerical nmaghfor fractional calculus in

general and fractional variational problems specifically.
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This chapter was devoted to discuss some aspects of the eriknown methods for
solving variational problems. Namely, we studied the rmaiof direct and indirect methods
in the classical calculus of variations and we also mentd@@me connections to optimal
control. Consequently, we introduced the generalizatmnthese notions to the field of
fractional calculus of variations and fractional optimahtrol.

The method of finite differences, as discussed here, seelsadagotential first candi-
date to solve fractional variational problems. Althoughrstiorder approximation was used
for all examples, the results are satisfactory and evergtindts more complicated than in
the classical case, it still inherits some sort of simpfieihd an ease of implementation.

The lack of efficient numerical methods for fractional véidaal problems is overcome,
partially, by the indirect methods of this chapter. Once ma@dformed the fractional vari-
ational problem to an approximated classical one, the ntyjof classical methods can
be applied to get an approximate solution. Neverthelesspthcedure is not completely
straightforward. The singularity of fractional operat@still present in the approximating
formulas and it makes the solution procedure more complicat
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