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Abstract—This paper is devoted to noisy optimization in case
of a noise with standard deviation as large as variations of the
fitness values, specifically when the variance does not decrease to
zero around the optimum. We focus on comparing methods for
choosing the number of resamplings. Experiments are performed
on the differential evolution algorithm. By mathematical analysis,
we design a new rule for choosing the number of resamplings for
noisy optimization, as a function of the dimension, and validate
its efficiency compared to existing heuristics.

Keywords—Noisy Optimization, Differential Evolution, Resam-
pling

I. INTRODUCTION

Differential Evolution (DE)[1] is a well-known algorithm
with an ability to handle second order information without
expensive Hessian computations. Essentially, it is usually
slower than CMA-ES or CMSA in terms of number of function
evaluations for randomly rotated ill conditioned functions[2]
but “vastly outperforms” CMA for less rotated functions[3].
It is a crucial component of [4] which won the LSCO2013
competition. Another less widely cited advantage (invisible
for comparisons for a fixed number of evaluations) which is
critical in high dimension is the small internal computation
time. It also won many competitions[5].

Research in noisy optimization is very important, because
(i) it is relevant in real applications and (ii) there are not so
many conclusive results in some important cases. In particular,
there are few papers focusing on strongly noisy optimization,
in which the standard deviation of noise has the same order
of magnitude as differences between fitness values. We point
out that this is not equivalent to additive noise: it is a form
of additive noise, but we have an additional requirement that
the order of magnitude of fitness values is the same as the
standard deviation of noise. This avoids the case of noisy
objective functions with very little noise, which might be of
some importance as well but which is not the focus of the
present paper.

Noisy optimization occurs frequently in power systems,
games[6] and Direct Policy Search[7]. For example, in games,
a success rate of 60% of program 1 against program 2 leads to
a standard deviation close to 1

2 : this is strong noise. As long
as Direct Policy Search deals with a success rate, the situation
is similar to games: when the expected reward (which is the
success rate) is p ∈ [0, 1], and if the objective function is the

outcome of a game, then the objective function is a Bernoulli
random variable1 with parameter p, and the standard deviation
is
√
p(1− p). Then, as long as p and 1− p are far from zero,√

p(1− p) has the same order of magnitude as fitness values.
The case of standard deviations converging to zero close to the
optimum is then the case of a zero risk close to the optimum,
which is a limited case.

Section II presents the state of the art, Section III presents
differential evolution and our proposed counterparts for noisy
optimization. Section IV presents experimental results.

II. STATE OF THE ART: NOISY OPTIMIZATION

In this paper, the fitness function is corrupted by noise.
Therefore, one single value of f(x,w) might not be a good
estimate of Ef(x,w). It is known that evolution strategies
might not converge in the presence of noise[8], [9], at least
without special treatment. As long as the noise is small in com-
parison to the differences between fitness values, everything
goes smoothly; but eventually, the algorithm stops converging.
Resampling fitness values in order to reduce the variance is a
natural solution[10]: instead of evaluating fitness values once,
evaluate them rn times (each), at iteration n, in order to reduce
the noise. Yet there is no clearly established rule for choosing
the number of resamplings.

More formally, with (i) denoting the ith independent copy
of a random variable, the N th resampling of f(x,w) de-
notes 1

N

∑N
i=1 f(x,w

(i)). Differential evolution involves only
pairwise comparisons. The comparisons are performed on the
empirical evaluation, so the candidate p′ outperforms p after N
resamplings if 1

N

∑N
i=1 f(p, w

(i)) < 1
N

∑N
i=1 f(p

′, (w)(i+N)).

A. Non-adaptive rules

[10] has proved mathematically that a non-adaptive rule
with exponential number of resamplings can lead to log-log
convergence, i.e. the logarithm of the distance to the optimum
typically scales linearly with the logarithm of number of
evaluations. [10] has also shown experimentally that a non-
adaptive rule with polynomial number of resamplings can lead
to the log-log convergence.

1A Bernoulli random variable has outcome 1 with probability p and 0 with
probability 1− p.



B. Adaptive rules

Bernstein races[11] are aimed at comparing probability dis-
tributions, thanks to empirical samples. The principle consists
in sampling each distribution until a statistically significant
difference between expectations is detected. It makes sense
to use Bernstein races for comparing a population of search
points; we can compare individuals until we have a statistically
significant ranking. Bernstein races have been applied for noisy
optimization in [12]. A problem arises when expected fitness
values are equal; in such a case, the algorithm might not
converge, just because the number of resamplings becomes
infinite. This is because, with probability at least 1 − δ for
some δ < 1, the Bernstein race runs until it finds a significant
difference, which is eternity when there is no significant
difference.

III. DIFFERENTIAL EVOLUTION & NOISY DIFFERENTIAL
EVOLUTION

A. Differential evolution

The Differential Evolution (DE) algorithm[1] is an op-
timization algorithm which operates in continuous search
spaces. DE belongs to the family of Evolutionary Algorithms
(EAs). It does not need the fitness function to be differentiable.
It is based on the four main steps of EAs : initialization,
mutation, recombination and selection. This process is iterated
until an acceptable solution is found or until a certain time
limit is reached. We use Differential Evolution as described in
Alg. 1. D is the dimension of the search space. Many variants
Algorithm 1 DE/rand/2: Pseudo-code of Differential Evolution. For
j ∈ {1, . . . , D}, (x)j denotes the jth coordinate of a vector x ∈ RD .

1: Input F ∈ [0, 2]: Differential weight
2: Input Cr ∈ [0, 1]: Crossover probability
3: Input λ: Population size
4: Initialize p1, . . . , pλ uniformly in the bounded search space
5: while not finished do
6: for i ∈ {1, . . . , λ} do
7: Randomly draw a, b, c, d and e distinct in {1, . . . , i−

1, i+ 1, . . . , λ}
8: Define

p′i = pa + F (pb − pc) + F (pd − pe) (1)

9: Randomly draw R ∈ {1, . . . , D}
10: for j ∈ {1, . . . , D}, do
11: if rand < Cr or j == R then
12: (p′′i )j = (p′i)j
13: else
14: (p′′i )j = (pi)j
15: end if
16: end for
17: pi = best(pi, p

′′
i ) (keep pi in case of tie)

18: end for
19: end while
exist, including self-adaptive parameters[13], [14], [15], [16]
and meta-heuristics for choosing parameters[17]. The mutation
step is a crucial point and several types exist. Most well known
are:

• DE/best/1 [18] : p′i = pbest + F (pb − pc);
• DE/best/2 [18] : p′i = pbest+F (pb−pc)+F (pd−pe);

• DE/rand/1 [18] : p′i = pa + F (pb − pc);

• DE/rand/2 (Eq. 1);

where pbest is the best point in the current population, pa,
pb, pc, pd and pe are distinct points randomly chosen in the
current population. In this paper we focus on “DE/rand/2”. We
use λ = 100 particles, F = 0.7 and Cr = 0.5.

B. Noisy differential evolution: state of the art

DE is simple, handles ill conditioning correctly, and spends
very little time in internal computation. However, the perfor-
mance of DE is unstable when the fitness function is corrupted
by noise[19].

Resamplings and threshold can be used to deal with noise.
[20] studied an improved DE (DE/rand/1) algorithm where
the scalar factor used to weigh the difference vector has
been randomized, called Differential Evolution with Random
Scale Factor (DE-RSF). A threshold based Selection Strategy,
aimed at overcoming the noise through resampling, has been
combined into the DE-RSF, namely DE-RSF-TS. Another
variant is DE-RSF with Stochastic Selection, namely DE-RSF-
SS, with which the offspring is selected as the parent of next
generation with probability calculated by the ratio of the fitness
of parent to the one of the offspring. [20] showed that both
DE-RSF-TS and DE-RSF-SS performed worse than DE for
noise-free functions. But in noisy cases, these two improved
algorithms (i) can more efficiently find the global optimum and
(ii) are more efficient than the DE/Rand/1/Exp, the canonical
PSO (Particle Swarm Optimization) and the standard real
coded EA on classical benchmarks corrupted by zero-mean
Gaussian noise.

[21], [22] proposed a new Opposition-Based DE (ODE)
algorithm, which uses Opposition-Based Optimization for pop-
ulation initialization, generation jumping and improving pop-
ulation’s best individual. ODE has a concordant performance
for both noise-free case and noisy case with constant variance
of noise.

[23] combined the Optimal Computing Budget Allocation
(OCBA) technique and the Simulated Annealing (SA) algo-
rithm into differential evolution. Their hybrid algorithm is
designed for noisy and uncertain environments inspired from
real world applications. [23] concludes that, by incorporating
both SA and OCBA into DE, the performance is improved for
fitness functions corrupted by large noise.

We refer to [24] for more on noisy optimization and
differential evolution.

C. Non-adaptive and adaptive noisy differential evolution

1) Non-adaptive numbers of resamplings: We tested vari-
ous rules for non-adaptive numbers of resamplings: Nlinear =
n; Nsquare root =

√
n; N2exp = 2n; Nconstant = 1;

Nscale = dD−2 exp( 4n
5D )e; where n is the generation in-

dex.After preliminary testing, we removed some of them for
the clarity of graphs. The Nscale formula was derived in [25]
based on scale analysis.



2) Adaptive numbers of resamplings: We propose here
methods inspired from [12], [26], adapted to differential evolu-
tion. It might make sense to resample until some statistical test
becomes positive. For example, we might do a test based on
standard deviation after each batch of 1000 resamplings. Such
a batch size makes sense for parallelization, and for reducing
the cumulative risk of false positive. We therefore define, for
a pair of search points x, x′ to be compared:

ym =

1000m∑
i=1

f(x,w(i)),

y′m =

1000m∑
i=1

f(x′, (w′)(i))

δm = ym − y′m, µm =
1

m

m∑
i=1

δi,

σ2
m =

1

m

m∑
i=1

(δi − µm)
2

Nadaptive = min
m∈{2,3,4,... }

{1000m; |µm| >
σm√
m− 1

} (2)

Nenhanced
adaptive

= min{ min
m∈{2,3,4,... }

{103m; |µm| >
σm√
m− 1

},

d 2
n

103
e × 103} (3)

This means that we evaluate points until there is a statistically
significant difference. However, this is not a rigorous test, be-
cause we test repeatedly, after each group of 1000 resamplings.
Even if each test is guaranteed (e.g. with confidence 95%), the
whole set of tests is not guaranteed with confidence 95% but
with confidence max(0, 100−5P )% after P tests. In particular,
even if x and x′ are equal, the procedure will eventually stop
(more details below on this).

It is for sure possible to do tests differently. One can repeat
the test and decrease the risk threshold so that the overall
probability of misranking is always less than a fixed δ. But
in such a case, we possibly get infinite loops when we meet
a plateau. We keep our version above, and consider it as
an adaptation ensuring almost sure halting. Indeed, [12] also
includes a rule for ensuring the finiteness of the number of
resamplings.

Let us formalize below the almost sure halting property.

Proposition 1 (Almost sure halting of this procedure)
If f(x,w) and f(x′, w) have finite positive variance, then
Nadaptive is almost surely finite.

Proof: If Ef(x,w) 6= Ef(x′, w), the result is immediate
by the law of large numbers, applicable due to finite variance.

If Ef(x,w) = Ef(x′, w), then by the law of the iterated
logarithm, the supremum over i ∈ {2, . . . , N} of

√
i−1µi

σi
is

almost surely going to infinity as N →∞ - therefore, at some
point Eq. 2 holds, so almost surely N is finite.

Let us formalize the concept of resampling rule. A resam-
pling rule evaluates several times the fitness of two search
points x and x′. Êf(x,w) is the average fitness value for x,
and Êf(x′, w) is the average fitness value for x′. At some

point, the rule decides to stop reevaluating. It then outputs a
result, which is either “x is better than x′”, or “x′ is better than
x”, or “x and x′ have the same expected fitness”, depending on
the sign of Êf(x,w)− Êf(x′, w). We point out the following
counterpart of Proposition 1 if a rigorous Bernstein race[11]
was applied. We consider a rule for choosing the number N of
resamplings (it could be something else than Bernstein races),
ensuring that the error rate is less than 1− δ.

The error rate is defined as follows. When comparing
search points x and x′, it is the probability of concluding
that Ef(x,w) > Ef(x′, w) (or, respectively, Ef(x′, w) >
Ef(x,w)) whereas it is wrong.

Proposition 2 (Races can have infinite loops on plateaus)
Consider i ∈ {1, . . . , λ} and n ≥ 1. Consider x = pi and
x′ = p′′i at iteration n of a DE algorithm. Assume that the
resampling number N ensures that the error rate is less than
1 − δ for some δ > 0. Then, there is an objective function f
and two search points x and x′ such that with probability at
least 1− δ, N is infinite.

Proof: Let us assume that the fitness and the search points
are such that f(x,w) and f(x′, w) have the same probability
distribution, with bounded density. Let us assume that the error
rate is less than 1− δ for some δ > 0, and let us show that N
is infinite with probability at least 1− δ.

First, due to the bounded density, the probability that
Êf(x,w) = Êf(x′, w) is zero. This is because f(x,w) −
f(x′, w) has a bounded density, hence Êf(x,w)− Êf(x′, w)
has a bounded density, hence it is null with probability 0.

Therefore, the resampling rule, if it stops for a finite
number N of resamplings, will conclude, with probability 1,
that x is better than x′, or that x′ is better than x. It can not
conclude that x and x′ have the same expected fitness.

But, by assumption, the only correct answer is that x and
x′ have the same expected fitness.

Therefore it will conclude erroneously as there is no
significant difference to find: the error rate e ≥ P (N <∞).

But, by assumption, the error rate should be e ≤ δ:
therefore P (N <∞) ≤ e ≤ δ. Therefore P (N =∞) ≥ 1−δ.

This explains why upper bounds on numbers of resam-
plings are necessary when applying Bernstein races. Bernstein
races without such a trick can lead to an infinite number of
resamplings.

Our rules Nadaptive and Nenhanced adaptive verify the
almost sure halting property, which is a good piece of news.
However, associated drawbacks (which can’t be avoided, by
properties above) are

• the resampling loop will eventually stop and conclude
that there is a difference whenever there is no signif-
icant difference and

• the resampling loop might fail (in terms of detecting
the best), with probability arbitrarily close to 1

2 , in
case of very close fitness values.



TABLE I: Notation of resampling rules used in the presented
experiments (Figures 1, 2, 3 and 4).

Rule Formula Notation in the figures
Constant 1 Ncnst

Linear n Nlin

Square root d
√
ne Nsqrt

Scale d 1
D2 exp(

4n
5D )e Nscale

Adaptive Eq.2 Nadap

Enhanced adaptive Eq.3 Neadap

Exponential 2n 2exp
Exponential d1.1ne 1.1exp
Exponential d1.01ne 1.01exp

The enhanced version is pragmatically designed for avoiding
uselessly long computations at the early stages. These elements
show the difficult compromises when designing resampling
rules based on statistical testing. Controlling the misranking
probability leads to a risk of infinite resampling loop. When
using empirical variance in tests, or when the noise has rare
large values, another risk is the underestimation of the noise
variance. Rigorous Bernstein races need bounds on possible
values (the range parameter which is usually denoted by R in
Bernstein races), which are hardly available in practice.

IV. EXPERIMENTS

Experimental results using different resampling rules are
presented in this section. We refer to Table I for a description
of the resampling rules and notations used in the presented
experiments.

A. The CEC 2005 testbed

The CEC-2005 testbed [27] contains 25 benchmark func-
tions. These functions are grouped into two main categories
: Unimodal functions and Multimodal functions. There are 5
Unimodal functions F1, . . . , F5 and 20 Multimodal functions
grouped into 3 sub-categories. The first subcategory corre-
sponds to 7 basic functions, named F6, . . . , F12. The second
sub-category are 2 expanded functions F13 and F14. The last
11 Multimodal functions F15, . . . , F25 are hybrid composite
functions. F1 is the translated sphere function. F3 is an ill-
conditioned elliptic function. F5, F8 and F20 have their global
optimum on the frontier of the domain.

B. Parameter selection for DE on the CEC 2005 testbed

[28] used a portfolio with competition of parameter settings
on DE/best/2 and DE/rand/1. Different F and Cr are used in
the mutation and crossover steps with a probability updated
at each iteration. A competition between different parameter
settings was tested on two unimodal functions (first and second
De Jong functions) and four multimodal functions (Rastrigin
function, Schwefel function, Griewangk function and Ackley
function) in dimension 5, 10 and 30. In this paper, focusing on
the extension to the strong noise case, we use parameters tuned
in the noise-free case for DE/rand/2 and add a resampling tool
as explained in Section III-C.

C. Adding strong noise in the CEC 2005 testbed

As pointed out in [29], troubles in noisy optimization by
evolutionary algorithms start when the search points are close

enough to the optimum. When the search points are close
enough to the optimum, the noise standard deviation is close
to the difference between fitness values. Then, convergence
becomes difficult. [30], [31] use a multiplicative noise model
in which this never occurs because the variance decreases to
zero around the optimum. [32] focuses on either multiplicative
noise models, or constant noise models with smaller constants
than our strong noise requirement. Strong noise models (con-
stant variance, with magnitude significant compared to fitness
variations) have been considered both theoretically[33] and
experimentally[34], [6]. We work on DE, which is invariant by
addition of a constant to the objective values; so we simplify
graphs by considering functions with optimum fitness equal to
0, as follows:

findexCEC05,
noise free,

translated

(x) = findexCEC05,
noise free,

(x)− inf
x
findexCEC05,

noise free,

(x),

where the index indexCEC05 is the function number as defined
in the classical CEC 2005 testbed[27]. In this work, we
consider the (noise free, translated) CEC 2005 testbed, and
create a strongly noisy counterpart as follows:

findexCEC05,
noisy,

translated

(x) = findexCEC05,
noise free,

translated

(x) + findexCEC05,
noise free,

translated

(0)×N

where N is a standard Gaussian noise. The standard deviation
of the noise is

findexCEC05,
noise free,

(0)− inf
x
findexCEC05,

noise free,

(0).

This noise model is easy to reproduce (just adding a Gaussian
noise, using the fitness at 0 as standard deviation), and scales
with the fitness values, leading to a strong noise model.

D. Experimental results

We do experiments in dimension 2, 10 and 30. Figure
1 presents results on the “CEC 2005+Strong Noise” testbed
described in Section IV-C, in dimension 10 (left) and 30
(right), for functions F21 to F25. Figure 2 presents results on
the “CEC 2005+Strong Noise” testbed described in Section
IV-C, in dimension 30, for functions F11 to F20. Essentially,
Nlin is usually the best or among the best; Nscale is some-
times better but there is no clear advantage for this more
sophisticated formula. Experimental results for functions F1

to F10 are not presented. Basically, F8, F9, F10 are poorly
handled by all algorithms; for F1-F7, Nscale and Nlin perform
best. An advantage of Nscale is that [10] has proved that
exponential rules, for a relevant choice of parameters, is
consistent, i.e. guarantees some convergence rates when the
original algorithm (without resampling) converges in the noise-
free case. Also, the scaling analysis in [25] suggests some
values of the parameters. Therefore, we also compared the
heuristically derived formula Nscale to other exponential rules,
N2exp = 2n, N1.1exp = 1.1n and N1.01exp = 1.01n, and could
check that

• the best coefficient in the exponential varies with the
dimension;

• the heuristically derived equation Nscale approxi-
mately finds the right exponent, but some other for-
mulas have approximately the same results.

These results are presented in Figure 4 for functions F1-F5.
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(a) F8, dimension 2.
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(b) F8, dimension 10.
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(c) F8, dimension 30.

Fig. 3: (x-axis: log2(number of evaluations), y-axis: log2(simple regret)) Test of exponential numbers of resamplings,
including the heuristically derived formula “scale” and with larger numbers of function evaluations for F8 (Shifted Rotated
Ackleys Function with Global Optimum on Bounds). Standard deviations are tiny and almost invisible. Only the exponential
rule with small exponent 1.01 finds a reasonable approximation of the optimum for F8 in dimension 2. No algorithm finds a
reasonable approximation of the optimum in dimension 10 or dimension 30.

V. DISCUSSION & CONCLUSIONS

Our experiments are performed in the strongly noisy case,
i.e. standard deviation of noise approximately equal to the
range of fitness values.

A. Main observations

The simple linear resampling method performs well in
general. However, the adaptive methods have a similar or better
slope at the end, which suggests that they might be better
asymptotically - though we have already reached huge numbers
of fitness evaluations. The enhanced adaptive method performs
better than its non-adaptive counterpart. It just restricts the
number of evaluations to 2n, with n the generation index.
The Nscale formula performs well and in particular performs
always nearly as well as the best of other formulas. However,
Nlin or N1.01exp perform very similarly.

B. Special cases

F8 (Shifted Rotated Ackleys Function with Global Opti-
mum on Bounds) and F14 (Shifted Rotated Expanded Scaffer’s
Function (F6)) are very hard in the strongly noisy case; no
algorithm finds a reasonable approximation of the optimum
except F8 in dimension 2 where only the “scale” formula suc-
ceeds (see Figure 3). On F13 (Expanded Extended Griewanks
plus Rosenbrocks Function (F8 + F2)), just one sampling
(rn = 1) is enough for the early iterations; but, asymptotically,
increasing the number of resamplings becomes necessary in
dimension 10 - not in dimension 30 for the considered budget.

C. Conclusion

The contributions of this work are as follows. We propose a
strong noise model. This model is more difficult, but close to
many real world problems. In many problems, the standard
deviation of the noise is close to the differences between
fitness values (Section I). The literature proposes various
non-adaptive rules, and provides theoretical guarantees, for
evolution strategies. We here transfer these rules to differential
evolution.

Our rules were able to match the theoretical limit − 1
2 for

a class of algorithms described in [35]. It is not proved that
DE is in the scope of [35]. Still, the agreement between Fig.
4 and theory is striking.

We pointed out problems with adaptive rules: difficulties
with equal fitness values (e.g. plateaus), leading to possibly in-
finite loops in case of resamplings until statistically significant
differences.

The main take-home messages of this work on resam-
pling numbers in evolution strategies are: (i) Nscale =
dD−2 exp( 4n

5D )e, heuristically derived in [25], performs rea-
sonably well but it does not clearly outperform other for-
mulas and in particular the simple and robust Nlin = n
and other exponential formulas with small coefficients, e.g.
N1.01exp = 1.01n. Smaller numbers of resamplings or faster
exponentials (e.g. N1.1exp = 1.1n) do not provide satisfactory
results. Therefore, we might recommend N1.01exp for example.

(ii) Adaptive methods might be merged with bounds on
resampling numbers (as shown by the compared performance
of the enhanced adaptive method, compared to the default
adaptive method); in our results non-adaptive methods such
as Nscale improve adaptive methods by setting a limit on the
numbers of resamplings, avoiding wasted evaluations in early
stages.

(iii) Non-adaptive bounds added on top of adaptive meth-
ods, improve these adaptive methods, but the fact that adaptive
methods improve non-adaptive methods is unclear in this
setting. The adaptive method do not bring clear improvements
compared to simple non-adaptive schemes and were indeed
usually worse. This is consistent with e.g. [35] which finds
better results for an evolution strategy with a simple non-
adaptive rule than with uncertainty handling version such as
UH-CMA[26]. Still, these combinations (a good non-adaptive
formula plus an adaptive rule based on statistical testing) might
be good for easier models of noise when a transient regime
in which noise is negligible can be improved by reducing
resamplings in the early stages - but on the long run there
is no improvement for the additive noise model.
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(a) F21, dimension 10.
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(b) F21, dimension 30.
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(c) F22, dimension 10.
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(d) F22, dimension 30.
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(e) F23, dimension 10.
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(f) F23, dimension 30.
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(g) F24, dimension 10.
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(h) F24, dimension 30.
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(i) F25, dimension 10.
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(j) F25, dimension 30.

Fig. 1: (x-axis: log2(number of evaluations), y-axis:
log2(simple regret)) Multimodal functions F21 to F25 for
dimension 10 (left) and dimension 30 (right). Results similar
to results for F1 to F20, i.e. the “scale” and the linear formulas
dominate. Standard deviations are present but tiny and almost
invisible.

5 10 15 20
5.78

5.8

5.82

5.84

5.86

5.88

5.9

5.92

 

 

N
scale

N
eadap

N
adap

N
lin

N
sqrt

N
cnst

(a) F11, dimension 30.
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(b) F12, dimension 30.
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(c) F13, dimension 30.
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(d) F14, dimension 30.
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(e) F15, dimension 30.
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(f) F16, dimension 30.

5 10 15 20
10

10.5

11

11.5

 

 

N
scale

N
eadap

N
adap

N
lin

N
sqrt

N
cnst

(g) F17, dimension 30.
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(h) F18, dimension 30.
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(i) F19, dimension 30.
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(j) F20, dimension 30.

Fig. 2: (x-axis: log2(number of evaluations), y-axis:
log2(simple regret)) Multimodal functions F11 to F20 for
dimension 30. Results on F13 are quite special; see discussion
in Section V-B. Linear and “scale” numbers of resamplings
dominate. Standard deviations are present but tiny and almost
invisible.
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(a) F1 (unimodal), dimension 2.
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(b) F1 (unimodal), dimension 10.
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(c) F1 (unimodal), dimension 30.
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(d) F2 (unimodal), dimension 2.
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(e) F2 (unimodal), dimension 10.
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(f) F2 (unimodal), dimension 30.
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(g) F3 (unimodal), dimension 2.
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(h) F3 (unimodal), dimension 10.
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(i) F3 (unimodal), dimension 30.
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(j) F4 (unimodal), dimension 2.
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(k) F4 (unimodal), dimension 10.
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(l) F4 (unimodal), dimension 30.

5 10 15 20 25
2

4

6

8

10

12

14

 

 

N
1.01exp

N
1.1exp

N
2exp

N
scale

(m) F5 (unimodal), dimension 2.
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(n) F5 (unimodal), dimension 10.
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(o) F5 (unimodal), dimension 30.

Fig. 4: (x-axis: log2(number of evaluations), y-axis: log2(simple regret)) Test of exponential numbers of resamplings,
including the heuristically derived formula “scale” and with larger numbers of function evaluations. Unimodal functions F1 to
F5, dimension 2 (left), 10 (middle) and 30 (right) respectively. Standard deviations are tiny and almost invisible. (i) N1.1exp

outperforms N1.01exp and N2exp in dimension 2; (ii) N1.01exp is dominant for F2-F5 in dimension 10, N1.1exp and Nscale perform
similarly for F1 in dimension 10; (iii) N1.01exp is dominant in dimension 30, Nscale has sometimes similar performance. In
small dimension, the slope in the log-log representation is close to − 1

2 ; this is the optimal possible rate for a wide class of
algorithms as discussed in [35].
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