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INTRODUCTION
Active flow control has been a growing research
area for the last decades, since this approach
demonstrated its ability to improve aerodynamic
performance [6], for a large range of applications.
It is especially appealing in case of separated flows,
for which natural instability phenomena can be ef-
ficiently exploited to manipulate flow characteristics
using periodic flow excitation.
In this context, a major difficulty is related to the
choice of actuation parameters, such as excitation
frequency, amplitude, location, to obtain the ex-
pected flow response. In cases implying a single
isolated actuator, it is quite easy to carry out an
experimental or numerical study to determine effi-
cient control parameters. However, in the perspec-
tive of industrial applications based on hundreds of
actuators, this task is far from being straightforward
and the use of an automated optimization strategy is
thus proposed, in the spirit of previous works [3, 4].
While optimization algorithms are now commonly
employed in aerodynamics for shape optimization
purpose, their use in the context of control devices
yields new issues, which are detailed in the present
study. In particular, we aim at quantifying the impact
of the numerical errors (discretization, convergence)
and modeling uncertainties (turbulence closure) on
the optimization procedure. The choice of the opti-
mization parameters is also explored. Different test-
cases and flow solvers are considered in this study,
e.g. NACA airfoil, backward facing step, 25° ramp.

1. FLOW CONTROL: PRINCIPLES AND ISSUES
Active flow control consists in exploiting natural flow
instability, by the use of an actuator, to obtain some
desired effects with an energy expense as small as
possible.
It has been shown, in particular during the CFD-

VAL Workshop [11], that the prediction of actuator-
induced flows is still tedious, because of the difficulty
to model the flow in the vicinity of the actuator and
in the separated regions. Even if Large Eddy Sim-
ulation (LES) methods usually outclass Reynolds-
Averaged Navier-Stokes (RANS) models for such
problems, LES methods are still unable to predict
actuated flows in a computational time that would
be reasonable in an industrial context. In a recent
study [7], it has been found that RANS models are
not able to predict the correct characteristics of the
separation, but some of them are able to identify the
best actuation frequency, to reduce the separation
length. This encouraging result indicates that RANS
models could possibly be used in a design phase to
select control parameters. Therefore, we propose in
the current work a similar study, in which a full opti-
mization of actuation parameters is performed, for a
set of RANS models. The objective is to assess the
ability of RANS models to be used in an optimization
framework for active flow control.

In the context of the automated optimization, the
computational time related to the simulation of un-
steady flows is also important, if one wants the op-
timization time to remain reasonable. We underline
that the evaluation of the cost functional is subject
to the convergence of unsteady quantities towards
their time-averaged values. On the one hand, ob-
tain an accurate time-averaged value could be com-
putationally expensive. On the other hand, reduce
the time averaging process will produce noisy cost
functional estimations. Therefore, our second objec-
tive is to explore the capability of new optimization
strategies, based on statistical learning, to account
for truncated unsteady simulations and noisy cost
functional estimations in a rigorous framework.

The choice of the actuation parameters to optimize
is obviously critical. Depending on the test-case,



some parameters could have a more significant im-
pact on the control efficiency than others, but an a
priori choice is sometimes tedious. We finally illus-
trate the importance of the parameters choice to ob-
tain a fruitful optimization search.

2. SIMULATION METHODS

2.1 Incompressible flow model

The solver ISIS-CFD, available as a part of the
FINETM /Marine computing suite, is an incompress-
ible unsteady Reynolds-averaged Navier-Stokes
(URANS) method mainly devoted to marine hydro-
dynamics. The method features several turbulence
models: apart from the classical two-equation k-ε
and k-ω models, the anisotropic two-equation Ex-
plicit Algebraic Reynolds Stress Model (EARSM), as
well as Reynolds Stress Transport Models, are avail-
able [5]. All models are available with wall-function
or low-Reynolds near wall formulations. Hybrid LES
turbulence models based on Detached Eddy Sim-
ulation (DES) are also implemented and have been
validated on automotive flows characterized by large
separations [8]. The solver is based on the finite vol-
ume method to build the spatial discretization of the
transport equations. The unstructured discretization
is face-based. An anisotropic automatic grid refine-
ment procedure has been developed which is con-
trolled by various flow-related criteria [13]. Paral-
lelization is based on domain decomposition. The
automatic grid refinement procedure is fully paral-
lelized with a dynamic load balancing working trans-
parently.

2.2 Compressible flow model

The compressible flow analysis is performed us-
ing the NUM3SIS platform. The Favre-averaged
Navier-Stokes equations are solved on triangular
or tetrahedral grids using a mixed finite-volume /
finite-element approach. A high-order spatial ac-
curacy is obtained using a MUSCL state extrapo-
lation technique associated with the HLLC approxi-
mate Riemann solver to compute convective fluxes,
while a P1-Galerkin approach is employed for vis-
cous fluxes [10]. A second-order implicit dual time-
stepping procedure is used for the time integration.
Spalart-Allmaras and SST k−ω turbulence closures
are used.

2.3 Actuator model

We consider actuations based on synthetic jets
(zero-net mass flux), which are implemented as
boundary conditions. the velocity is imposed at the

jet boundary and is defined as:

U = UJA(X)sin(ωt)dJ (1)

with A(x) a unit profile function, UJ the amplitude,
ω the angular frequency with ω = 2πfJ where fJ is
the frequency, and dJ the direction of the jet. In this
study, A(X) is a sine squared function.

3. OPTIMIZATION STRATEGY
In the context of turbulent unsteady flows, a major
issue for optimization is the computational burden
of each simulation. The evaluation of the cost func-
tional gradient using an unsteady adjoint approach
is highly complex and the non-linear underlying phe-
nomena may yield multimodality. Furthermore, the
evaluations are noisy due to simulation errors (dis-
cretization, convergence, etc.). For all these rea-
sons, the use of classical descent methods is te-
dious. Alternatively, stochastic approaches like ge-
netic algorithms or evolution strategies require too
many evaluations to be practically tractable. To ad-
dress these issues, the use of surrogate models in
the framework of statistical learning is a promising
approach. In particular, this work is focused on the
Efficient Global Optimization (EGO) algorithm.
The EGO is a global optimization algorithm that
makes use of a stochastic process to drive the opti-
mization [9]. As a first design of experiment phase
(DOE), an initial database covering the bounded
search space is generated from simulations. This
database contains obviously the cost functional val-
ues, but may also gather the error estimated for
each evaluation. A Gaussian Process model is
then constructed using this database, which allows
to predict the cost function value in terms of ex-
pectancy and variance at any point of the search
domain. According to these predictions, the most in-
teresting points are selected by maximizing a merit
function, e.g. the expected improvement criterion
(EI). These new configurations are finally simulated,
the corresponding cost functional values and the er-
ror estimations being added to the database. This
process is repeated until convergence, as illustrated
on Fig. 1.

Figure 1: EGO algorithm.



Gaussian Process models (also known as krig-
ing models) belong to response surface methods,
that allow to predict a function value f at a given
point x, on the basis of a set of observed val-
ues FN = {f1, f2, . . . , fN} at some points XN =
{x1, x2, . . . , xN} ∈ Rd. FN is assumed to be one re-
alization of a multivariate Gaussian Process which
has a joint Gaussian distribution

p(FN|XN) =
exp

(
− 1

2FN
>C−1N FN

)
√

(2π)N det(CN )
, (2)

for any collection of inputs XN. CN is the N × N
covariance matrix, whose elements Cmn give the
correlation between the function values fm and fn
obtained at points xm and xn. We assume that
these values are correlated, since they correspond
to underlying physical phenomena. This is ex-
pressed in terms of a correlation function k, i.e.,
Cmn = cov(fm, fn) = k(xm, xn; Θ) with Θ a set of
hyper-parameters that are calibrated on the basis
of known points (likelihood maximization principle).
The choice of the correlation function k is critical for
the model, as it contains all the prior hypotheses, in-
cluding for example regularity, symmetry, periodicity,
etc. The correlation function must a priori reflect the
characteristics of the output of the computer code.
We use here the Matérn class of covariance sta-
tionary kernels, which gives a family of correlation
functions of different smoothness.
After some calculations based on conditional proba-
bilities, we obtain that the probability density for the
function value fN+1 at any new point xN+1 is:

p(fN+1|XN,FN) ∝ exp

[
− (fN+1 − f̂N+1)2

2σ̂2
fN+1

]
, (3)

where
f̂N+1 = kN+1

>C−1N FN, (4)

σ̂2
fN+1

= κ− kN+1
>C−1N kN+1, (5)

with κ = k(xN+1, xN+1; Θ) and kN+1 =
[k(x1, xN+1; Θ), . . . , k(xN , xN+1; Θ)]>. Thus, the
probability density for the function value at the new
point xN+1 is also Gaussian with mean f̂N+1 and
standard deviation σ̂fN+1

. Therefore, the most likely
value at the new point xN+1 is f̂N+1. This value
will be considered as the prediction of the kriging
model. The variance σ̂2

fN+1
can be interpreted as a

measure of uncertainty in the value prediction. If the
evaluation is known to be noisy, the model can ac-
count for the observation noise by modifying the di-
agonal terms of the covariance matrix, on the basis
of the noise variance estimated for each database
point [10].

At each step of the optimization procedure, this
Gaussian Process model is exploited to determine
new points to be simulated. The most popular strat-
egy is the maximization of the Expected Improve-
ment (EI) [9]. The improvement obtained at any
point x is defined as I := max(fmin−f(x), 0), where
fmin is the best point found so far. Then, the EI cri-
terion is the expected value of I:

EI =

∫ ∞
0

I
1√

2πσ̂(x)
exp− (fmin − I − f̂(x))2

2σ̂(x)2
dI.

(6)
The maximization of this criterion is achieved nu-
merically, by solving an internal optimization prob-
lem using an evolution strategy [2, 10]. In the follow-
ing sections, this approach is tested on three cases.

4. INFLUENCE OF SIMULATION ERRORS

4.1 Test-case: NACA 0015 Airfoil
We consider the flow around the NACA 0015 airfoil
at high angle of attack (18°). The Reynolds num-
ber is 5.106 and the Mach number 0.15. A syn-
thetic jet is located at 12% of the chord c (slot width
0.5%). The optimization consists in determining the
jet frequency to maximize the time-averaged lift, for
a fixed jet amplitude equal to the free-stream ve-
locity UJ = U∞. The non-dimensional frequency
fJc/U∞ can vary between 0 (no actuation) and 2.
The grid counts 153849 nodes, including a refined
area around the jet slot. The far-field boundary is
located at 100 chords from the airfoil. The distance
between the first node and the wall is 1.10−5 to fulfill
the y+ = 1 criterion. This problem is studied using
the compressible flow solver described above, with
the SST k − ω model from Menter.

4.2 Results
The initial database counts five configurations. The
corresponding lift coefficient histories show that the
convergence towards a periodic flow depends on
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Figure 2: Naca - Time evolution of lift coefficient



the actuation, as illustrated by Fig. 2. Flows with low
and high frequency actuation are shown on Figs. 3
and 4.

Figure 3: Naca - k field for low frequency actuation.

Figure 4: Naca - k field for high frequency actuation.

A naive evaluation of the time-averaged lift coef-
ficient can lead the optimization procedure to fail-
ure. If one estimates the performance using only
one period after a short time, e.g. around t = 30,
one obtain the results depicted in Figs. 5 to 7. The
Gaussian Process model is represented, in terms
of expectancy and variance, and the associated
database. The EI criterion that rules the search is
also provided. At iteration 0, the initial five points al-
low to construct a first model. At iteration 3, three
new configurations have been added according to
the EI criterion, yielding an improved accuracy and
a reduction of the variance in the most interesting re-
gions. However, at iteration 5, the model becomes
oscillatory and the variance suddenly increases in
all regions, which makes further search inefficient.
Some experiments have proved that this behavior
is due to the presence of noise in the performance
estimation.
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Figure 5: Naca - Kriging model it. 0
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Figure 6: Naca - Kriging model it. 3
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Figure 7: Naca - Kriging model it. 5

To overcome this difficulty, we propose to include
an observation noise into the model. In this per-
spective, a statistical estimation of the performance
is carried out. Since a periodic flow of period T is
expected, any integration over an interval T (i) of
length T can provide an estimate C

(i)
L of the time-

averaged lift. Therefore, after transient flow has van-
ished (here t > 10), we collect all available time-
averaged lift estimates in a set (C

(i)
L )i=1,··· ,I . Then,

the cost functional value and the related observa-
tion variance are computed according to this set of
estimates using empirical estimators:

f =
1

I

I∑
i=1

C
(i)
L σ2 =

1

I − 1

I∑
i=1

(C
(i)
L − f)2. (7)

This variance estimate is used not only for the con-
struction of the Gaussian Process model, but also
to define the ending time of the simulations, in an
adaptive strategy. Indeed, we intend to stop any
simulation corresponding to a new point x as soon
as the corresponding performance seems to be of
poor value with respect to the best point found so
far xmin. On the contrary, we would like to estimate



more accurately the performance if the new point
seems to be promising. Therefore, the cost func-
tional value and observation variance in Eq. 7 are
computed during the flow simulation at each time
step k. The simulation is stopped as soon as the
following condition is fulfilled:

f̂(xmin)− ασ̂f (xmin) < fk(x)− ασk(x), (8)

where α is a numerical parameter (here α = 3).
The left-hand side represents a performance esti-
mate for the best known point, based on the model
accounting for its own variance. The right-hand
side represents a performance estimate for the cur-
rent point, including the observation variance. Note
that the observation variance reduces as the simu-
lation proceeds. Moreover, the model variance also
reduces during the optimization, yielding progres-
sively a stricter criterion for the simulation.
This approche is illustrated in Figs. 8 to 10. One
can observe that the model constructed accounts for
observation noise, remains stable, and that simula-
tions are more and more accurate as optimization
proceeds. Flow with optimal frequency actuation is
shown on Fig. 11.
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Figure 8: Naca - Kriging model with noise it. 0
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Figure 9: Naca - Kriging model with noise it. 3
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Figure 10: Naca - Kriging model with noise it. 5

Figure 11: Naca - k field for optimal actuation.

5. INFLUENCE OF TURBULENCE CLOSURE

5.1 Test-case: backward facing step

The test-case proposed here corresponds to the
two-dimensional flow over a backwards facing step,
in the conditions described in the experiments car-
ried out by Driver & Seegmiller [1]. This problem
is studied using the incompressible flow solver de-
scribed above. The objective of the actuation is
the reduction of the separation length. The geom-
etry of the computational domain, including the ac-
tuator, is represented on Fig. 12. Computational
parameters are set according to the experimental
data: h = 0.0127m, U∞ = 44.2m/s, the boundary
layer thickness at the inlet is δBL = 0.019m. The
Reynolds number based on this reference length is
Re = 5000. As boundary conditions, we impose at
inlet a turbulent velocity profile corresponding to ex-
periments, and a uniform pressure condition at out-
let.

Figure 12: BFS - computational domain.



Figure 13: BFS - Comparison of velocity profiles and experimental data.

The mesh generated counts 45805 nodes and
includes a refined area between the step and the lo-
cation 9h. The distance between the wall and the
first node is set to fulfill the condition y+ ≤ 1 at all
locations, for all closures. The actuator has a width
of value h/10 and is introduced at a location very
close to the step corner (h/50), generating a vertical
suction / blowing actuation.

5.2 Results

Firstly, the characteristics of the flow without actua-
tion are compared for the different turbulence clo-
sures considered in this study: Spalart-Allmaras
(SA), Launder-Sharma k − ε (KE), SST k − ω (KW)
and algebraic stress model (EASM). In this context,
the computations converge towards stationary so-
lutions. A grid convergence study shows that the
discretization error is far lower than the modeling er-
ror. Velocity profiles are depicted on Fig. (13), for
the finest grid, while a comparison of the separation
length is provided:

Exp. SA KE SST EASM
6.26 6.05 5.41 6.37 7.56

Although it deals with a simple test-case, without
actuation, turbulence closure plays already a criti-
cal role in the flow prediction. In particular, EASM
closure overestimates the separation length, while
Launder-Sharma k − ε one predicts a too small re-
circulation region, with respect to experimental mea-
surements. In the next sections, we quantify the ef-
fects of the actuation and observe if some common
trends can be established, despite of this initial dis-
crepancy.

Figure 14: BFS - Cost functional map for SA

Figure 15: BFS - Cost functional map for SST

Figure 16: BFS - Cost functional map for KE



Figure 17: BFS - Cost functional map for EASM

Unsteady computations are carried out until tran-
sient effects have vanished. The time step em-
ployed is scaled on the actuation frequency, so that
all configurations count the same number of time
steps per actuation period. For each time step, a
reduction of three orders of non-linear residuals is
used as stopping criterion. The separation length is
computed afterwards, from the time-averaged flow,
on the basis of a four-period integration. The pa-
rameters of the actuation are the frequency and the
amplitude of the jet. They are allowed to vary in
the following intervals: 4m/s ≤ Uj ≤ 50m/s and
50Hz ≤ fj ≤ 1000Hz. As explained above, the opti-
mization procedure starts from a DOE phase, com-
posed of only six points, that are selected accord-
ing to a Latin Hypercube Sampling (LHS). Then,
additional points are inserted in the Gaussian Pro-
cess model, according to the merit function. About
ten enrichment steps are performed before conver-
gence of the optimization procedure, corresponding
to a total of about 40 simulations per optimization
exercise.
Figs. 14 to 17 show the Gaussian process models
for the recirculation length, obtained using the dif-
ferent turbulence closures, as well as the configu-
rations computed. As can be seen, the initial set
of simulations covers the whole admissible domain,
while the next evaluations converge towards the op-
timal parameters. At first, one can notice that the re-
sults based on the Spalart-Allmaras closure exhibit
a behavior very different than other cases. In partic-
ular, the variations of the separation length with re-
spect to the frequency are very irregular. The exam-
ination of the corresponding flows reveals that the
Spalart-Allmaras closure predicts for some configu-
rations a massive vortex shedding, which modifies
abruptly the time-averaged separation length. The
results obtained with the three other closures exhibit
some similarities. In particular, only one minimum
is identified by the Gaussian Process models. For
Launder-Sharma k − ε and EASM closures, it is lo-
cated in the same region corresponding to medium
actuation parameters. For the Menter SST k − ω

closure, the global shape of the response surface
is similar, but the minimum corresponds to higher
frequency and amplitude. Nevertheless, the pre-
cise values of the optimized control parameters are
significantly different, as well as the final separation
length LR, as shown in the following table:

SA KE SST EASM
fJ (Hz) 205 492 828 653
UJ (m/s) 50 31 18 25
LR/Lini 0.69 0.72 0.84 0.70

Obviously, the ”true” optimal actuation value is un-
known.

Figure 18: BFS - Optimal µt field for SA

Figure 19: BFS - Optimal µt field for SST

Figure 20: BFS - Optimal µt field for KE

Figure 21: BFS - Optimal µt field for EASM

Beyond these observations regarding the best ac-
tuation found for the different closures, we propose
to compare the characteristics of the corresponding
flows. The turbulent viscosity fields are plotted for
the best actuations found in Figs. 18 to 21. The
optimal configuration found by using the Spalart-
Allmaras closure corresponds to a low frequency
and large amplitude actuation, which generates a
shedding of counter-rotative vortices. For the three
other cases, the best actuation found is charac-
terized by a higher frequency, yielding the birth of



smaller vortices at the step corner. The three cor-
responding flows exhibit similar patterns, although
the excitation frequency is different for each case.
Especially, the most efficient flows predicted by the
SST k-ω and the EASM closures are close to each
other. Nevertheless, the non-linearities of the EASM
closure generates a more vortical flow, with more in-
tense variations of the turbulent viscosity. The best
configuration found by using the Launder-Sharma k-
ε closure has a lower actuation frequency. The cor-
responding flow exhibits vortices with larger span
and a far higher turbulent viscosity level. There-
fore, some similarities between the flows with op-
timal actuation are observed, except for the Spalart-
Allmaras closure. This seems to indicate that the
different optimization exercises yield the same flow
characteristics, whatever the closure.

6. INFLUENCE OF ACTUATION PARAMETERS

6.1 Test-case: 25° ramp
The ramp is a backward-facing step with a slope
of 25°. This test-case is a configuration chosen by
the GDR (Groupement de recherche or Joint Re-
search Project in English) which is a CNRS federa-
tive project between French academic research lab-
oratories and ONERA departments working in the
framework of flow control. The geometry is repre-
sented in Fig. 22.

Figure 22: Ramp - Computational domain

The step height h is equal to 100 mm and the slope
of the step is equal to 25 degrees. The position of
the synthetic jet is located just after the step. The
width of the slot is d = 0.5 mm, i.e. 0.05h. The in-
let of the computational domain is located at 11.8h
of the corner of the step and the outlet at 25h. The
mesh is generated by HexpressTM, an automatic un-
structured mesh generator. This software generates
meshes containing only hexahedrons. The mesh
contains 73502 nodes and 71375 cells.
At the inlet, a uniform velocity U∞ = 20 m/s,
which corresponds to a Reynolds number of Re=
1.23×105 with respect to the height of the ramp, h,
is imposed as well as the top of the computational
domain. At the outlet, the pressure is imposed.

The walls have a no-slip condition and the bound-
ary layer is refined at the wall to fulfill the y+ < 0.4
criterion.

6.2 Results
In this study, the SST k−ω model is used. Firstly, we
consider a configuration without the synthetic jet ac-
tuator. This test-case is called non-controlled con-
figuration. Fig. 23 presents a comparison of the ve-
locity profile between the experimental data [12] and
the numerical results at X/h = -2.4. We observe
a good agreement between the experimental data
and the numerical results. This comparison con-
firms that the inlet is sufficiently far to get the correct
boundary layer.

Figure 23: Ramp - Comparison of the velocity profile
at X/h = -2.4 for the non-controlled configuration

The streamlines obtained by the numerical results
and in experiments are presented in Fig. 24. A
massive separation exists and any vortex shedding
disappears. The recirculation is characterized by a
length called LR. The numerical simulation predicts
LR/h = 5.333 and in experiments LR/h = 5.3. The
drag coefficient on the ramp is Cd = FX /(0.5ρU2

∞h =
0.233.

(a) Numerical result

(b) Experimental result

Figure 24: Ramp - Comparison of the velocity profile
at X/h = -2.4 for the non-controlled configuration



In the following, we consider the configuration with
use of a synthetic jet which will help to modify the
flow dynamics. As the main goal is to reduce the re-
circulation length, the determination of efficient flow
control parameters, especially in terms of jet fre-
quency, jet amplitude and injection angle, are im-
portant. The period of the synthetic jet, called TJ ,
is described with 360 time steps and the numerical
simulation is carried out with 30 jet periods. The av-
eraged flow is obtained by using the last 10 periods.

In a first time, the optimization of the synthetic jet
parameters are restricted to the amplitude and the
frequency. To construct the a priori database used
to explore the design space, the parameters of the
synthetic jet are supposed to vary in the following
ranges: 5 m/s ≤ UJ ≤ 150 m/s for the amplitude
and 25 Hz ≤ fJ ≤ 1000 Hz for the frequency. The
jet direction is normal to the wall.

The time history of the optimization process is rep-
resented in Fig. 25. For each step of optimization,
three new features of the synthetic jet (amplitude
and frequency) are defined. The best control is ob-
tained at the fifth step. With the amplitude UJ =
136.53 m/s and the frequency fJ = 67.05 Hz, the
reattachment point is located at 3.728h. With these
features of the synthetic jet, the position of the reat-
tachment point is decreased by 30% approximately.
Fig. 26 presents a view of the streamline. The non-
dimensional moment coefficient cµ = 2s/h U2

J /U2
∞ =

0.466. With these jet features, the drag coefficient
on the ramp is Cd = 0.184, a decrease of 21% com-
pared to the non-controlled configuration.

Figure 25: Ramp - Optimization history for the
search with two parameters

Figure 26: Ramp - Streamlines of the best result for
the search with two parameters

In a second phase, the optimization of the jet an-
gle in addition to the amplitude and the frequency
is investigated. The parameters of the synthetic jet
varies in the following range: 5 m/s ≤ UJ ≤ 150 m/s
for the amplitude and 25 Hz ≤ fJ ≤ 1000 Hz for the
frequency and 0° ≤ dJ ≤ 180° for the direction of
the synthetic jet.

As the previous study, several steps of optimization
are used to find the best parameters of the jet. This
history is represented in Fig. 27. The best control
is obtained at the seventh step. The parameters of
the jet are UJ = 124.80 m/s for the amplitude, FJ =
92.00 Hz for the frequency and dJ = 27.00° for the
direction. With these parameters, the reattachment
point is located at 2.622h, a decrease of 51%. The
non-dimensional moment coefficient is 0.389. The
averaged flow is presented in Fig. 28. The drag co-
efficient on the ramp is Cd = 0.074, a decrease of
68% compared to the non-controlled configuration.

Figure 27: Ramp - Optimization history for the
search with three parameters



Figure 28: Ramp - Streamlines of the best result for
the search with three parameters

7. CONCLUSION AND PROSPECTS
The optimization of a flow control device has been
carried out, by coupling a URANS model with a sta-
tistical learning method. Three different test-cases
have been studied: lift enhancement for the NACA
0015 airfoil, separation length reduction for a back-
ward facing step and a 25° ramp.

As illustrated, this approach allows to account for
truncated simulations and related errors in a rigor-
ous and systematic statistical framework. However,
the optimization of control devices remains a nu-
merical challenge. The influence of the turbulence
closure has been quantified. Although discrepan-
cies have been noted, some similarities between
the flow patterns obtained using different closures
have been reported. Finally, a significant impact of
the choice of actuation parameters has been ob-
served. In particular, the jet direction appeared to
be a critical parameter for the efficiency of the con-
trol.

Forthcoming works will imply a larger number of
devices, with application to three-dimensional flow
problems. A second research axes will study how to
account for operational condition uncertainty in such
an approach.
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