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ABSTRACT. Satellites images can provide a lot of information on the earth system evolution. Although those sequences are frequently used, the importance of spatial error correlation are rarely taken into account in practice. This results in discarding a huge part of the information content of satellite image sequences. In this paper, we investigate a method based on wavelet or curvelet transforms to represent (at an affordable cost) some of the observation error correlation in a data assimilation context. We address the topic of monitoring the initial state of a system through the variational assimilation of images corrupted by a spatially correlated noise. The feasibility and the reliability of the approach is demonstrated in an academic context.
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1. Introduction

One of the problems in numerical weather prediction is the determination of the initial state of the system. Indeed, the true state of the atmosphere and ocean, at a given moment and in all points of space, are not accessible. In order to retrieve an optimal initial condition one uses the so called data assimilation methods that combine information from observations, model equations and their respective error statistics.

Since the late 70s, various satellites were put into orbit in order to increase our knowledge of the atmosphere and ocean. Geostationary satellites produce, among other things, sequences of images showing the dynamical evolution of certain types of weather and ocean objects such as clouds, fronts, vortices, ...

Currently, in numerical models of weather prediction, the information contained in this type of sequences is considered through AMV (Atmospheric Motion Vector). They are pseudo-observation of wind velocities derived from satellite image sequences using cross-correlation techniques. However, the error due to the pre-processing of images usually cannot be quantified accurately and the information in the estimated velocity fields is therefore difficult to use in practice.

More recently several researches led to propose ways of assimilating images avoiding the use of pseudo-observation. Among them one can cite [3] where they incorporate optical flow constraint directly in the optimality system and [4] where a sequence of model equivalent to the image is created and compared to the observed image. However the description of observation error statistics in this framework has been overlooked so far. In the present paper, an extension of this method is presented in section 3 using several ways to quantify the difference between model and observation. Then the robustness to correlated observation error is then studied in an academic context in section 4.

2. General formulation of variational data assimilation

Let $\mathcal{M}$ be a dynamical model describing the evolution of the state variable $X$:

\[
\begin{align*}
\partial_t X(X_0, x, t) + \mathcal{M}(X(X_0, x, t)) &= 0 \\
X(X_0, x, t_0) &= X_0
\end{align*}
\] (1)

Let $Y(t)$ be (partial) observations of this state variable, the aim of data assimilation is to estimate an optimal initial condition $X_0^a$ (often called analysed state) so that it is not far from the first guess $X_0^b$ (in general coming from a previous forecast), and that the model trajectory $X(X_0^a, x, t)$ is close to the observations $Y(t)$. This is done by defining $X_0^a$ as the minimum of the cost function:
\[ J(X_0) = J_b(X_0) + J_o(X_0) \]
\[ = \frac{1}{2} \|X_0 - X_0^b\|^2_V + \frac{1}{2} \int_{t_0}^{t_f} \|Y(t) - \mathcal{H}(X(X_0, x, t))\|^2_O \, dt, \]

where \( \mathcal{V} \) is the model state space, \( \mathcal{O} \) the observation space and \( \mathcal{H} : \mathcal{V} \rightarrow \mathcal{O} \) the observation operator. Usually, in variational data assimilation, the minimisation is done using a gradient descent type algorithm and the gradient is computed using adjoint methods as advocated by [2].

Typically in data assimilation one uses the Mahalanobis distance \( \| \cdot \|_V^2 = \| \cdot \|_B^2 \) and \( \| \cdot \|_O^2 = \| \cdot \|_R^2 \) with
\[ \|X\|_R^2 = X^T R^{-1} X \]

where \( R \) and \( B \) are the observation and background error covariance matrices respectively.

The choice of \( B \) and \( R \) is crucial in data assimilation. In this paper \( B \) is constructed using the general diffusion approach advocated by [6]. \( R \) will depend on the way the observation and the model are compared and this is the actual focus of the paper.

**Note 1.** For real application, the size of the \( R \) matrix makes its storage and its inversion very difficult. Consequently, in this study we will only focus on diagonal approximations (whatever the considered distance). This important to design tractable methods.

### 3. Image observation operator and associated metrics

As in [4] we assume that we can create \( q^{\text{synth}} \) a model equivalent to \( q^{\text{obs}} \) the observed image (an example of such possibility is given in section 4.2).

To perform data assimilation one requires the definition of a distance between observed images and model output. In this paper we investigated several possibilities:

- a pixel to pixel comparison (\( L^2 \) norm):
\[ J_o(X_0) = \frac{1}{2} \int_{t_0}^{t_f} \|Y(t) - \mathcal{H}(X(X_0, x, t))\|^2_O \, dt \]
\[ = \sum_{t_0}^{t_f} \|q^{\text{obs}}(t) - q^{\text{synth}}(t)\|^2_{R_{pix}} \]

- Comparison of the image gradients (\( H^1 \) seminorm):
\[ J_o(X_0) = \sum_{t_0}^{t_f} \|\nabla q^{\text{obs}}(t) - \nabla q^{\text{synth}}(t)\|^2_{R_{Grad}} \]
with $\nabla$ the spatial gradient operator computed using a second order centred finite difference scheme. This approach is motivated by the fact that the information about the dynamics of the system within the tracers sequence lies mainly in its discontinuities.

- Comparison using multi-scale decompositions.

$$J_o(X_0) = \sum_{t_0}^{t_f} \|W(q^{synth}(t)) - W(q^{obs}(t))\|^2_{R_W}$$ (6)

where $W$ is the chosen multi-scale decomposition operator. In this paper two such decompositions are studied namely a wavelet and a curvelet decomposition. The chosen wavelet decomposition is the classical 8 vanishing moments Daubechies and curvelets are described in [1].

In the following we will refer to equations (4,5,6) as $R_{pix}$, $R_{grad}$, $R_W$ and $R_C$ respectively (the last two representing wavelet and curvelet decomposition).

4. Twin experiments results

4.1. Experimental context

In order to assess the robustness of the proposed distances, we performed so-called twin experiments where synthetic observations are created using a model output. Subsequently we apply a correlated noise to these synthetic observation and use them in an assimilation experiment. Doing so we have a perfect knowledge of the 'truth' and of the observation error statistics.

In these experiments the dynamics of the system are described by the shallow water equations:

$$\begin{align*}
\partial_t u - (f + \zeta) v + \partial_x B &= -ru + \kappa \Delta u \\
\partial_t v + (f + \zeta) u + \partial_y B &= -rv + \kappa \Delta v \\
\partial_t h + \partial_x (hu) + \partial_y (hv) &= 0.
\end{align*}$$ (7)

where $\zeta = \partial_x v - \partial_v u$ is the relative vorticity, $B = g^* h + \frac{u^2 + v^2}{2}$ is the Bernoulli potential, for which $g^*$ is the reduced gravity, $f$ is the Coriolis parameter, $\kappa$ the diffusion coefficient and $r$ the bottom friction coefficient.

The 'true' initial condition $(u_0^t, v_0^t, h_0^t)$ showed in figure 1 simulates the evolution of an isolated vortex in a laboratory experiment using the CORIOLIS$^1$ turntable.

4.2. Synthetic observations generation

In order to create this synthetic image sequence one assume that the observes quantities correspond to passive tracers that are advected by the dynamic of the system following:

\[
\frac{\partial q}{\partial t} + u \frac{\partial q}{\partial x} + v \frac{\partial q}{\partial y} - \nu_T \Delta q = 0
\]

where \(u\) and \(v\) are the zonal and meridional component of the velocities computed from \(M\), and \(\nu_T\) is a diffusion coefficient. Equation (8), assuming \(q^{\text{synth}}(t_0)\) is available, allows to produce an image sequence \(q^{\text{synth}}(t_i)\) which can in turn be compared to observed images \(q^{\text{obs}}(t_i)\). Both equations (7) and (8) are tuned to mimic real-life behavior.

However, as mentioned above, in a twin experiment framework the observations also are synthetic. They are generated by transporting the ‘true’ initial passive tracer concentration \(q_0^{\text{true}}\) via equation (8) and using the velocity fields coming from a model simulation starting from the ‘true’ initial condition. In our academic case, both equations are at the same resolution, but for more realistic applications, one would have to solve (8) at the image resolution (hence interpolating \(u\) and \(v\)).

Once this sequence of ‘true’ concentration fields is obtains one add a correlated-in-space Gaussian noise, simulating the effect of observation error. In this paper we used three different level of noise. An example of the effect of these noises is shown in figure 2.

In our data assimilation experiments, only indirect observations (passive tracer concentrations \(q^t\)) are used while the model initial condition \((u_0, v_0, h_0)\) is controlled.

4.3. Experimental results

In order to evaluate the effect of the choice of \(J_o\) on the quality of the results, the twin experiments described in section 4.1 are performed using observations presented in section 4.2. The starting point (hereafter the background) of the minimisation problem (2) is the system at rest, i.e. \((u^b_0, v^b_0, h^b_0) = (0, 0, h_{\text{mean}})\).
For every $J_o$ mentioned in section 3, one needs to describe the observation error covariance matrix, bearing in mind that, we will only use diagonal approximations.

$R$ in pixels’ space: Even though the noise is correlated in space, its repartition within the image sequence is homogeneous in space and time. Consequently each pixel’s variance is identical. Therefore if we use in (4) the diagonal of the complete covariance matrix $R_{Pix}^{true}$, we get

$$R_{Pix} = \text{Diag}(R_{Pix}^{true}) = \sigma^2 I_n.$$  \hspace{1cm} (9)

$R$ in gradients’ space: In addition to being homogeneous, the used noise presents isotropic correlations. Consequently the diagonal of the complete covariance matrix used in (5) is:

$$R_{Grad} = \text{Diag}(R_{Grad}^{true}) = \tilde{\sigma}^2 I_{2n}. \hspace{1cm} (10)$$

Note 2. Let $I_x(i,j)$ the $x$-direction component of the gradient, its variance is:

$$\tilde{\sigma}^2 = V(I_x(i,j)) = V\left(\frac{I(i+1,j) - I(i-1,j)}{2}\right)$$

$$= \frac{V(I(i+1,j)) + V(I(i-1,j))}{4} - \frac{Cov(I(i+1,j), I(i-1,j))}{2}$$

$$= \frac{\sigma^2}{2}(1 - Cor(I(i+1,j), I(i-1,j)))$$

where $Cor(I, J)$ is the correlation coefficient between $I$ and $J$. This variance depends strongly on the correlations within the observed signal itself. The larger this correlation the smaller $I_x(i,j)$ variance. Therefore a correlated noise would have less impact in the gradient space.

$R$ in a multi-scale basis: Knowing the covariance matrix in the pixels’ space it is possible to construct its equivalent in the multi-scale basis. It can be done analytically for the wavelets (see for instance [5]) or can be computed empirically for the curvelets.
Table 1. Mean over 10 experiments of the residual error on the zonal component of the analysed velocity $u_a^0$ respect to that of the background $u_b^0$ (in percent). Presented for the three levels of noise and for the proposed distances.

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>Pixel</th>
<th>Grad</th>
<th>Wavelets</th>
<th>Curvelets</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.8 dB</td>
<td>59.8%</td>
<td>33.3%</td>
<td>9.1%</td>
<td>9.7%</td>
</tr>
<tr>
<td>20.8 dB</td>
<td>25.6%</td>
<td>17.3%</td>
<td>7.5%</td>
<td>9.2%</td>
</tr>
<tr>
<td>26.8 dB</td>
<td>15.1%</td>
<td>11.8%</td>
<td>7.0%</td>
<td>9.7%</td>
</tr>
<tr>
<td>Perfect data</td>
<td>7.6%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Mean over 10 experiments of the residual error on the zonal component of the analysed velocity $u_a^0$ respect to that of the background $u_b^0$ (in percent). Presented for the three levels of noise and for the proposed distances.

As mentioned before, in (6) we use:

$$R_W = \text{Diag} \left( W R_{\text{true}}^{P_{\text{pix}}} W^T \right)$$

(11)

**Note 3.** There is equivalence with formulation (4) when

$$R_W = W R_{P_{\text{pix}}} W^T.$$  

(12)

However, in this case we restrict the matrices to diagonal approximations and:

$$R_W = \text{Diag} \left( W R_{P_{\text{pix}}}^{\text{true}} W^T \right)$$

$$\neq W \text{Diag} \left( R_{P_{\text{pix}}}^{\text{true}} \right) W^T.$$  

(13)

Therefore, here (4) and (6) are not identical and we will show that it allows for better representation of error statistics.

For a spatially correlated noise, the variance of the corresponding multi-scale decomposition coefficients is strongly scale dependent. Consequently the diagonal matrix $R_W$ defined above is not proportional to the identity. This has important implications as illustrated in figure 3, which shows the covariances in pixels’ space when using the diagonal approximations in pixel, wavelet and curvelet space compared to the complete covariances.

4.4. Numerical results

Table 1 presents the residual error on the zonal component of the analysed velocity $u_a^0$ (the result of the minimisation) respect to that of the background. Similar results can be seen for the meridional component (not shown). Note that this quantities are not directly observed.
Figure 3. This figure represents the spatial covariances between 9 individual pixels and their close neighbours in pixels’ space. Top left: complete covariances. Top right: using the diagonal approximation \((9)\) in the pixels’ space. Bottom left: using the diagonal \(R_W\) in a curvet space. Bottom right: using the diagonal \(R_W\) in a wavelet space.

The results obtained for the \(R_{pix}\)-norm are shown in the first column. Note that the residual error greatly depends on noise level, which means that the distance between pixels using a diagonal \(R\) is not really robust to correlated noise (as expected).

The second column of Table 1 shows the results obtained when using \(R_{grad}\)-seminorm. A greater reduction of the error in this case is observed compared to the previous case. These results can be explained if one considers that, "locally", additive correlated-in-space noise introduces a "bias" in the pixels’ space. The gradients, by construction are not affected by biases, therefore they are less sensitive to the correlated part of the noise (see note 2).

The performances achieved using a non-proportional to the identity \(R_W\) and \(R_C\) are shown in the third and fourth columns of table 1. The residual error in both is much lower than in previous two cases. Here the robustness to the level of noise is impressive: the errors in the use of the most noisy sequences are less important than those committed with less noise sequences for other distances. These better results are due to the use of a non-proportional to the identity matrix. Indeed by using different variances for each of the coefficients in the x-let space we are able to represent part of the correlations present in the original signal error.

Fig. 4 shows the analysed fields using the \(R_{pix}\)-norm (left) \(R_{grad}\)-seminorm (middle) and \(R_W\) (right). The velocity field is generally well reconstructed in the vortex area whatever the case (the optimal state being shown in Fig 1 left panel). The main errors for \(R_{pix}\) and \(R_{grad}\) are in the smooth areas of observation, where the absence of discontinuities
Figure 4. \(u\) component of the analysed velocity field for an observation sequence with strong correlated noise (SNR 14.8 dB). From left to right: using pixels-based distance, using gradient-based semi-distance, using wavelet-based distance.

in the original image sequence means a lack of information on the underlying movement. The repercussion of the observation error is greater for \(R_{\text{pix}}\) compared to \(R_{\text{grad}}\).

Using multi scale decomposition, it is possible to incorporate some of the noise correlations in the diagonal of the covariance matrix of observation error, this allows to drastically reduce the impact of the noise in smooth areas of the image.

5. Conclusion

In this paper we studied the effect of correlated observation noise on image data assimilation. This was done using four different formulations of the optimisation problem (pixel, gradient, wavelet, curvelet) and applying the usual diagonal approximation of the observation error covariance matrix. We showed that this approximation has a significantly different impact in the different proposed approaches. Indeed, by reconstructing part of the spatial correlation through the multi scale transform, wavelet and curvelet based approaches are almost insensitive to correlated observation noise.
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