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Abstract. We present a direct translation from a sub-logic of µ-calculus
to non-deterministic binary automata of finite trees. The logic is an
alternation-free modal µ-calculus, restricted to finite trees and where
formulae are cycle-free. This logic is expressive enough to encode signifi-
cant fragments of query languages (such as Regular XPath). The size of
the generated automaton (the number of transitions) is bounded by 2n

where n is the size of a Fischer-Ladner closure of the formula. This is
an improvement over previous translations in 2n

2

. We have implemented
our translation. In practice, our prototype effectively decides static anal-
ysis problems that were beyond reach, such as the XPath containment
problem with DTDs of significant size.

1 Introduction

Tree automata are tightly connected to expressive logics. Capturing the language
of models of a given logical formula using a tree automaton constructed from
the formula has proved to be an essential technique to show decidability and
complexity bounds for a variety of logics.

In practice, however, such an automaton construction is not necessarily fea-
sible efficiently from a given MSO-complete (Monadic Second Order) logical
language. This is one of the main reasons why automata-based decision proce-
dures did not have the same success in practice as they had on the theoretical
side, as pointed out in e.g. [17] and [20]. Implementations of satisfiability-testing
algorithms for expressive logics rarely rely on automata-based techniques. No-
table exceptions include MONA [12,13] for the weak monadic second-order logic
of two successors (WS2S) [6,19] and MLSolver [9] for the full µ-calculus (without
converse modalities) [14]. In general, however, automata-based decision proce-
dures implementations are often outperformed by alternative techniques such as
tableau methods, as found in e.g. [11, 17, 18]. Such techniques try to avoid one
of the main weakness of automata-based techniques: the explicit representation
and construction of automata in intermediate steps of the decision procedure.
Such intermediate steps often involve extremely large automata and make the
decision procedure fail even if the final automaton is actually small.



Nevertheless, there are applications where such an explicit construction of a
tree automaton is key and inevitable. One such application is the static analysis
of queries in the presence of schemas. More specifically, solving the problem of
query containment under schema constraints. In this context, building a tree
automaton has proved to be useful in decreasing the overall combined complex-
ity of the problem by an exponential in the size of the schema, as pointed out
in [16]. Another application is the static typing of tree manipulating functional
programs. In such settings, type-checking is often performed by so-called type
inference, an operation that requires as input an explicit tree automaton. For
example, the type-checkers of [3] need to produce a tree automaton from some
logical language representing statements à la XPath [5]. Finally, queries evalu-
ators seeking performance can benefit from such a translation by incorporating
the automata construction directly in their compilers [1]. While such a transla-
tion is known to be feasible in theory, an efficient implementation has only been
conjectured to be feasible so far. This implementation challenge together with
the aforementioned applications motivated the present work.

In this paper, we investigate the construction of a finite tree automaton from
a formula of a specific tree logic Lµ which is MSO-complete. This logic is an
alternation-free fragment of the µ-calculus with backward modalities, interpreted
over finite trees. Thanks to its expressive power and succinctness, this logic
has found many applications in particular for the static analysis of queries and
programs that process semi-structured data such as XML [4,10,16]. An efficient
decision procedure for testing the satisfiability of this logic has been successfully
designed and implemented in [11]. However, the procedure relies on an inverse
tableau method that (only) looks for a single satisfying model. In this paper, we
propose a technique for effectively building a tree automaton representing the
set of all satisfying models of a given formula. To reach that goal, we build the
automaton in one pass, in a way that is as parsimonious as possible, in particular
for building the automaton transitions.

Related Work. Several works addressed the translation of formulae into tree
automata. The seminal work on MONA [12,13] developed implementation tech-
niques for WS2S which is succinct, but whose satisfiability is non-elementary.
The more closely related work [15] introduced a translation from CXPath to tree
automata in 2O(n). This work was first introduced in [15] and further developed
in [16] and [8]. However, CXPath represents a strict subset of µ-calculus and
weaker than the tree logic used here. In addition, their translation produce un-
ranked tree automata for which efficient implementations are notoriously lacking
(none have been reported). Closer to this work, [4] presented a translation from
µ-calculus to tree automata. However their translation has higher complexity
than ours (2n

2

states) and has no reported implementation.

Contributions. Our contributions are twofold. First, we tighten the complexity
bound obtained by [4] from O(2n

2

) automata states to O(2n) where n is propor-
tional to the formula size. We also show that the number of transitions is smaller
than O(2n). Second, we provide the first implementation of such a translation



and show that it effectively solves the static analysis of XPath queries under
large real-world schemas such as XHTML. So far, such problem instances were
beyond reach.

Paper Outline. We introduce in Section 2 the tree logic: its tree models, formulae
and their interpretations, fixpoints and some other necessary technical material
for the translation. Section 3 introduces the notion of tree annotations in order
to capture translation consistency both local and global. Then, we proceed in
Section 4 by describing a globally consistent translation technique from formulae
of a tree-logic with backward modalities to a tree automaton. In particular, we
explain how states and transitions are extracted and how the overall automaton
size is obtained. In Section 5, we report on experimental results for the static
analysis of XPath queries under real-world schemas (such as XHTML) before
concluding in Section 6.

2 Logical context

2.1 Focused trees

The trees we consider are binary trees (our results transfer to unranked trees
thanks to the well-known “first-child next-sibling” bijective mapping). Focused
trees are trees with the additional information of which node we are focused on.
We have four “programs” to change the focus in a focused tree: 〈1〉,〈2〉,〈1̄〉,〈2̄〉. If
T is a focused tree and a ∈ {1, 2}, T 〈a〉 (resp. T 〈ā〉) denotes the same tree but
where the focus is moved on the a-child (resp. the parent with (T 〈ā〉) 〈a〉 = T ).
Obviously, T 〈a〉 (resp. T 〈ā〉) is only defined if the node we are focused on has
a a-child (resp. if it is the a-child of some node). We write F for the set of all
focused trees.

2.2 Formulae

The logic we consider is a fragment of the alternation free modal µ-calculus
with a few additional restrictions (presented in section 2.6) that make the least
and greatest fixpoints coincide. The grammar of our formulae is given below.
The boolean functions we consider are arbitrary functions of the form {0, 1}k →
{0, 1}. Typical such functions are f(ϕ1, ϕ2) = ϕ1 ∨ ϕ2, f(ϕ1, ϕ2) = ϕ1 ∧ ϕ2,
f(ϕ) = ¬ϕ and f() = ⊤.

ϕ ::= formula | Pi atomic proposition
| f(ϕ1, . . . , ϕk) f is a boolean function | X variable

| µXi = ϕi in ψ least n-ary fixpoint | 〈a〉ϕ modality



2.3 Interpretation of formulae

We consider a boolean function f of arity k and sets S1, . . . , Sn of focused trees.
We define χ(x,E) = 1 when x ∈ E and χ(x,E) = 0 otherwise. We then define
f(S1, . . . , Sk) as {x ∈ F | f(χ(x, S1), . . . , χ(x, Sn))}. This extends naturally the
usual interpretation (Jϕ1 ∧ ϕ2KV = Jϕ1KV ∩ Jϕ2KV , Jϕ1 ∨ ϕ2KV = Jϕ1KV ∪
Jϕ2KV and J¬ϕK = F \ JϕKV ) to general boolean formulae. The interpretation
of formulae is the following:

JXKV = V (X)
JPiKV = { T ∈ F | Pi is true on the node focused by T }

Jf(ϕ1, . . . , ϕn)KV = f
(

Jϕ1KV, . . . , JϕnKV
)

J〈a〉ϕKV = {T 〈a〉 | T ∈ JϕKV ∧ T 〈a〉 is defined}

JµXi = ϕi in ψKV = JψKV [Xi → Ui]

Where S = {(Ti) ∈ P(F)n | JϕjKV [Xi → Ti] ⊂ Tj} and Uj =
⋂

(Ti)∈S
Tj .

2.4 Unfolding fixpoints

Definition 1 A subformula ψ of a formula ϕ is guarded in ϕ if there is a
subformula 〈a〉κ of ϕ such that ψ is a subformula of κ.

Restriction 1 We impose on formulae that for every fixpoint µXi = ϕi in ψ,
the variables Xi are guarded in ψ.

Definition 2 The unfolding of a formula ϕ is an equivalent formula ϕ′ where
unguarded fixpoints are expanded (each occurrence of a variable in a fixpoint has
to be guarded, so fixpoints are expanded, at most, once). In the resulting formula
unf(ϕ) all fixpoints are guarded.

unf(Pi)) = Pi unf(f(ϕ1, . . . , ϕn)) = f(unf(ϕ1), . . . , unf(ϕn))
unf(〈a〉ϕ) = 〈a〉ϕ unf(µXi = ϕi in ψ) = unf(ψ[Xi/µXi=ϕi in ψ])

2.5 Path

Definition 3 A path p = 〈a1〉 〈a2〉 . . . 〈an〉 is valid on a focused tree T if for
1 ≤ i ≤ n, (. . . (T 〈a1〉) . . . ) 〈ai〉 is defined. The set of paths for a formula is:

P(Pi) = ∅ P(f(ϕ1, . . . , ϕn)) =
⋃n
i=1 P(ϕi)

P(〈a〉ϕ) = {〈a〉} ∪ {〈a〉 p | p ∈ P(unf(ϕ))}



2.6 Cycle-free formulae

Definition 4 Because our underlying models are binary trees, a path can only
give the focus twice on the same node if there is a pattern 〈a〉 〈ā〉 or 〈ā〉 〈a〉. Such
a pattern is called a cycle. A formula is cycle-free if there is a finite bound on
the number of cycles the paths of this formula can contain.

Definition 5 Let ϕ be a cycle-free formula and T be a fixed focused binary
tree, we take the smallest n such that no path of ϕ has n cycles and we define
n(ϕ, T ) = n× |T |.

Lemma 1 Any path of ϕ that is longer than n(ϕ, T ) is not a valid path in T .

Proof. A valid path with no cycle is smaller than the number of nodes. Other-
wise, it would give the focus twice on the same node and there would be a cycle.
Let p be a valid path of ϕ. We can split p into n paths with no cycle pattern.
Each of these paths is valid somewhere in the tree and does not contain any
cycle, therefore each of these paths is smaller than |T |: p is either smaller than
n× T or invalid. ⊓⊔

Restriction 2 We impose that all formulae are cycle-free.

2.7 Lean, type, consistent type, ∆a-compatibility

Definition 6 The Lean is defined for an unfolded formula. It is a small varia-
tion of the classical Fischer-Ladner closure. The Lean can be defined as4:

Lean (Pi) = {Pi} Lean (f(ϕ1, . . . , ϕk)) = ∪ki=1Lean (ϕi)

Lean (〈a〉ϕ) = {〈a〉ϕ} ∪ Lean (unf(ϕ))

Lemma 2 For any unfolded formula ψ, Lean(ψ) is finite.

Proof. The set Lean(ψ) contains the atomic propositions appearing in ψ and
the formulae of the form 〈a〉ϕ where 〈a〉ϕ is a subformula of ψ or a subformula
of an unfolded subformula of ψ. ⊓⊔

Remark 1 For the rest of the paper, we fix the formula ξ and we write Lean
for Lean(unf(ξ)), n for the size of Lean and ω1, . . . , ωn for Lean. A formula ϕ
for which Lean(unf(ϕ)) is included in Lean is called a Lean formula.

Lemma 3 For a Lean-formula ϕ there is a f such that JϕK = Jf(ω1, . . . , ωn)K.

Proof. For a formula κ with no free variables, unf(κ) is necessarily of one the
subforms: Pj , 〈a〉ψ or f(ψ1, . . . , ψn) where the ψi are also of one of these three
forms.

4 We recall that an unfolded formula has no unguarded fixpoint.



For ϕ = fp(ϕ1, . . . , fi(ϕi,1, . . . , ϕi,k), . . . , ϕl), we can combine fp and fi into
an equivalent fc (fc(v1, . . . , vi,1, . . . , vi,k, . . . , vl) = fp(v1, . . . , fi(vi, 1, . . . , vi,k), . . . , vl)).
and for ϕ not a function, we can use the identity function to get the semantically
equivalent (x→ x)(ϕ).

In any case unf(κ) can always be transformed in an equivalent f(ϕ1, . . . , ϕl)
where f is a boolean function and the ϕj are unguarded subformulae of ϕ of
the form Pj and 〈a〉ψ. ϕ is a Lean formula, so each ϕj is necessarily a ωk for
some k. For ϕ a function using a subset of {ω1, . . . , ωn} as arguments we can add
arguments to f and permute them to get a f such that unf(κ) = f(ω1, . . . , ωn).

⊓⊔

Remark 2 We introduce the variables (V1, . . . , Vn) with JViK = JωiK. For i ∈
{1..n}, if ωi = Pj then Vi = Pj otherwise, let ai and fi be such that JωiK =
J〈ai〉 fi(V1, . . . , Vn)K and we state Vi = 〈a〉 fi(V1, . . . , Vn). For the formula ξ let
fξ be such that JξK = Jfξ(V1, . . . , Vn)K.

Definition 7 A type is an element of {0, 1}n. For a type t = (t1, . . . , tn) and
i ∈ 1..n, δi(t) is true when ti = 1. For a type t and a boolean function f of
arity n, we write f(t) for f(δ1(t), . . . , δn(t)). A type t is said consistent with a
focused tree T when ∀i ∈ 1..n (δi(t) ⇔ T ∈ JViK).

We denote by L the set of i such that Vi represents an atomic proposition;
Fa the set of Vi using the modality a, Fa =

{
i
∣∣ (Vi = 〈a〉 fi(V )

)
∈ Lean

}
.

Definition 8 Let 1̃ = 2̄ and 2̃ = 1̄, let x and y be two types, a ∈ {1, 2},
the compatibility operator ∆a(x,y) is: ∆a(x,y) = (∀i ∈ Fa δi(x) = fi(y)) ∧
(∀i ∈ Fā δi(y) = fi(x)) ∧ (∀i ∈ Fã δi(y) = 0).

Remark 3 ∆a is such that if we have ∆a(tp, tc) ∧ ∆a(t
′
p, tc) ∧ ∆a(tp, t

′
c) then

we necessarily have ∆(t′p, t
′
c).

3 Annotation of trees

We introduce the notions of locally and globally consistent tree annotations and
prove that they are equivalent. Local consistency will be used in Section 4 to
derive automaton construction, while global consistency will help in establishing
that the automaton captures the set of trees that are models of the formula.

Definition 9 An annotation of a finite tree T is a function from the nodes of
T to types. An annotation γ is consistent when each node N is associated with a
consistent type γ(N ). Note that a given tree has only one consistent annotation.

Definition 10 We say that an annotation γ of the tree T is locally consistent
when:

– for each node N and each atomic proposition Pi, (N ∈ JPiK) ⇔ δi(γ(N ));
– if Nc is the a-child of Np, then we have ∆a(γ(Np), γ(Nc));
– if N has no a-child then there are no i ∈ Fa such that δi(γ(N ));
– if N has no parent then there are no i ∈ F1̄ ∪ F2̄ such that δi(γ(N )).



3.1 The verification function Vγ

We consider γ, a locally consistent annotation. We want to prove that a locally
consistent annotation is a consistent annotation. The local consistency checks
that an annotation is correct at range 1 (Is the annotation correct with the atomic
propositions and is it consistent with the existence and the type of neighbours?).
We build a function Vγ checking the consistency at range k (Is the annotation
valid if we cross, at most, k modalities? ).

Definition 11 We define Vγ a function taking a Lean formula ϕ, a tree T
focused on a node t (ϕ is tested against T ), an integer k (at which ”range” do
we check the formula) and returning a boolean. We define Vγ by induction on k
decreasing and on the size of the formula ϕ.

– If ϕ = Pj there is a unique i such that JViK = JPjK, Vγ(ϕ, T , k) = (δi(γ(t)))
– Vγ(f(ϕ1, . . . , ϕn), T , k) = f(Vγ(ϕ1, T , k), . . . ,Vγ(ϕn, T , k))

– Vγ(〈a〉ϕ, T , k) =





〈a〉ϕ ∈ γ(t) if k = 0

Vγ(unf(ϕ), T 〈a〉 , k − 1) if k > 0 ∧ T 〈a〉 exists

0 if k > 0 ∧ T 〈a〉 does not exist

Lemma 4 The function k → Vγ(ϕ, T , k) is constant.

Proof. Let ϕ be a Lean formula and T a tree focused on the node t, we only
need to prove that Vγ(ϕ, T , 1) = Vγ(ϕ, T , 0) by induction on the size of ϕ.

– Vγ(Pj , T , 1) = δi(γ(t)) = Vγ(Pj , T , 0) (for the i such that JViK = JPjK) ;
– Vγ(f(ϕ1, . . . , ϕk), T , 1) = f(Vγ(ϕ1, T , 1), . . . ,Vγ(ϕk, T , 1)) =
f(Vγ(ϕ1, T , 0), . . . ,Vγ(ϕk, T , 0)) = Vγ(f(ϕ1, . . . , ϕk), T , 0);

– Vγ(〈a〉ϕ, T , 1) =

{
Vγ(unf(ϕ), T 〈a〉 , k − 1) when T 〈a〉 exists

0 otherwise

Let i ∈ Fa be such that Vi = 〈a〉ϕ, we have unf(ϕ) = fi(ϕ1, . . . , ϕn). The
annotation γ is consistent, if T 〈a〉 does not exist then δi(γ(T )) = 0 and
Vγ(ϕ, T , 1) = 0 = δi(γ(T )) = Vγ(ϕ, T , 0).
If T 〈a〉 does exist, Vγ(〈a〉ϕ, T , 1) = Vγ(unf(ϕ), T 〈a〉 , 0) =
fi (Vγ(ω1, T 〈a〉 , 0), . . . ,Vγ(ωn, T 〈a〉 , 0))) = fi(δ1(γ(T 〈a〉)), . . . , δn(γ(T 〈a〉))) =
fi(γ(T 〈a〉)) = δi(γ(T )) = Vγ(〈a〉ϕ, T , 0). The equality fi(γ(T 〈a〉)) = δi(γ(T ))
stands by definition of ∆a(γ(T ), γ(T 〈a〉)).

⊓⊔

3.2 Equivalence between Vγ and JϕK

Lemma 5 For every focused tree T and every Lean-formula ϕ we have Vγ(ϕ, T , 0) ⇔
T ∈ JϕK.

Proof. We now show that for ϕ, k, T when all paths of P(ϕ) longer than k are
not valid paths of T then Vγ(ϕ, T , k) = χ(T , JϕK).



– Vγ(Pj , T , k) = δi(γ(t)) = (T ∈ JϕK) (for i such that JViK = JPjK);
– Vγ(f(ϕ1, . . . , ϕk), T , k) = f(Vγ(ϕ1, T , k), . . . ,Vγ(ϕk, T , k))

= f(χ(ϕ1, T , k), . . . , χ(ϕk, T , k)) = χ(T , Jf(ϕ1, . . . , ϕk)K);
– if T 〈a〉 is defined then 〈a〉 is a valid path of T and k ≥ 1. We have

Vγ(〈a〉ϕ, T , k) = Vγ(unf(ϕ), T 〈a〉 , k − 1) and Vγ(unf(ϕ), 〈a〉 T , k − 1) =
χ(T 〈a〉 , Junf(ϕ)K) = χ(T 〈a〉 , JϕK) = χ(T 〈a〉 〈ā〉 , J〈a〉ϕK) = χ(T , J〈a〉ϕK).
The constraint on paths holds, a path of P(unf(ϕ)) on T 〈a〉 of size k is a
valid path of P(ϕ) on T 〈a〉 of size k and therefore a valid path of size k for
ϕ on T ;

– if T 〈a〉 is not defined then Vγ(〈a〉ϕ, T , k) = 0 and ¬χ(T , J〈a〉ϕK).

There is no valid path p ∈ P(ϕ) such that p is of size greater than n(ϕ, T ). Thus
Vγ(ϕ, T , 0) = Vγ(ϕ, T , n(ϕ, T ) + 1) ⇔ T ∈ JϕK so Vγ(ϕ, T , 0) ⇔ T ∈ JϕK.

⊓⊔

Theorem 1 (Local consistency is consistency) Given a tree T , an anno-
tation is locally consistent iff it is globally consistent.

Proof. ⇒ Consistency of a type t on a focused tree T being defined as t ∈ JT K
lemma 5 proves the global consistency of locally consistent annotations.

⇐ By construction of the local consistency, it is implied by the global con-
sistency. ⊓⊔

4 Automaton construction

A first idea for an automaton that checks a formula is to have types as states and
make the transitions enforce the local consistency. This leads to a bottom-up
non-deterministic tree automaton that has 2n states and no more than (2n)3

transitions. We present here an improved construction of a bottom-up non-
deterministic tree automaton that is much smaller (O(2n) transitions in the
worst case) and more prone to optimization.

4.1 States of the automaton

States of our automaton are sets of types with a “side” (1 or 2) plus a unique
final state F . The information contained in a state (S, i) (where S is a set of
types and i ∈ {1, 2}) is that S represents a set of possible types for the i-parent
of the current node.

Definition 12 For i ∈ {1, 2}, the interface i of a type y is the set Si(y) of types
∆i-compatible with y and compatible with having a i-parent and #i as the set of
types having no i-child. Si(y) =

{
x | ∆i(x,y)

}
and #i = {x | ∀v ∈ Fi δv(x) =

0}.

Definition 13 F =
{
t | fξ(t) ∧ (∀i ∈ (F1̄ ∪ F2̄), δi(t) = 0)

}
is the set of types

that are compatible with being a root and a solution of ξ.



Definition 14 Let Ci = {Si(t) | t type}∪#i, the set of states of our automaton
is Q = {(E, i) | E ∈ Ci} ∪ {(F , 0)}.

Remark 4 As a consequence of remark 3, given i ∈ {1, 2} and two types y1, y2,
we have either Si(y1) ∩ Si(y2) = ∅ or Si(y1) = Si(y2).

4.2 Transitions

We use the representation e1, e2
l
−→ e3 to indicate that there is a transition where

e1 is the state of the 1-child, e2 is the state of the 2-child, l is the label and e3
is the state of the parent. (#i, i) represents the state of a leaf that is a i-child.

The alphabet of our automaton is the powerset of the set L of atomic propo-
sitions appearing in ξ. A node n is labelled with l when ∀p ∈ L (p ∈ l ⇔ n ∈ JpK)

Definition 15 A type t forces the value of each atomic proposition appearing
in ξ. We write L(t) for the set of atomic proposition implied by t.

Let e1 = (E1, 1), and e2 = (E2, 2) for each t ∈ E1 ∩ E2 and for i ∈ {1, 2},

e1, e2
L(t)
−−−→ Si(t) is a transition. We also have a transition e1, e2

L(t)
−−−→ F for each

t ∈ F ∩ E1 ∩ E2 . We say that those transitions are built with the type t.

Lemma 6 A tree is accepted if and only if it satisfies the formula.

Proof. ⇒ Let T be a tree and suppose that T is accepted. There is a valid run
η, let η(n) be the state the run associates with the node n. We will introduce an
annotation τ and show that τ is locally consistent.

For all non root node n, the state η(n) was obtained using a transition of

the form (e1, 1), (e2, 2)
L(t)
−−−→ (Si(t), i) with t ∈ e1 ∩ e2. Let τ(n) be such a t. The

run is accepting, so the root node r is associated with η(r) = F . F comes from

a transition (e1, 1), (e2, 2)
L(t)
−−−→ F and that ensures there is a t in e1 ∩ e2 ∩ F ,

let τ(r) be such a t.
τ is locally consistent: A node n is labelled with L(τ(n)). Let ni be the i-

child of np and let (Ei, i) = η(ni), we have τ(n) ∈ Ei and Ei = Si(τ(ni)). Thus
τ(n) ∈ Si(τ(ni)) which means ∆i(τ(n), τ(ni)). Let n be a node, if n has no
i-child, τ(n) ∈ #i which implies δi(τ(n)) = 0 for i ∈ Fi. Finally, the root r is
associated with τ(r) ∈ F and therefore δi(τ(r)) = 0 for i ∈ F1̄ ∪ F2̄.

⇐ Let T be a tree and suppose that T satisfies the formula ξ. We consider
the annotation γ of T that associates each nodes n with its consistent type γ(n).
The function ρ that associates each node n of T with ρ(n) = Si(γ(n)) when n
is a i-child and with ρ(n) = F when n is the root node is an accepting run. ⊓⊔

4.3 Size of the automaton

The number of sets Si(t) depends only on which formulae of Fi ∪ Fī are true.
Therefore, the number of distinct Sa classes is bounded by 2|Fa∪Fā| . The number



of states of our automaton is bounded by the number of distinct sets S1 plus
the number of distinct sets S2 plus three (#1 , #2 and F). We have 2|F1∪F1̄| +
2|F2∪F2̄| ≤ 2n (where n = |Lean|) so the automaton has, at most, 3 + 2n states.

Each transition is built using a type t. Depending on whether t ∈ #1, t ∈ #2,
t ∈ S1(t

′) and t ∈ S2(t
′′) (for some t′ and t′′), they are, at most, four possibilities

for the two children states in a transition built using t: (#1,#2),(#1,S2(t
′′)),

(S1(t
′),#2), (S1(t

′),S2(t
′′)). Depending on whether t is compatible with a 1-

parent, a 2-parent, or a root solution, there are, at most, three possible states for
the parent state in a transition built using t: S1(t), S2(t) and F . The automaton
has, at most, 3× 4× 2n transitions.

4.4 Algorithm implementation

The algorithm works by computing transitions from pairs of known accessible
states and marking the discovered states as accessible. The algorithm starts with
the two states associated with leaves (#1 and #2) marked as accessible. Then,
for each pair of accessible states we compute the set of all transitions using those
states. Each new discovered state is marked as accessible.

The main operation of our algorithm is the computation of transitions. In
order to compute it our prototype relies on a symbolic representation of types for
fast enumerations. Once the formula is encoded into n formulae of the form Vi =
〈a〉 fi(ω1, . . . , ωn) or Vi = Pj the complexity of the translation to an automaton
is O(n× 2n).

5 Experimental validation

First, we tested our translation with queries taken from the XPathMark bench-
mark [7]. Figure 1 presents the time spent in constructing the automaton for
a given benchmark query. This demonstrates the practical feasibility of our au-
tomaton construction technique for practical query instances.

Second, we tested our prototype for solving the problem of XPath satisfiabil-
ity in the presence of DTD constraints. This problem is known to be EXPTIME-
complete for the vast majority of queries found in practice [2]. Specifically, the
complexity depends both on the query size n and on the constraint (DTD) size
m. As noticed in [16], a direct logical approach results in a 2O(n·m) time com-
plexity [10] whereas an automaton construction technique such as ours yields
a better O(m) · 2O(n) time complexity. This is because once an automaton is
built from the query, it can then be simply intersected with the automaton rep-
resenting the constraint. For this reason, state-of-the-art implementations of the
direct logical technique (such as [10]) can hardly deal with recursive queries that
require to unfold large DTDs (like XHTML). The implementation techniques we
propose here extend the envelope of practically solvable problem instances, and
speed up feasible cases considerably. For example, Figure 2 presents the overall
time spent in solving the satisfiability problem for the XPath Un = (//tr/∗)n in
the presence of two DTDs: XHTML basic and XHMTL strict. Un tests if there



is a lineage of n elements “tr”. Results illustrate the gain in using our prototype
when compared to the solver of [10].

The prototype and an enriched version of this benchmark are available at
the address: http://tyrex.inria.fr/a4mu.
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Fig. 1. Time spent in automaton construction for XPathMark (Ai) and (Bj) queries.
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Fig. 2. Time spent in testing the satisfiability of Un with XHTML strict or basic.

6 Conclusion

In this paper, we present a translation from an expressive tree logic to tree
automata. We first introduce a notion of tree annotations and locally consistent
tree annotations. We prove that local consistency of annotations correspond to
their global consistency. From there, we prove that the automaton construction
is correct, and focus on a more parsimonious translation compared to the state-
of-the-art.

The complexity of the construction is simply exponential in terms of the for-
mula size. This is an improvement over previous translations, either in terms of
the supported logical language expressivity or in terms of computational com-
plexity of the construction. We explain how this construction can be implemented
efficiently and provide a prototype implementation. To the best of our knowledge,
this is the first implementation of a translation for such an expressive µ-calculus.
We have also carried out practical experiments for the static analysis of XPath
queries under real-world schemas such as XHTML. Our prototype successfully
solves practical instances that were beyond reach.

http://tyrex.inria.fr/a4mu
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