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electromagnetic field with a propagation medium. The different properties of the medium,
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laws linking fields and inductions. In the present study, we focus on nonlinear effects and ad-
dress nonlinear Kerr materials specifically. In this model, any dielectric may become nonlinear
provided the electric field in the material is strong enough. This is even the case in vacuum
but then the minimal amount of energy necessary to observe nonlinear effects is similar to
the total energy produced by the sun in one second. We nonetheless use the vacuum as one of
the two dielectrics in our numerical simulations. The other one is the air wherein the minimal
electric field magnitude for observing nonlinear effects is 106 V/m, which can be achieved by
lasers in production today. We will see that in some situations, such as when an oscillating
electric dipole radiates in open space, frequency may also impact and even increase nonlinear
effects. The work presented here is restricted to one dimensional space in order to compare
numerical results to analytic solutions when possible, but all physical details and numerical
techniques extend to higher dimensions without much difficulty.
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Résolution numérique des équations de Maxwell 1d par
des méthodes Galerkin discontinues

Résumé : Le système des équations de Maxwell décrit l’évolution d’un champ électro-
magnétique en interaction avec un milieu de propagation. Les différentes propriétés de ce
milieu, telles que son caractère isotrope ou anisotrope, homogène ou hétérogène, linéaire
ou non-linéaire, sont définies par des lois constitutives qui lient champs et inductions. Dans
cette étude, on s’intéresse aux effets non-linéaires et on considère plus particulièrement
le cas de milieux non-linéaires de type Kerr. Dans le cas de ce modèle, n’importe quel
diélectrique peut se comporter comme un matériau non-linéaire dès lors que l’amplitude
du champ électrique se propageant dans le milieu est suffisamment forte. C’est par ex-
emple le cas du vide mais l’énergie minimale pour observer des effets non-linéaires doit
être similaire à l’énergie totale produite par le soleil en une seconde. Nous considérons
néanmoins le vide comme un milieu canididat pour notre étude, au même titre que l’air.
Pour ce dernier, l’amplitude minimale du champ électrique pour observer des effets non-
linéaires est 106 V/m, un niveau qui peut être atteint par les lasers exploités de nos jours.
Nous verrons que dans certaines situations, comme par exemple dans le cas d’un dipôle
électrique oscillant en espace libre, la fréquence d’ocillation peut aussi impacter et même
accroître les effets non-linéaires. Le travail présenté ici se limite au cas à une dimension
d’espace pour pouvoir comparer les solutions numériques avec des solutions analytiques
lorsque cela est possible, cependant tous les détails physiques et techniques numériques
s’étendent aisément aux dimensions supérieures.

Mots-clés : équations de Maxwell, domaine temporel, Galerkin discontinu, milieu non-
linéaire, modèle de Kerr.
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1 Introduction

The system of Maxwell equations describes the evolution of the interaction of an electro-
magnetic field with a propagation medium. The different properties of the medium, such
as isotropy, homogeneity, linearity, among others, are introduced through constitutive laws
linking fields and inductions. In the present study, we focus on nonlinear effects and address
nonlinear Kerr materials specifically. In this model, any dielectric may become nonlinear
provided the electric field in the material is strong enough. This is even the case in vacuum
but then the minimal amount of energy necessary to observe nonlinear effects is similar to
the total energy produced by the sun in one second. We will nonetheless use the vacuum
as one of the two dielectrics in our numerical simulations. The other one is the air wherein
the minimal electric field magnitude for observing nonlinear effects is 106 V/m, which can
be achieved by lasers in production today. We will see that in some situations, such as when
an oscillating electric dipole radiates in open space, frequency may also impact and even
increase nonlinear effects. The work presented here is restricted to one dimensional space
in order to compare numerical results to analytic solutions when possible, but all physical
details and numerical techniques extend to higher dimensions without much difficulty.

For the numerical treatment of the Maxwell-Kerr model, the FDTD (Finite Difference Time-
Domain) method [TH05] is often considered as the method of choice to simulate nonlinear
effects such as the self-focusing of an ultrashort pulsed beam. We refer to [JT97] and [ZJ93]
among other similar works. There exist only a few tentatives to investigate alternative nu-
merical methods. In [FWR07], a full wave 3d vector finite element (FETD - Finite Element
Time-Domain) method is presented that can be used to model nonlinear photonics effects
in complicated geometries. A finite volume (FVTD - Finite Volume Time-Domain) method
is introduced in [de 00]. This work seems to be the first tentative to import and adpat nu-
merical schemes extensively studied for compressible fluid flow problems. More recently, a
discontinuous Galerkin (DGTD - Discontinuous Galerkin Time-Domain) method is presented
in [Bla13] for a certain 2d form of the full Maxwell-Kerr equations, but numerical experi-
ments are limited to 1d problems. During the last 10 years, the DGTD method has been
increasingly adopted for the solution of the time-domain Maxwell equations in the case of
linear propagation media [HW02]-[FLLP05], and in particular for nanophotonics applica-
tions [BKN11]. We focus here on this latter family of methods and present the results of a
preliminary numerical investigation in 1d.

2 Mathematical model

The system of time-domain Maxwell equations writes as

∂D

∂t
= ∇×H,

∂B

∂t
= −∇×E,

∇ ·D = ρ,

∇ ·B = J,

(1)

RR n° 8678
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where D is the electric induction (C/m2), E is the electric field (V/m), B the magnetic induc-
tion (V.s/m2 or T), H the magnetic field (A/m), J the current density (A/m2) and ρ the charge
density (C/m3), all units in parentheses assuming the S.I. unit system. The inductions are
linked to the fields through constitutive laws or material laws that account for the interac-
tion of the electromagnetic field with the considered medium, and that are generally written
as

D = D(E,H), B = B(E,H) (2)

In pratice, multipolar developments are used to formulate the inductions in terms of fields
and moments (see [Jac99, p. 14]) but we only consider here dipolar moments and we write

D = ε0E + P, (3a)

B = µH−M, (3b)

where P and M denote the electric and magnetic dipolar moment densities respectively, ε0
is the electric permittivity of vacuum (F/m with F=C/V) and µ0 is the magnetic permeability
of vacuum (H/m with H=V.s/A); P and M have the dimensions of D and B respectively.

Assuming that the magnitude of the exterior field E is small compared to that of the char-
acteristic field of the system (e.g. the field associated to atomic bonding), we can develop P

as a series of powers of E

P = ε0

(
χ(1)E + χ(2)E2 + . . . χ(n)En + . . .

)
, (4)

where χ(n) = χ(n)(r, ω) denotes the electric susceptibility of order n which is a tensor of
order (n+ 1). This tensor can possibly depend on the spatial coordinate vector r (i.e. in the
case of an heterogeneous medium) and/or on the frequency ω (i.e. in the case of a dispersive
medium). In Eq. (4), the powers of the vectorial field E must be understood as tensorial
products

Pn
i = ε0

[
χ(n)En

]
i

=
∑

j1,j2,...jn+1

χ
(n)
i,j1,j2,...jn+1

Ej1 .Ej2 .. . . . Ejn+1 , (5)

where Ui denotes the ième component of the vector U. We now make the following hypo-
theses concerning the underlying propagation medium.

Hypothesis 1.
The medium is non-magnetic (i.e. µ ≈ µ0).

We can thus set µ = µ0 but we will keep the notation µ for clarity.

Hypothesis 2.
The medium is isotropic.

Then χ(n)(r, ω) is the product of a scalar function by the identity tensor of order n and we
can deduce (thanks to symmetry arguments) that the moments of even order χ(2), χ(4), . . .

are all zero (see [Bet09]).

Hypothesis 3.
The medium is homogeneous and non-dispersive.

RR n° 8678
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Then χ(n) is the product of a constant by the identity tensor of order n.

Under the hypotheses 2 and 3 and using the development (4) up to order 3, the polarization
vector P writes

P = ε0

(
χ1Id

(2)E + χ3Id
(4)E3

)
, (6)

where Id
(k) is the identity tensor of order k, while χ1 and χ3 are constants. For k = 2 we

obtain the identity matrix (of R3) and for k = 4 we have

I
(4)
d (i, j, k, l) = δijδkl, i, j, k, l = 1 . . . 3, (7)

where δij is the Kronecker symbol. We recall that a tensor of order k in Rn has nk entries.
Using Eq. (6) and (7) we find the expression of the polarization P adopted for modeling the
Kerr effect

P = ε0χ1E + ε0χ3‖E‖2E = PL + PNL (8)

Remark 1.
Note that in expression (8) the first order susceptibility, χ1, is a quantity without dimen-

sion, while the third order susceptibility, χ3, has dimension (m/V)2. More generally, the
susceptibility of order n is measured in (m/V)n in the S.I. unit system.

Applying hypotheses 1-2-3 and using Eq. (8) for P, the constitutive laws become

D = ε0
(
1 + χ1 + χ3‖E‖2

)
E, (9)

B = µH. (10)

We define the electric permittivity of the medium in terms of E by

ε = ε(E) = ε0
(
1 + χ1 + χ3‖E‖2

)
, (11)

and we have
D = D(E) = ε(E)E. (12)

We recall that the refraction index of the medium is defined as

n =
c0
c

=

√
εµ

ε0µ
, (13)

where c0 is the speed of light in vacuum and c is the speed of light in the underlying medium.
Using hypothesis 1 and expression (11) we obtain

n = n(E) =
√

1 + χ1 + χ3‖E‖2. (14)

Let nL =
√

1 + χ1 be the linear refraction index; we have

n = nL

√
1 +

χ3‖E‖2

n2L
. (15)

Since χ3 << n2L (see [Bet09]) we can perform a Taylor development up to the second order,

RR n° 8678



DGTD method for nonlinear Maxwell in 1d 7

which yields to

n ≈ nL +
χ3

2nL
‖E‖2 = nL + n2(E). (16)

The nonlinear index can be approximately defined as the sum of a zeroth order (constant)
and a second order index which depends on the magnitude of E, keeping in mind that
nonlinear effects exist when this magnitude is very large.

The induction D and the field E are linked through the constitutive law (9) which is a
nonlinear application (12) and, in the sequel, we will need to know the Jacobian matrix
of this application, that we denote J , and that we will derive, as well as it inverse, in any
space dimension.

2.1 Derivation of the matrix J
Let

J = J (E) =
∂D

∂E
.

Using the constitutive law (9) we obtain

J =
∂ε

∂E
E + εId, (17)

where d is the dimension of E, Id is the identity matrix of Rd and ε is given by (11). Let
α = 2ε0χ3; we have

∂ε

∂Ej
= αEj , j = 1 . . . d,

and J writes as
J = αE⊗E + εId. (18)

For d = 3, the tensorial product of two vectors U and V is given by

U⊗V =


UxVx UxVy UxVz

UyVx UyVy UyVz

UzVx UzVy UzVz

 . (19)

For d < 3, the tensorial product is the minor of rank d of (19) associated to the selected
variables.

Proposition 1. J is a symmetric positive definite matrix.

Proof 1. We compute the determinant |J | and obtain

|J | = εd−1
(
ε+ α‖E‖2

)
(20)

Since α ≥ 0 and ε(E) > 0 ∀E we deduce that J is invertible and we have

J−1 = |J |−1
(
αεd−2

(
‖E‖2Id −E⊗E

)
+ εd−1Id

)
(21)

RR n° 8678
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J is a positive matrix if for any E 6= 0 we have ETJE > 0. We obtain

ETJE = ε0(χ1 + 1) ‖ E ‖2 + + (ε0χ3 + α) ‖ E ‖4> 0. (22)

All the formulas giving J , its determinant and its inverse are valid for any space dimension
d and thus, for any number of components of E. In the sequel, we focus on the case d = 1

for which all the above-mentioned quantities are scalars. We denote by E the nonzero
component of E (without specifying which component is actually concerned), and we inject
this quantity in Eq. (18), (20) and (21) to obtain

E⊗E = E2,

J = |J | = αE2 + ε,

J−1 =
1

αE2 + ε
.

(23)

We can also replace the partial derivatives of E by those of D by using the chain rule formula

∂D

∂ξ
=
∂D(E)

∂E

∂E

∂ξ
= J ∂E

∂ξ
, (24)

where ξ stands for any variable on which D and E depend. J−1 being well defined for all
E, the reciprocal formula of (24) writes

∂E

∂ξ
= J−1 ∂D

∂ξ
(25)

Moreover, the fields B et H being linearly linked, by Eq. (10) we have

∂H

∂ξ
= µ−1

∂B

∂ξ
(26)

Remark 2.
If χ3 = 0 then the medium is always linear whatever the magnitude of the electric field and
J = εId where ε is constant.

2.2 1d system

We assume that the fields only depend on the variable x and that Bz and Ey are zero. We also
assume that, if they are any, currents are known and are not conducting. Then the system
of Maxwell equations (1) simplifies to a system involving two equations that we write with
D = Dz, E = Ez, J = Jz, B = By , and H = Hy

∂D

∂t
− ∂H

∂x
= J,

∂B

∂t
− ∂E

∂x
= 0.

(27)

We define
Q = (D,B)T , F(Q) = (H,E)T ,J = (J, 0)T ,

RR n° 8678
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and system (27) writes under conservative form

∂Q

∂t
+
∂F(Q)

∂x
= J. (28)

Using

A =
∂F
∂Q

= −

(
0 µ−1

J−1 0

)
, (29)

where J is here a scalar function which writes

J = ε0(1 + χ1 + 3χ3E
2), (30)

and we obtain the quasi-linear system

∂Q

∂t
+A∂Q

∂x
= J. (31)

The matrix A has two real and distinct eigenvalues and two associated eigenvectors
λ1,2 = ± 1√

µJ
,

rk = (1,−µλk)T , k = 1, 2.

(32)

We deduce that system (31) is strictly hyperbolic. The properties of the physical fields
associated to the eigenvalues are studied in annex A.

3 Discontinuous Galerkin (DG) method

We consider system (28) in terms of rescaled quantities (see annex B) but without changing
the notations. The computational domain is defined as the interval I = [a, b] ⊂ R that we
subdivide in cells Ij of uniform size ∆x

Ij = [xj , xj+1] , xj = j∆x, j = 1, . . . , N.

We multiply (28) by a test function ψ belonging to a space Vj and we integrate by parts over
Ij to obtain ∫

Ij

∂Q

∂t
ψdx−

∫
Ij

F(Q)
∂ψ

∂x
dx+

[
F(Q)ψ

]xj+1

xj

=

∫
Ij

Jψdx. (33)

The space Vj is chosen to be the set of polynomials of degree ≤ n on Ij and we denote by
uj the projection of a function u on Vj

uj(x, t) =

n+1∑
i=1

uji (t)ψ
j
i (x). (34)

RR n° 8678
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System (33) writes∫
Ij

∂Qj

∂t
ψj
kdx−

∫
Ij

F(Qj)
∂ψj

k

∂x
dx+

[
F̃(Q)ψj

k

]xj+1

xj

=

∫
Ij

Jjψj
kdx, k = 1, . . . n+ 1, (35)

where F̃ is an approximation of the continuous flux function F at the boundaries of Ij

F̃(Q)(xj) = Φ(Qj−1,Qj) = Φj−1,j ,

F̃(Q)(xj+1) = Φ(Qj ,Qj+1) = Φj,j+1,

Φ is a numerical flux function which satisfy the consistency property (see [LHvL83])

Φ(u,u) = F(u). (36)

Several options exist for the definition of the numerical flux function Φ verifying (36) and
we choose here the local form of the Lax-Friedrichs flux defined by

Φ(u,v) =
1

2
(F(u) + F(v)− C(u,v)(v − u)) ,

C(u,v) = max
k

(|λk(u)|, |λk(v)|) ,
(37)

where the eigenvalues λk are given by (32). Then, system (35) writes as∫
Ij

∂Qj

∂t
ψj
kdx−

∫
Ij

F(Qj)
∂ψj

k

∂x
dx+ Φj,j+1 ψ

j
k(xj+1)− Φj−1,j ψ

j
k(xj) =

∫
Ij

Jjψj
kdx. (38)

Remark 3. If the current source is a Dirac distribution in the spatial variable x, the poly-
nomial projection (34) is not used and the RHS of (33) becomes∫

Ij

J(x, t)ψ(x)dx =

∫
Ij

f(t)δx0(x)ψ(x)dx = f(t)ψ(x0).

This formulation will be used for simulations involving a dipolar source in section 7.4.

It remains to choose the polynomial basis functions to finalize the formulation of the discrete
equations of system (38). We consider two possibilities: the nodal basis spanned by the
Lagrange polynomials and the modal basis spanned by the Bernstein polynomials.

3.1 Reference element

We choose as the reference element the unit interval Î = [0, 1] and we introduce a set of
points that we call nodes forming the so-called Lagange mesh of degree n

Tn = {nk ∈ Î : nk =
k − 1

n
, k = 1, . . . , n+ 1. (39)

The Lagrange polynomials Lk of degree n are defined in unique way by the relation

Lk(nm) = δkm, δkm := Kronecker’s symbol.

RR n° 8678
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Let m = (m1,m2) ∈ N2 such that m1 + m2 = n. The Bernstein polynomials of degree n are
defined on Î by

Bm(x) =
n!

m1!m2!
xm1(1− x)m2 .

Each local polynomial ψj
k defined on Ij = [xj , xj+1] as a unique image ψ̂k on the reference

element I
ψ̂k = ψj

k ◦ F̂j , (40)

where the affine application F̂j : Î 7→ Ij writes

F̂j(x̂) = (xj+1 − xj)x̂+ xj . (41)

We deduce
ψj
k(xj) = ψ̂k(0), ψj

k(xj+1) = ψ̂k(1). (42)

Here ψ̂k stands for Lagrange or Bernstein polynomials for which a suitable numering leads
to the following relations

ψ̂1(0) = 1 ; ψ̂k(0) = 0, k = 2, . . . , n

ψ̂n(1) = 1 ; ψ̂k(1) = 0, k = 1, . . . , n− 1
(43)

Injecting (42) in (38) we obtain

∫
Ij

∂Qj

∂t
ψj
kdx−

∫
Ij

F(Qj)
∂ψj

k

∂x
dx+ Φj,j+1 ψ̂k(1)− Φj−1,j ψ̂k(0) = 0 (44)

3.2 Limited polynomials

To prevent spurious oscillations that may occur in the presence of singularities, we use
the limitation process suggested in [Shu13, p. 547] where the limited polynomial p̃j(x) is
defined as follows

p̃j(x) = θj(p
j(x)− ūj) + ūj ,

θj = min

{∣∣∣∣M − ūjMj − ūj

∣∣∣∣ , ∣∣∣∣ m− ūjmj − ūj

∣∣∣∣ , 1} ,
ūj =

1

dx

∫
Ij
pj(x)dx,

Mj = max
x∈Sj

pj(x), mj = min
x∈Sj

pj(x),

(45)

where pj is the computed discrete solution on Ij at each time-step, M andm are respectively
the maximum and the minimum values of the initial solution, and Sj is a set of quadrature
points of the element Ij .

3.3 Finite volume method (FVM)

We can consider that a finite volume formulation is obtained from the discontinuous Galerkin
formulation when the polynomial degree is set to 0. Then, with ψj = 1,∀ j the projection

RR n° 8678
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formula (34) becomes
Qj(x, t) = Qj

1(t). (46)

Neglecting the subscript 1 and setting J = 0, system (44) writes

∂Qj

∂t
∆x+ Φ(Qj ,Qj+1)− Φ(Qj−1,Qj) = 0 (47)

The finite volume scheme given by (47) is only first order accurate in space independently
of the chosen numerical flux. To increase the spatial accuracy we use the MUSCL [Lee79]
method which may be summarized as follows

1- In each element Ij define left, right and central slopes by

pjl =
1

∆x
(uj − uj−1), pjr =

1

∆x
(uj+1 − uj), pjc =

1

2∆x
(uj+1 − uj−1). (48)

2- Use a slope limitation technique such as the minmod limiter [Lee79]

pjlim = minmod(pjl , p
j
r, p

j
c), (49)

where minmod(a, b, c) = max(|a|, |b|, |c|) if a, b and c have all the same sign and 0 other-
wise.

3- Compute new values at boundaries of Ij

uj,+lim = uj +
∆x

2
pjlim, (50)

uj+1,−
lim = uj+1 − ∆x

2
pjlim. (51)

Applying the process to each component of Q, the finite volume scheme (47) becomes

∂Qj

∂t
∆x+ Φ(Qj+1,−

lim ,Qj+1,+
lim )− Φ(Qj,−

lim ,Q
j,+
lim ) = 0 (52)

4 Runge-Kutta scheme

We rewrite the semi-discrete systems (44) and (47) as

Qn+1
j = Qn

j + ∆tR(Qn),

which is time-integrated using a Runge-Kutta (RK) scheme or order k
Q(0) = Qn,

Q(i) =
i−1∑
j=0

(
αi,jQ

(j) + βi,j∆tR(Qj)
)
, i = 1, . . . , k,

Qn+1 = Q(k),

(53)
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with
i−1∑
j=0

αi,j = 1.

We will call Runge-Kutta method, the classical method obtained with the coefficients αi,j

and βi,j defined for j = 0 . . . , i− 1 et i = 1 . . . , k by

αi,j = δi,j ,

βi,j =
δi,j

k + 1− i
,

(54)

where δi,j is the Kronecker’s symbol. The time step ∆t is determined by the relation

∆t =
∆x

c0
CFL,

where c0 is the speed of light in vacuum (which is the maximal speed of electromagnetic
waves) and the Courant number CFL is a positive real number resulting from an appropriate
linear stability analysis. In [CS01], the authors propose to use a Runge-Kutta method of
order n+ 1 for spatial polynomials of degree ≤ n with a Courant number given by

CFL =
1

2p+ 1
. (55)

This method happens to be expensive in terms of CPU time and, as an alternative, we will
use the third order scheme given in [Got05] which writes under the form (53) with k = 3

and with coefficients that write in matricial form as

α =


1 0 0

3

4

1

4
0

1

3
0

2

3

 β =


1 0 0

0
1

4
0

0 0
2

3

 . (56)

We will refer to this scheme as OS3 to distinguish it from the classical RK3 Runge-Kutta
scheme.

5 Approximation of the E field

The Runge-Kutta scheme yields the inductions Dn+1 and Bn+1 from Dn and Bn but the
numerical flux function (37) depends on En and Hn and, while the latter is obtained from
Bn thanks of a simple division by µr, in order to obtain En from Dn one has either to
directly invert the electric constitutive law (9) or make use of a specific procedure to avoid
this (costly) direct inversion. We present here three strategies for computing E, the first two
compute approximate roots of the cubic equation (9) and the third one solves the differential
equation (25) (with ξ = t).
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5.1 Newton method

The field Dn being known, we want to evaluate En such that Dn ≈ εr(En)En where εr(E) =

εL,r + χ3E
2. In order to do so, we define G(E) = εr(E)E −Dn and we look for the zeros of

G using Newton’s method

E(0) = En−1 ; E(k+1) = E(k) − G(E(k))

G′(E(k)
, k ≥ 0.

Note that Newton’s method works iff G′(E(k)) 6= 0, which is always true in the present case
since χ3 ≥ 0 and when χ3 < 0 we assume that the nonlinear term of G′(E) is small compared
to the linear permittivity εL,r.

5.2 Padé Approximants

Another way to approximate solutions of equation (9) is with Padé approximants [O+10]
which, in the case of a purely Kerr material, lead to

En =


1 +

2χ3

ε3L,r

(Dn)2

1 +
3χ3

ε3L,r

(Dn)2

 [εL,r]
−1
Dn. (57)

5.3 Euler method

Here, the method used to compute E relies on the time discretization of the relation

∂D

∂t
= J (E)

∂E

∂t
. (58)

We set
∂U

∂t
≈ Un − Un−1

∆t
,

and we approximate (58) by

Dn −Dn−1 = J (En−1)
(
En − En−1) .

We deduce

En = En−1 + J−1(En−1)
(
Dn −Dn−1) . (59)

We can remark that the Euler method corresponds to the (unlikely) case where, at each time
step, Newton’s method yields the desired result (i.e. G(E) = 0) in one iteration. We would
obtain in this case

En = En−1 − G(En−1)

G′(En−1)
, G(En) = 0, ∀n.

But G′ = J and then

En = En−1 − J−1(En−1)
(
εr(En−1)En−1 −Dn

)
= En−1 − J−1(En−1)

(
Dn−1 −Dn

)
,
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which is exactly Eq. (59). We may conclude that the Euler method is much less accurate
than Newton’s method but the latter is, on one hand, more expensive and, on the other
hand, imposes conditions on χ3 and/or on J such that G′(E) 6= 0, ∀E. We note that all three
methods for computing E extend easily to higher spatial dimensions.

6 Electromagnetic energy

In the absence of electric charge and current densities, the conservation law of the electro-
magnetic energy writes in differential form [Jac99, p. 237]) as

∂u

∂t
+ ∇ ·S = 0, (60)

where u =
1

2
(E.D + B.H) is the electromagnetic energy density and S = E × H is the

Poynting vector. The integral form of this conservation law is given by

∂

∂t

∫
V

udV +

∫
∂V

S.nds = 0, (61)

where V is an arbitray volume and n is the outward unit normal vector. The above expres-
sion of the conservation law of the electromagnetic energy also known as Poynting’s the-
orem is only valid for linear and non-dispersive materials. For nonlinear materials, Sjöberg
[Sjö07] proposes to replace the Poynting equation 60 by the inequality

∂u

∂t
+ ∇ ·S ≤ 0, (62)

where the electromagnetic energy density u in the one dimensional spatial case writes as

u =
1

2
BH + ED(E)−

∫ E

0

D(E′)dE′. (63)

For Kerr materials, the (63) leads to

u =
1

2
(BH + εL,rE

2) +
3

4
χ3E

4,

= uL +
3

4
χ3E

4,

(64)

where uL has the same definition as in the linear case. Thus we will use u given by (64) for
both linear and nonlinear materials to check the conservation law of energy.

7 Numerical experiments

We have selected four test problems corresponding to the propagation of a square-shaped
pulse, a gaussian pulse, a wave packet, and to the the radiation of an oscillating electric
dipole. The propagation or radiation takes place in an infinite medium which is either the
air or the vacuum. Table 1 below summarizes the electromagnetic parameters playing a
role in this numerical study. We note that the magnitude of the incident electric field must
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be very large to obtain noticeable nonlinear effects. In particular, in the case of vacuum,
the magnitude must be greater than 1013 V/m whereas a magnitude of 106 V/m is sufficient
in the case of the air as will be seen below.

Mediaum εL,r χ3

Air 1.0003 3.675× 10−13 m2/V2

Vacuum 1.0 7.195× 10−29 m2/V2

Table 1: Linear permittivity and third order nonlinear susceptibility.

7.1 Square-shaped pulse

We consider the propagation of a square-shaped pulse in the air. The magnitude of the
pulse is set to 1 V/m. The computational domain is the interval I = [−1, 1] and we define the
square-shaped pulse as the characteristic function of the interval [a, b] ⊂ I

1[a,b](x) =

{
1 if x ∈ [a, b],

0 otherwise.

We set [a, b] = [− 3
4 ,−

1
4 ] and we discretize the domain with 100 elements. We select the

RK1 time integration scheme in combination with the first order FV scheme, and the OS3
time integration scheme in combination with the DG scheme. We show on figure 1 the
distribution of Ez obtained at t = 2.5 ns with the first order FV and DG-P1 methods together
with the exact solution.

−1 −0.5 0 0.5 1
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0.4

0.6

0.8

1

x

E
z(

x,
t=

2.
5 

ns
)

DG degree 1
FV  order 1
Exact 

Figure 1: First order FV and DG-P1 methods.

We now increase the spatial accuracy of the FV scheme using the MUSCL technique with
slope limiters (3.3) and that of the DG scheme by considering a third order interpolation
degree. The OS3 time integration scheme is adopted in both cases. Figure 2 shows the
obtained solutions at t = 0.3 ns. We observe spurious oscillations when the FV method
is used without limiters, whereas when the latter are activated the FV solution compares
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well with the DG-P3 one and with the exact solution albeit the numerical diffusion is more
pronounced in the case of the FV method with limiters.
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x

E
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x,
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3 
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)

DG  degree 3
FV order 2
FV order 2 + Lim
Exact

Figure 2: Second order FV and DG-P3 methods.

The DG-P3 method also exhibits some slight oscillations but the latter are damped and al-
most disappear when the interpolation degree is increased as can be seen on figure 3.
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Figure 3: DG method with order 3, 4 and 6.

In order to be able to make comparisons with the exact solution in the nonlinear case, we
have to regularize the characteristic function 1[a,b](x) because the procedure described in
section C and taken from [PNTB09] requires C1 initial functions. In order to do so, we
introduce the sequence of functions defined by

φk[a,b](x) =
1

1 + e−2k(x−a)
− 1

1 + e−2k(x−b)
.

We show on figure 4 the characteristic function 1[a,b](x) on the interval [− 3
4 ,−

1
4 ] together
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with two terms of the sequence φk[a,b] and we see that the term φ40[a,b] is a good approximation

of the characteristic function. Thus, in the following, we will use the function φ40[a,b] for the
initialization of the E field.

Figure 5 shows the exact solution and the approximate solutions resulting from the second
order FV method with limiters and the DG-P1 method, at t = 2.5 ns computed on a mesh with
300 elements. We have adopted the RK2 time integration scheme. The magnitude E0 of the
initial field has been set to 103 V/m. We note that the wave is transported without deforma-
tion as in a perfectly linear medium keeping in mind that the target solution being regular,
the FV and DG solutions are oscillations free. We also mention that the Ez component is
computed at each Runge-Kutta method using Newton’s method.
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Figure 4: Regularized characteristic function.
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Figure 5: Second order FV and DG-P1 solutions for E0 = 103 V/m.

We use the same data as in the case of figure 5 except the magnitude of the initial field
which is now set to 106 V/m. The corresponding results are shown on figure 6. The nonlinear

RR n° 8678



DGTD method for nonlinear Maxwell in 1d 19

effects materialize as a discontinuity (shock wave) upstream of the front, and a rarefaction
wave downstream of the front, but the magnitude of the field is conserved. The DG-P1

solution compares relatively well to the exact solution but the FV solution exhibits strong
oscillations at the level of the shock discontinuity.
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Figure 6: Second order FV and DG-P1 solutions for E0 = 106 V/m.

In order to damp the spurious oscillations of the FV solution we apply slope limiters. The
corresponding results are shown on figure 7. We observe that the FV solution is almost
monotone and the oscillations resulting from the DG-P1 method are more noticeable.
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Figure 7: Second order FV with limiters and DG-P1 solutions for E0 = 106 V/m.

We now want to assess the role of the interpolation degree in the DG method. In doing so,
we keep the simulation parameters unchanged and use the OS3 time integration scheme.
The obtained solutions are shown on figure 8. We observe that the spurious oscillations
appearing in the DG-P1 solution are damped when the interpolation degree is raised but
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additional oscillations form upstream of the shock discontinuity. Moreover, the amplitude of
these new oscillations increases with the interpolation degree.
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Figure 8: DG method with Lagrange polynomial of degree 1, 3 and 6.

Then, we apply the limiting procedure described in section 3.2. We see on the plots of
figure 9 that the oscillations upstream of the shock discontinuity have almost disappeared
while those existing at the level of the discontinuities are still present.
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Figure 9: DG method with with Lagrange polynomials of degree 1, 3 and 6, and with limited
polynomials.

We performed the same numerical experiments but using this time the Bernstein polynomi-
als and without limiters (we recall that Lagrange and Bernstein polynomials are identical
when the interpolation degree is equal to 1). The obtained results are plotted on figure 10.
The graphs of figure 10 show that the limiters (3.2) almost fail in damping the oscillations.

From now on, we will use Lagrange polynomials and the OS3 time integration scheme.
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Figure 10: DG method with with Bernsetin polynomial of degree 3, and with limited polyno-
mials.

7.2 Gaussian pulse

This second test problem is concerned with the propagation of a Gaussian pulse. The initial
profile of the the electric field component is given by

E(x, 0) = E0(x) = Ae
−
x2

2σ2 , A = 106, σ = 0.15.

The propagation domain is the interval I = [−1, 2] which is meshed using 300 equally sized
elements. The initial profile is plotted on figure 11 together with the DG-P3 solutions at time
t = 2.3 ns respectively computed in vaccum and air (see table 1).
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t = 2.3ns : Air

Figure 11: Propagation of a Gaussian pulse, A(vacuum) = A(air) = 106 V/m.

We observe that when the magnitude is set to 106 V/m, the front propagates in vacuum
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as in a linear medium whereas in the air a shock discontinuity is forming upstream of the
pulse. We perform the same simulation in vacuum setting the magnitude to 7.1013 V/m and
we compare the obtained solution with that computed in the air with a magnitude set to
106 V/m (see figure 12). If we multiply the solution computed in the air by the ratio of the
two initial magnitudes, the two solutions become almost identical and compare very well
with the exact solution.
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Figure 12: Propagation of a Gaussian pulse, A(vacuum) = 7.1013 V/m, A(air) = 106 V/m.
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Figure 13: Euler and Padé approximants methods: A = 7.1013

We now simulate the propagation of the pulse in vacuum until t = 3.33 ns. We see (figure 14)
that slight oscillations appear near the shock discontinuity and these oscillations are not
totally damped when we apply limiters neither when we increase the interpolation degree
contrary to what has been observed for the square-shaped pulse. It should be noted that
the shock occurs at time t = Tshock ≤ Tmax ns where Tmax is computed from equation 92. In
theory, Tmax and Tshock are identical but in practice they differ according to the accuracy of
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Tmax given by 92.
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Figure 14: Propagation of a Gaussian pulse, DG-P3 and DG-P6 methods.

The energy computed using the DG-P3 method is shown on figure 15 where the time Tshock

is also indicated. Here we have Tshock ≈ Tmax = 2.3 ns. For t > Tmax we observe a decay
of the electromagnetic energy which is in accordance with the general conservation law 62.
However the energy reduction beeing less than 1% the wave amplitude is almost unchanged.
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Figure 15: Electromagnetic energy: non linear medium

We want to check if the decay of energy is physical (i.e. dissipation process due to the
shocks) or numerical. To do so, we use the same data as in the previous simulation but
the magnitude of the electric field is now set to 106 V/m and we know that at this level of
magnitude the vacuum behaves like a perfect linear medium. We can see on figure 16 that
the energy is well conserved and it is unlikely that any numerical method becomes more
dissipative in a nonlinear case that in a linear one.
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Figure 16: Electromagnetic energy: linear medium

Section (5) described three methods to compute the electric field E from the induction D.
To compare them, we simulate the propagation of the gaussian pulse in vacuum with two
distinct initial magnitudes for E. Figure 18 shows E at t = 2.5 ns with an initial magnitude
A = 106 V/m. We can see that all approximated electric fields compare very favorably with
the exact solution at this magnitude level, at which the medium behave like a perfectly
linear material.
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Figure 17: Newton, Euler and Padé approximants methods: A = 106

With an initial magnitude A = 7.1013 V/m, however, the medium is non-linear and results
obtained using Padé approximants lose accuracy compared to the two other methods, as
can be seen in figure 13.
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Figure 18: Newton, Euler and Padé approximants methods: A = 7.1013

7.3 Wave packet

We now consider the propagation of a wave packet given at initial time by

E0(x) = Ae−30(x−x0)
2

cos 2πf(x− x0), A = 106, x0 = −0.25 m, f = 8 GHz. (65)

We show on figure 19 the initial profile of the electric field and the solution obtained in
vacuum at time t = 3.33 ns using the DG-P3 method. We again observe that when the mag-
nitude is set to 106 V/m the medium behaves as a linear medium and the front propagates
with no deformation. The DG solution compares very well to the exact solution. When the
medium is taken to be the air all the other parameters being unchanged, we obtain the
solution shown on figure 20. A drastically different response is observed and, in particular,
the magnitude of the signal is damped by almost 50%.
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Figure 19: Propagation of a wave packet: initial profile and DG-P3 solution, A(vacuum) =
1.106 V/m.
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Figure 20: Propagation of a wave packet: initial profile and DG-P3 solution, A(air) =
1.106 V/m.

Figure 21 shows the evolution of the discrete energy related to the last experiment. For t >
Tshock, the energy decreases significantly while the field is yet entirely in the computational
domain (see figure 20). Furthermore we can see that the reduction rate in energy is almost
the same as for the electric field magnitude.
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Figure 21: Propagation of a wave paquet: electromagnetic energy.

Figure 22 shows the evolution of the wave packet energy at different frequencies and we
can see that the decay is quite proportional to the frequency. This is most probably due to
the number of shocks which also grows with the frequency.
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Figure 22: Decay of energy%frequency

7.4 Electric dipole radiation

We consider an oscillating electric dipole located at the center of the open domain I =]−a, a[.
We define the dipole through the induced current source

Jz(x, t) = Ae−10(t−t0)
2

sin(2πft)δ(x), A = 106, t0 = 2 ns. (66)

where δ(x) is the Dirac distribution. We emphasize that the initial electromagnetic field is
set to zero and the absorbing boundary condition is approximated by means of an upwind
scheme. We first place the dipole in the vacuum and since the electric field magnitude
is only of 106 V/m the response of the medium is linear and the analytic solution is easily
computable. Figures 23-24 show respectively plots of the solution at t = 5 ns and the time
evolution of the electric field at x = 0.15 m induced by the dipole oscillating at 0.1 GHz. With
this parameters, the wavelentgh is about 3 m and thus figure 24 shows the near-field. We
can see that numerical and analytic solutions compare very well.

We carry out the same experiments with the dipole oscillating now with a frequency 1 GHz
and plot the results on figures 25 and 26. We can notice that the numerical solutions com-
pare very well to the exact ones thus we may also conclude that raising the frequency does
not deteroriate the quality of the numerical solutions.

We now choose the air as the propagating medium and we carry out the same experiments
as in vacuum but the air beeing nonlinear at this range of magnitude, we cannot compare
to the analytic solution which is missing. Figures 27 and 28 show the numerical solutions
with the dipole oscillating with frequency 0.1 GHz. The nonlinear effects result in a slight
stiffening of the profile together with a decay in the magnitude of the electric field.

Figures 29 and 30 show the DG-P3 solutions computed with the dipole oscillating now with
frequency 1 GHz. This relative high frequency results in multiple shocks and a large decay
in the magnitude of the electric field. We may notice some spurious oscillations at shock
locations (see figure 29) and on the right part of the figure 29, oscillations that were not
observed in the wave packet test problem at higher frequencies. The main difference with
the present test problem is that the frequency is also a factor (together with the magnitude)
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Figure 23: Radiating dipole: medium is vacuum, f = 0.1 GHz : Ez(x, t = 5).
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Figure 24: Radiating dipole: medium ius vacuum, f = 0.1 GHz : Ez(x = 0.15, t).
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Figure 25: Radiating dipole: medium is vacuum, f = 1 GHz : Ez(x, t = 5).
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Figure 26: Radiating dipole: medium is vacuum, f = 1 GHz : Ez(x = 0.15, t).
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Figure 27: Radiating dipole: medium is air, f = 0.1 GHz : Ez(x, t = 5).
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Figure 28: Radiating dipole: medium=air, f = 0.1 GHz : Ez(x = 0.15, t).
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in the appearance of nonlinear effects while only the magnitude was decisive in the other
experiments
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Figure 29: Radiating dipole: medium is air, f = 1 GHz : Ez(x, t = 5).

0 0.5 1 1.5
−1.0×106

−5.0×105

0.0×100

5.0×105

1.0×106

c
0
t

E
z(

x=
0.

15
,t)

DG degree 3

Figure 30: Radiating dipole: medium is air, f = 1 GHz :Ez(x = 0.15, t).

8 Conclusion

In this paper, we have presented the results of a preliminary study aiming at the numerical
solution of the nonlinear Maxwell equations in 1d using discontinuous Galerkin methods. In
doing so, we have used an upwind scheme and limitation techniques because they have a
proven ability to capture shocks and other kinds of singularities in the fluid dynamics frame-
work. The specific nature of nonlinear electrodynamics prompted the use of the Newton or
Euler method to update electric fields from inductions. The numerical results presented
here compare well to exact solutions where they are known, and this gives us confidence

RR n° 8678



DGTD method for nonlinear Maxwell in 1d 32

towards extending this work to higher spatial dimensions.

A Spectral analysis

A.1 Eigenvalues and eigenvectors

In the following, we characterize the hyperbolic nature of the Maxwell-Kerr system by study-
ing its eigenvalues and separating the associated eigenvectors in terms of genuinely nonlin-
ear fields and linearly degenerate fields whose definitions are first recalled.

Let Q = (Q1, Q2)T and ∇λ(Q) =

(
∂λ

∂Q1
,

∂λ

∂Q2

)T

.

Definition 1.
We say that the field associated to the eigenvalue λ is genuinely nonlinear if and only if

∇λ(Q).r(Q) 6= 0 ∀ Q ∈ R2, (67)

where r is the eigenvector associated to λ.

Definition 2.
We say that the field associated to the eigenvalue λ is linearly degenerated if and only if

∇λ(Q).r(Q) = 0 ∀ Q ∈ R2. (68)

We recall that in the 1d case with Q = (D,B)T we have
λ1,2 = ± 1√

µJ
,

rk = (1,−µλk)T , k = 1, 2

J = ε0(1 + χ1 + 3χ3E
2).

(69)

Then
∇λ1,2(Q) = ∓

(
3ε0χ3µ

− 1
2 J−

5
2E
)

(1, 0)T , (70)

from which we deduce that

∇λ1,2.r1,2 = ∓ 3ε0χ3µ
− 1

2 J−
5
2E. (71)

We recall that in the linear case χ3 = 0 and all the fields are thus linearly degenerated. In
the nonlinear case, the fields are genuinely nonlinear if E 6= 0 and linearly degenerated if
E = 0.

A.2 Riemann invariants

Definition 3.
We call rank Riemann invariant, a function R ∈ C1 such that

(∇R.r)(Q) = 0 ∀ Q. (72)
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Such functions have the peculiarity of being constant on the characteristic curves defined
by

dX

dt
(t) = λ(X(t), t).

These characteristic curves are straight lines in the linear case (λ is constant) and general
curves in the nonlinear case (see [Whi74] for more details).

Using Eq. (69), (72) becomes

∂R

∂D
− µλ∂R

∂B
= 0 ∀ Q ∈ R2. (73)

We have
∂R

∂D
=
∂R

∂E

∂E

∂D
= J−1

∂R

∂E
.

But J−1 = µλ2 and, dividing (73) by µλ, we obtain

λ
∂R

∂E
− ∂R

∂B
= 0 ∀ Q ∈ R2,

or more precisely

∂R

∂B
± 1√

µε0(1 + χ1 + 3χ3E2)

∂R

∂E
= 0 ∀ Q ∈ R2. (74)

We are now going to define Riemann invariants R in the case where the susceptibility is
positive or zero, without loss of generality. Let us introduce

a = ε0(1 + χ1), b = 3ε0χ3, b ≥ 0.

We define the scalar function u(ξ) by

u′(ξ) =
√
µ(a+ bξ2). (75)

We find

u(ξ) =


ξ
√
aµ if b = 0,

ξu′(ξ) + a

√
µ

b
log
(
ξ
√
bµ+ u′(ξ)

)
if b > 0.

(76)

Note that u(ξ) is well defined since the constants a, b and µ are positive, and u′(ξ) > 0.

We can rewrite equations (74) as

∂R

∂B
± 1

u′(E)

∂R

∂E
=
∂R

∂B
± ∂R

∂u
= 0. (77)

The general solutions of (77) are given by

Rk(u,B) = Ψk(u∓B), (78)
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where Ψk is an arbitrary function of C1. If we choose Ψk(x) = x for k = 1, 2 we obtain

R1(u,B) = u+B, R2(u,B) = u−B, (79)

where u(x) is given by (76).

Proposition 2. The Riemann ivariants Rk defined by (79) are constants on the character-
istic curves i.e.

dRk

dt
(Xk(t), t) =

(
∂Rk

∂t
+ λk

∂Rk

∂x

)
(Xk(t), t) = 0. k = 1, 2 (80)

We verify below the validity of Eq. (80) for R1, the demonstration being the same for R2

except for the sign.

Proof 2. We make use of (79) and we have for (ξ = t) or (ξ = x)

∂R1

∂ξ
=
∂u

∂ξ
+
∂B

∂ξ
=
∂u

∂E

∂E

∂ξ
+
∂B

∂ξ
= u′(E)

∂E

∂ξ
+
∂B

∂ξ
.

Eq. (80) becomes (for k = 1)

∂R1

∂t
+ λ1

∂R1

∂x
= u′(E)

∂E

∂t
+
∂B

∂t
+ λ1

(
u′(E)

∂E

∂x
+
∂B

∂x

)
.

But, by definition (see (32) and (75)), we have

u′(E) = −λ−11 =
√
µJ. (81)

We thus deduce for (E,B) solution of (27) that

∂B

∂t
+ λ1u

′(E)
∂E

∂x
=
∂B

∂t
− ∂E

∂x
= 0, (82)

and

u′(E)
∂E

∂t
+ λ1

∂B

∂x
=
√
µJ

∂E

∂t
− 1√

µJ

∂B

∂x
= J

∂E

∂t
− 1

µ

∂B

∂x
= 0. (83)

The function Ψ being arbitrary, we can construct an infinity of Riemann invariants for prob-
lem (27).

Remark 4. In the linear case, we have u = E
√
aµ =

1

c
E where c is the velocity of the waves

in the underlying medium and the Riemann invariants are given by

R1(E,B) =
1

c
E +B, R2(E,B) =

1

c
E −B. (84)

B Rescaling of the equations

We rescale the physical quantities so that the electromagnetic fields and inductions share
the same physical dimension and the speed light in vacuum c0 is dimensionless and is equal
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Symbol Name Unit (S.I.)

E Electric field V/m (V: Volt)

D Electric induction C/m2 (C: Coulomb)

H Magnetic field A/m (A: Ampère)

B Magnetic induction V s/m2 (T: Tesla)

ε Electric permittivity C/V/m (F/m with F: Farhad)

µ Magnetic permeability V s/A/m (H/m with H: Henry)

Table 2: Physical dimensions in the S.I. unit system.

to 1. We first recall the physical dimensions of the quantities appearing in the Maxwell
system (1) as expressed in the S.I. unit system. We set

εr(E) = ε(E)/ε0, µr = µ/µ0, τ = c0t,

D̃(Ẽ) = D(E)/ε0 = εr(E)E = εr(Ẽ)Ẽ (Ẽ = E),

B̃ = c0B = c0µH = µr(Z0H) = µrH̃,

(85)

where ε0, µ0, Z0 =
√
µ0/ε0 and c0 = 1/

√
ε0µ0 respectively denote the electric permittivity,

the magnetic permeability, the impedance and the speed of light in vacuum. With this
change of variables, the Maxwell system (1) is unchanged

∂D̃

∂τ
= ∇× H̃, (86a)

∂B̃

∂τ
= −∇× Ẽ, (86b)

In system (86), τ is measured in meters and all the vector fields are given in V/m, while the
defintiion of the electric permittivity (11) becomes a quantity without dimension

εr = εr(Ẽ) =
(
εL,r + χ3‖Ẽ‖2

)
, (87)

where εL,r = 1+χ1 is the relative linear permittivity (without dimension) and the third order
susceptibility χ3 is still measured in (m/V)2.
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C An implicit analytical solution [PNTB09]

C.1 Formulation of the analytical solution

We consider the 1d problem using the rescaled quantities (see section B)

∂E

∂t
− J−1 ∂H

∂x
= 0,

∂H

∂t
− µ−1r

∂E

∂x
= 0,

J = εL,r + 3χ3E
2,

(88)

where E = Ez, H = Hy and t (= τ in section B) is measured in meters. The solutions (E,H)±

of problem (88) implicitly defined by

E±(x, t) = F (x± λ±t),

H±(x, t) =
1

Zr
G±

(
3χ3E

±(x, t)2

εr

)
E±(x, t),

λ± = λ(E±) =
1√
µrJ±

, Zr =

√
µr

ε r
εr = 1 + χ1,

(89)

where F is a C1 function verifying the condition

∃M ∈ ]0, 1[ such that

∣∣∣∣∂F∂E
∣∣∣∣ < M (90)

and G± is given by the series

G±(ξ) =
∞∑

n=0
a±n ξ

n

a+n = (−1)n
(2n− 3)!!

2n(2n+ 1)n!
, n > 0

a+0 = −1

a−n = −a+n ; n ≥ 0

n!! =
n∏

k=1
k impair

k.

(91)

The condition (90) is introduced to enforce the existence of the solution E when applyting
Banach’s fixed-point theorem; the condition χ3 < 0 is sometimes added1, however it is rarely
verified in practice and is not necessary from our point of view.

We note that the functions with positive (respectively negative) exponent correspond to a
wave traveling to the left (respectively right) on the x-axis.

If we want to solve problem (88) with the initial condition E(x, 0) = E0(x) where E0 verifies

1http://www.optics.rochester.edu/workgroups/boyd/publications/fischer-g.html
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condition (90), we can look for the solution under the form (89) by setting F = E0. However,
this procedure is valid only for t ∈ [0, Tmax] for which F always verifies the (90), yielding the
existence and unicity of the solution.

C.2 Estimation of Tmax

Let F = E0 with E0 ∈ C1(R) and for (E = E−) we have∣∣∣∣∂F∂E
∣∣∣∣ = 3t

∣∣χ3E0(x− λt)E′0(x− λt)λ−3
∣∣

From the condition (90) and for χ3 > 0 we deduce an estimation of Tmax

Tmax ≈

(
3χ3‖E0‖2∞ + εL,r

)3/2
3|χ3|‖E0‖∞‖E′0‖∞

. (92)

For χ3 = 0 (i.e. in the linear case) we have that ∂F
∂E = 0 and the condition (90) is verified for

any t > 0, and thus Tmax = +∞.
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