
HAL Id: hal-01111940
https://inria.hal.science/hal-01111940

Submitted on 1 Feb 2015

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A Schwarz Waveform Relaxation Method for
Advection-Diffusion-Reaction Problems with

Discontinuous Coefficients and Non-matching Grids
Martin J. Gander, Laurence Halpern, Michel Kern

To cite this version:
Martin J. Gander, Laurence Halpern, Michel Kern. A Schwarz Waveform Relaxation Method for
Advection-Diffusion-Reaction Problems with Discontinuous Coefficients and Non-matching Grids. Do-
main Decomposition Methods in Science and Engineering 16, Jan 2005, New-York, United States.
�10.1007/978-3-540-34469-8_33�. �hal-01111940�

https://inria.hal.science/hal-01111940
https://hal.archives-ouvertes.fr


A Schwarz Waveform Relaxation Method for
Advection–Diffusion–Reaction Problems with
Discontinuous Coefficients and non-Matching
Grids

Martin J. Gander1, Laurence Halpern2, and Michel Kern3
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Summary. We present a non-overlapping Schwarz waveform relaxation method
for solving advection-reaction-diffusion problems in heterogeneous media. The do-
main decomposition method is global in time, which permits the use of different
time steps in different subdomains. We determine optimal non-local, and optimized
Robin transmission conditions. We also present a space-time finite volume scheme es-
pecially designed to handle such transmission conditions. We show the performance
of the method on an example inspired from nuclear waste disposal simulations.

1 Motivation and Problem Setting

What to do with nuclear waste is a question being addressed by several or-
ganizations worldwide. Long term storage within a deep geological formation
is one of the possible strategies, and Andra, the French Agency for Nuclear
Waste Management, is currently carrying out feasibility studies for building
such a repository. Given the time span involved (several hundreds of thou-
sands, even millions, of years), physical experiments are at best difficult, and
one must resort to numerical simulations to evaluate the safety of a proposed
design.

Deep disposal of nuclear waste raises a number of challenges for numerical
simulations: widely differing lengths and time-scales, highly variable coeffi-
cients and stringent accuracy requirements. In the site under consideration
by Andra, the repository would be located in a highly impermeable geological
layer, whereas the layers just above and below have very different physical
properties. In the clay layer, the radionuclides move essentially because of
diffusion, whereas in the dogger layer that is above the main phenomenon is
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advection (see [BKST04] and the other publications in the same issue for a
detailed discussion of numerical methods that can be applied to a simplified,
though relevant, situation).

It is then natural to use different time steps in the various layers, so as
to match the time step with the physics. To do this, we propose to adapt
a global in time domain decomposition method proposed by Gander and
Halpern in [BGH04] (see also [GHN03], and [Mar04] for a different application)
to the case of a model with discontinuous coefficients. The main advantage of
the method is that it allows us to take different time steps in the subdomains,
while only synchronizing at the end of the time simulation.

Our model problem is the one dimensional advection–diffusion–reaction
equation

Lu := ∂u
∂t −

∂
∂x

(
D ∂u

∂x − au
)

+ bu = f, on R× [0, T ],
u(x, 0) = u0(x), x ∈ R,

(1)

where the reaction coefficient b is taken constant and the coefficients a and D
are assumed constant on each half line R+ and R−, but may be discontinuous
at 0,

a =

{
a+ x ∈ R+,

a− x ∈ R−,
D =

{
D+ x ∈ R+,

D− x ∈ R−.
(2)

If u0 ∈ L2(R) and f ∈ L2(0, T ;L2(R)), then problem (1) has a unique weak
solution u ∈ L∞(0, T ;L2(R))

⋂
L2(]0, T [;H1(R)), see [LM72]. In the sequel,

it will be convenient to use the notation

L±v := ∂v
∂t −

∂
∂x

(
D± ∂v

∂x − a±v
)

+ bv, x ∈ R±, t > 0,
B±v := ∓D± ∂v

∂x ± a±v, x = 0, t > 0.
(3)

One can show that (1), (2) is equivalent to the decomposed problem

L−u− = f, on R− × [0, T ], L+u+ = f, on R+ × [0, T ],
u−(x, 0) = u0(x), x ∈ R−, u+(x, 0) = u0(x), x ∈ R+,

(4)

together with the coupling conditions

u+(0, t) = u−(0, t), B+u+(0, t) = −B−u−(0, t), t ∈ [0, T ]. (5)

2 Domain Decomposition Algorithm

A simple algorithm based on relaxation of the coupling conditions (5) does not
converge in general, not even in the simpler cases, see for example [QV99].
Instead of introducing a relaxation parameter, as in the classical Dirichlet-
Neumann method, we introduce transmission conditions which imply the cou-
pling conditions in (5) at convergence, and lead at the same time to an effective
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iterative method. We introduce two operators Λ+ and Λ− acting on functions
defined on [0, T ], such that

∀g ∈ L2(R), Λ̂±g(ω) = λ±(ω)ĝ(ω), ∀ω ∈ R,

where ĝ is the Fourier transform of the function g, and λ± is the symbol of Λ±.
For k = 0, 1, 2, . . ., we consider the Schwarz waveform relaxation algorithm

L+u+
k+1 = f, on R+ × [0, T ],

u+
k+1(x, 0) = u0(x), x ∈ R+,

(B+ + Λ+)u+
k+1(0, t) = (−B− + Λ+)u−k (0, t), t ∈ [0, T ],

L−u−k+1 = f, on R− × [0, T ],
u−k+1(x, 0) = u0(x), x ∈ R−,

(B− + Λ−)u−k+1(0, t) = (−B+ + Λ−)u+
k (0, t), t ∈ [0, T ].

(6)

If this algorithm converges, then, provided Λ+ − Λ− has a null kernel, the
limit is a solution of the coupled problem (4), (5), and hence of the original
problem (1).

2.1 Optimal Transmission Conditions

In order to choose the transmission operators Λ+ and Λ−, we first determine
the convergence factor of the algorithm. Since the problem is linear, the error
equations coincide with the homogeneous equations, that is we may take f = 0
and u0 = 0 in algorithm (6) above. In order to use Fourier transforms in time,
we assume that all functions are extended by 0 for t < 0. Denoting the errors
in R± by e±k , we see that the Fourier transforms of e+

k and e−k are given by

ê−k (x, ω) = βk(ω) er+(a−,D−,ω)x, (x, ω) ∈ R− ×R,

ê+
k (x, ω) = αk(ω) er−(a+,D+,ω)x, (x, ω) ∈ R+ ×R,

(7)

where αk and βk are determined by the transmission conditions, and r+(a,D, ω)
and r−(a,D, ω) are the roots with positive and negative real parts of the char-
acteristic equation

Dr2 − ar − (b + iω) = 0. (8)

If we substitute (7) into the transmission conditions of algorithm (6), we
obtain over a double step of the algorithm

αk+1(ω) = ρ(ω)αk−1(ω), βk+1(ω) = ρ(ω)βk−1(ω) (9)

with the convergence factor ρ(ω) for each ω ∈ R given by

ρ(ω) = a−−D−r+(a−,D−,ω)+λ+(ω)
a+−D+r−(a+,D+,ω)+λ+(ω) ·

a+−D+r−(a+,D+,ω)−λ−(ω)
a−−D−r+(a−,D−,ω)−λ−(ω) . (10)

Remark 1. The previous equation shows that there is a choice for λ± that
leads to convergence in two iterations. However, the corresponding operators
are non-local in time (because of the square-root in r±(a,D, ω). In the next
Subsection, we therefore approximate the optimal operators by local ones.
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2.2 Local Transmission Conditions

We approximate the square roots in the roots of (8) by parameters p± which
leads to

λ+
app(ω) =

p− − a−

2
and λ−app(ω) =

p+ + a+

2
, ∀ω ∈ R, (11)

and hence leads to Robin transmission conditions in algorithm (6).
We call the left subdomain problem the system formed by the first two

equations of (4), together with the boundary condition(
B− + λ−app

)
u−(0, t) = g−, for t > 0,

and similarly for the right subdomain problem. As the coefficients are con-
stants in each subdomain, we can prove the following result exactly as
in [BGH04] (see Theorem 5.3, and also [LM72] for the definition of the
anisotropic Sobolev space H2,1(R− × (0, T ))).

Theorem 1 (Well Posedness of Subdomain Problems). Let u0 ∈ H1(R),
f ∈ L2(0, T ;R), and g± ∈ H1/4(0, T ). Then, for any real numbers λ±app, the
subdomain problems have unique solutions u± ∈ H2,1(R− × (0, T )).

Therefore the subdomain solutions are smooth enough to apply the transmis-
sion operators and this proves by induction that algorithm (6) with the Robin
transmission conditions (11) is well defined (see also Theorem 5.4 in [BGH04]).

Theorem 2 (Well Posedness of the Algorithm). Let f ∈ L2(0, T ;R),
u0 ∈ H1(R), and the initial guesses u±0 ∈ H2,1(R− × (0, T )) × H2,1(R+ ×
(0, T )). Then, for any real numbers p±, algorithm (6) with Robin transmission
conditions (11) is well defined in H2,1(R− × (0, T ))×H2,1(R+ × (0, T )).

Convergence of the algorithm follows from energy estimates similar to the ones
in [BGH04], where however the additional difficulty due to the discontinuities
leads to additional constraints on the parameters.

Theorem 3 (Convergence of the Algorithm). If the three following con-
straints are satisfied: λ−app+λ+

app > 0, λ−app−λ+
app+ a+

2 ≥ 0, λ−app−λ+
app+ a−

2 ≤
0, then algorithm (6), with Robin transmission conditions (11), is convergent.

Note that in the case of constant coefficients, and p+ = p− = p, the constraints
reduce to p > 0, which is consistent with results in [BGH04].

How should the parameters p± be chosen? A simple approach is to use a
low frequency approximation, obtained by a Taylor expansion of the square
roots in the roots of (8), which leads to

p+ =
√

(a+)2 + 4D+b, p− =
√

(a−)2 + 4D−b. (12)
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Such transmission conditions are however not very effective for high frequen-
cies. A better approach is to minimize the convergence factor, i.e. to solve the
min-max problem

min
p+,p−

(
max

0≤ω≤ωmax
|ρ(ω, p+, p−, a+, a−, D+, D−, b)|

)
, (13)

where ρ is given in (10). As we are working with a numerical scheme, the
frequencies cannot be arbitrarily high, but can be restricted to ωmax = π/∆t.

Theorem 4. If p+ = p− = p, then for a+, a− > 0 the solution of the min-max
problem (13) is for ∆t small given by

p ≈

„
23π(D+D−)(

√
D++

√
D−)2

“
a+−a−+

√
(a+)2+4D+b+

√
(a−)2+4D−b

”2
« 1

4

√
D++

√
D−

∆t−
1
4 ,

(14)
which leads to the asymptotic bound on the convergence factor

|ρ| ≤ 1−

(
25(
√

D++
√

D−)2
“

a+−a−+
√

(a+)2+4D+b+
√

(a−)2+4D−b
”2

D+D−π

) 1
4

∆t
1
4 .

(15)

Theorem 5. If D+ = D− = D, then for a+, a− > 0 the solution of the
min-max problem (13) is for ∆t small given by

p+ ≈ (29π3D3(a+ − a− +
√

(a+)2 + 4Db +
√

(a−)2 + 4Db)2)
1
8 ∆t−

3
8 ,

p− ≈ (2−5πD(a+ − a− +
√

(a+)2 + 4Db +
√

(a−)2 + 4Db)6)
1
8 ∆t−

1
8 ,

(16)

which leads to the asymptotic bound on the convergence factor

|ρ| ≤ 1−
(

213(a+−a−+
√

(a+)2+4Db+
√

(a−)2+4Db)2

Dπ

) 1
8

∆t
1
8 . (17)

The most general case where p+ 6= p− and D± are arbitrary is asymptotically
the most interesting one, since the discontinuity in D changes the exponent
in the asymptotically optimal parameter and hence in the convergence factor.
This case is currently under investigation.

3 Finite Volume Discretization of the Algorithm

We discretize the subdomain problem by a space-time finite volume method,
implicit in time and upwind for the advective part. We denote the space
and time steps by ∆x, ∆t, the grid points by xj = j∆x, j = 0, . . . , Nx (with
Nx∆x = L), and tn = n∆t, n = 0, . . . , Nt, (with Nt∆t = T ). We also let uh =
(un

j )(j,n) be the approximate solution, with un
j ≈ u(xj , t

n). We consider uh as
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x j−1 x j
x j+1

tn−1

tn

tn+1

Fig. 1. Finite volume grid. Function is constant on solid rectangle, x -derivative on
right-hashed rectangle, t-derivative on left-hashed rectangle.

a constant function on each rectangle Rn
j = (xj−1/2, xj+1/2)× (tn−1/2, tn+1/2)

(the fully shaded rectangle in Figure 1). The discrete derivatives are defined
by the difference quotient, and are constant on staggered grids, as indicated

in Figure 1. Last, we let u
n+1/2
j =

un
j +un+1

j

2 .
The discrete scheme for interior points in each subdomain is obtained by

integrating the partial differential equation in (6) over the rectangle Rn
j and

then using standard finite volume approximations, which leads to

un+1
j −un

j

∆t −D
u

n+1/2
j+1 −2u

n+1/2
j +u

n+1/2
j−1

∆x2 +a
u

n+1/2
j −u

n+1/2
j−1

∆x +bu
n+1/2
j = f

n+1/2
j . (18)

The scheme can be shown to be unconditionally stable, and first order accu-
rate [GHK05].

The main interest of the finite volume method is that we can handle the
transmission conditions in (6) in a natural way. Now we just integrate over
half the cell, for example on the right subdomain, and use the transmission
condition on the cell boundary on the left, to obtain

∆x
2

un+1
0 −un

0
∆t −D

u
n+1/2
1 −u

n+1/2
0

∆x + au
n+1/2
0 + ∆x

2 b un+1
0 + λapp u

n+1/2
0 = gn+1/2,

(19)
and similarly over the left subdomain. In the same way, we obtain an expres-
sion for the operator on the right hand side of the transmission condition. One
can show that if the entire domain is homogeneous, then the scheme with the
discrete boundary conditions coincides with the interior scheme applied at the
interface node [GHK05].

Since the space and time steps will usually be different on the two sides of
the interface, we introduce an L2 projection operator on the boundary (acting
on step functions defined in the time domain), as was done in [GHN03].
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4 Numerical Experiments

We present an example of the behavior of our algorithm, with discontinuous
coefficients, and different time and space steps in the two subdomains. The
parameters for the two subdomains are shown in Table 1. Several snapshots
of the solution, at 3 different times, and for two different iterations are shown
in Figure 2.

D a p ∆x ∆t

Left subdomain R− 4 10−2 4 18.5 10−2 4 10−3

Right subdomain, R+ 12 10−2 2 6.4 2 10−2 2 10−3

Table 1. Physical and numerical parameters for an example.

0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

x

u(
x,

 1
e−

1)

Solution at time 1e−1, iteration 2

0 0.5 1 1.5 2
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

x

u(
x,

 5
e−

2)

Solution at time 5e−2, iteration 4

0 0.5 1 1.5 2
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

x

u(
x,

 7
e−

2)

Solution at time 7e−2, iteration 4

0 0.5 1 1.5 2
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

x

u(
x,

 1
e−

1)

Solution at time 1e−1, iteration 4

0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

x

u(
x,

 5
e−

2)

Solution at time 5e−2, iteration 2

0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

x

u(
x,

 7
e−

2)

Solution at time 7e−2, iteration 2

Fig. 2. Evolution of the solution at two different iterations. Top row: iteration 2,
bottom row: iteration 4. Left column: t = 0.05, middle column t = 0.07, right column
t = 0.1.

Last, to illustrate Theorem 5, we show in Figure 3 the number of iterations
needed to reduce the residual by 106 when running the algorithm on the
discretized problem, for various values of the parameters p+ and p−. The
parameters corresponding to Theorem 5 and to the values found by minimizing
the continuous convergence factor (10) are both shown in the figure (we use
the same values as in Table 1 above, except that now D+ = D− = 410−2).
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Fig. 3. Level curves for the number of iterations needed to reach convergence for
various values of the parameters p− and p+. The lower left star marks the param-
eters derived from Theorem 5, whereas the upper right cross shows the ”optimal”
parameters, as found by numerically minimizing the continuous convergence rate.
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