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Abstract

An (n, k, r)-network is a triple N = (G, in, out) where G = (V,E) is a graph and in, out are non-
negative integer functions defined on V called the input and output functions, such that for any v ∈ V ,
in(v)+out(v)+deg(v) ≤ 2r where deg(v) is the degree of v in the graph G. The total number of inputs
is in(V ) =

∑
v∈V in(v) = n, and the total number of outputs is out(V ) =

∑
v∈V out(v) = n+ k.

An (n, k, r)-network is valid, if for any faulty output function out′ (that is such that 0 ≤ out′(v) ≤
out(v) for any v ∈ V , and out′(V ) = n), there are n edge-disjoint paths in G such that each vertex
v ∈ V is the initial vertex of in(v) paths and the terminal vertex of out′(v) paths.

We investigate the design problem of determining the minimum number N (n, k, r) of vertices in
a valid (n, k, r)-network and of constructing minimum (n, k, r)-networks, or at least valid (n, k, r)-
networks with a number of vertices close to the optimal value.

We first give some upper bounds on N (n, k, r). We show N (n, k, r) ≤
⌈

k+2
2r−2

⌉ ⌈
n
2

⌉
. When r ≥

k/2, we prove a better upper bound: N (n, k, r) ≤ r−2+k/2

r2−2r+k/2
n+O(1).

Next, we establish some lower bounds. We show that if k ≥ r, then N (n, k, r) ≥ 3n+k
2r

. We

improve this bound when k ≥ 2r: N (n, k, r) ≥ 3n+ 2k/3− r/2

2r − 2 + 3r

b k
r
c

.

Finally, we determineN (n, k, r) up to additive constants for k ≤ 6.

Keywords Fault tolerance, switching networks, flow networks, vulnerability.

1 Introduction
Modern telecommunication satellites are very complex to design, and one of the most important industrial
issues is to provide robustness at the lowest cost possible. Alcatel Space Industries is a major provider
of telecommunication satellites. A key component of their satellites is an interconnection network which
allows the redirection of signals received by the satellite to a set of amplifiers from which the signals are
retransmitted (a detailed overview on the model and the motivations can be found in [6, 3]). For reliability
convenience, wave guide technology has been chosen by Alcatel Space Industries to build these on-board
networks (for background information see [8, 12]). So this interconnection network consists of expensive
four-port switches, of wave guides linking these switches, of inputs (where the signals enter the network)
and of outputs (where the signals leave the network). Before being transmitted downwards, the signals must
be amplified, so the outputs are amplifiers based on Travelling Wave Tube Amplifier technology [8, 12].
However, amplifiers are prone to failure. Switches are also prone to failure, but due to the wave guide
technology, the probability that a fault appears on a switch is much smaller than the probability that a
fault appears on an amplifier. For this reason, only faults on amplifiers are considered [3]. In the past,
∗Univ. Bordeaux, LaBRI, UMR 5800, F-33400 Talence, France • CNRS, LaBRI, UMR 5800, F-33400 Talence, France.
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an important number of techniques have been proposed to increase the reliability and the fault-tolerance
of multistage interconnection networks or switching networks (see [1, 11, 7]). These techniques consider
networks with switches (or links between switches) subject to failure and do not consider faulty outputs.
This previous work focused on aspects such as deadlock and adaptive routing schemes that are not relevant
to our problem.

In this paper, following [3], [5] and [10], we focus on designing networks that are able to reroute the
input signals to operational output ports in the presence of faulty output ports. Since the components of a
satellite cannot be repaired, redundant amplifiers are added and the interconnection network satisfies the
following fault tolerance property: the network connects the set of input ports with the set of output ports,
and for any set of at most k output port failures, there exists a set of edge-disjoint paths connecting the input
ports to the non-faulty output ports. Since each switching device induces a high cost, these interconnection
networks are constructed with the fewest switches possible, or at least with a number of switches close to
the minimum value. The considered networks are controlled centrally from Earth. Each time some used
amplifiers become faulty, this controller sends messages to the switches to make them change position so
that the inputs are still connected to non-faulty amplifiers.

Other variations of the initial problem have been considered in which there are two kinds of inputs in
order to guarantee a certain quality of service [4, 10], but they will not be considered in this paper.

The existing switches currently have four ports. The problem was initially studied for such switches in
[3] (k ≤ 4 failures), and then in [5] (up to 12 failures). For this, the cheapest type of switch, all wave guides
are drawn in the plane and due to technological constraints, they should not cross. For four-port switches,
this was not problematic since there is a 2-dimensional switch which is as powerful as the one realizing
all possible matchings of ports (see [3]). However, for a larger number of ports, the types of switches that
can be built in the plane under this non-crossing constraint are not very powerful and do not allow the
construction of networks with sufficiently few vertices. For this reason, in this paper we seek to design
on-board networks with more powerful switches, that is 3-dimensional switches with more than four ports.
In practice, such a switch will be expensive. Hence less powerful but cheaper switches are also envisioned.
For sake of simplicity, we consider here a simple model in which every switch has 2r ports and can realize
all matchings among them. The aim is to provide elements to determine the number of ports minimizing
the cost of the network (this will depend on the cost of construction of 2r-port switches). Obviously, the
larger the number of ports, the more expensive the switches will be, but fewer are required. So the cost of
such a network involves a trade-off between the total number of switches and the cost of a switch. In this
paper, we give some bounds on the minimum number of 2r-port switches in interconnection networks with
n inputs and n+ k outputs.

Generalizing the definition of (n, k)-networks introduced in [3] and [5], we define (n, k, r)-networks
as follows: An (n, k, r)-network is a triple N = (G, in, out) where G = (V,E) is a graph and in, out are
non-negative integer functions defined on V called input and output functions, such that for any v ∈ V , its
number of ports por(v) defined by por(v) = in(v) + out(v) + deg(v) is at most 2r. (deg(v) denotes the
degree of v in the graph G, that is the number of edges of G incident to v.) Let i and o be two non-negative
integers. An (i|o)-switch or switch of type i|o is a switch s with i inputs and o outputs, i.e. with in(s) = i
and out(s) = o. The total number of inputs is in(V ) =

∑
v∈V in(v) = n and the total number of outputs

is out(V ) =
∑
v∈V out(v) = n+ k.

Any integer function out′ defined on V such that 0 ≤ out′(v) ≤ out(v) for any v ∈ V , and out′(V ) =
n is called a faulty output function. Note that out(v) − out′(v) is the number of faults at vertex v. An
(n, k, r)-network is valid, if for any faulty output function out′, there are n edge-disjoint paths in G such
that each vertex v ∈ V is the initial vertex of in(v) paths and the terminal vertex of out′(v) paths.

Let us denote the minimum number of vertices in a valid (n, k, r)-network by N (n, k, r). A valid
(n, k, r)-network with exactlyN (n, k, r) vertices is called a minimum (n, k, r)-network. The design prob-
lem consists of determining N (n, k, r) and of constructing minimum (n, k, r)-networks, or at least valid
(n, k, r)-networks with a number of vertices close to the optimal value.

Let us present an example: We would like to construct valid (4, 4, 2)-networks. A first solution is
depicted in Figure 1. The network N1 is composed of eight switches ui, vi for 1 ≤ i ≤ 4. The associated
graph G = (V,E) is the 4 × 2 grid. The input and output functions are defined as follows: in(vi) = 1,
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in(ui) = 0 for 1 ≤ i ≤ 4, and out(v2) = out(v3) = 0, out(v1) = out(u2) = out(u3) = out(v4) = 1,
out(u1) = out(u4) = 2.

0|2

u1

0|1

u2

0|1

u3

0|2

u4

1|1

v1

1|0

v2

1|0

v3

1|1

v4

Figure 1: A first solution: the network N1.

For any faulty output function out′, it is easy to see that there are four edge-disjoint paths in G such
that each vertex v ∈ V is the initial vertex of in(v) paths and the terminal vertex of out′(v) paths. This
implies that this network is valid. It follows that N (4, 4, 2) ≤ 8. But this solution is not the best possible.
The network depicted in Figure 2 is valid and contains only five switches. Moreover we can prove that
N (4, 4, 2) = 5.

0|01|2 1|2

1|2

1|2

Figure 2: A better solution: the network N2.

In this paper, we first give some general lower and upper bounds on N (n, k, r). We then give opti-
mal values up to additive constants when k ≤ 6 and exhibit (almost) minimum networks. We prove the
following bounds:

1. For any n, k, r, N (n, k, r) ≤
⌈
k+2
2r−2

⌉
n
2 .

2. For k ≥ 3 and r ≥ k/2, N (n, k, r) ≤ r−2+k/2
r2−2r+k/2n+O(1).

3. For k ≥ r, 3n+k
2r ≤ N (n, k, r).

4. For k ≥ 2r,
3n+ 2k/3− r/2

2r − 2 + 3r
b kr c

≤ N (n, k, r).

5. For k ∈ {1, 2} and r ≥ 1, N (n, k, r) =
⌈

n
r−1

⌉
.

6. For k ∈ {3, 4} and r ≥ 3, N (n, k, r) = r
r2−2 r+2n+ Θ(1).

7. For k ∈ {5, 6} and r ≥ 7, N (n, k, r) = r+1
r2−2r+3n+ Θ(1).

2 Properties of minimum networks and Cut Criterion
Obviously, if 2n+ k = in(V ) + out(V ) ≤ 2r, then a network with one switch connected to all inputs and
outputs is valid, and thus N (n, k, r) = 1. Hence in the following, we will assume that 2r < 2n+ k.
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If k ≤ k′, we can easily obtain a valid (n, k, r)-network from a valid (n, k′, r)-network by removing
an arbitrary set of k′ − k outputs.

Proposition 1 If k ≤ k′, then N (n, k, r) ≤ N (n, k′, r).

Before we proceed with the lower and upper bounds on N (n, k, r), we make an observation on the
structure of valid (n, k, r)-networks. We are free to add an edge between two unused ports as long as there
are two of them. Hence we can assume that in an (n, k, r)-network all switches have 2r ports, with an
exception of one having 2r − 1 ports, if k is odd. Let ε(k) = 1 if k is odd, and ε(k) = 0 otherwise.

Proposition 2 There is a minimum (n, k, r)-network in which all switches have 2r ports except exactly
ε(k) which have 2r − 1 ports.

A switch with 2r−1 ports is called defective. In the remainder of this paper, we assume that all switches
of an (n, k, r)-network have 2r ports except ε(k) which are defective.

All the results that will be proved in this paper rely on Lemma 3, which gives a necessary and sufficient
condition, called the Cut Criterion, for an (n, k, r)-network to be valid. It extends a result of [5] for r = 2
and easily follows from the Ford-Fulkerson Theorem [9] (Theorem 1.1 p.38).

Let W be a set of switches of an (n, k, r)-network. Its number of inputs and outputs in(W ) =∑
v∈W in(v) and out(W ) =

∑
v∈W out(v), respectively. Denote by Γ(W ) the set of edges with one

endvertex in W and the other in W = V \W and set deg(W ) = |Γ(W )|.
The excess ofW , denoted exc(W ), is defined by exc(W ) = deg(W )−in(W )+out(W )−min{out(W ), k}.
Intuitively, in(W )− out(W ) + min{out(W ), k} is the difference between the number of inputs in W and
the minimum number of outputs in W over all possible faulty output functions. Hence it corresponds
to (a lower bound of) the number of paths with input in W and terminal veretx in W in the worst case.
Those signals paths use distinct edges of Γ(W ). Thus, if the network is valid, deg(W ) must be at least
in(W )− out(W ) + min{out(W ), k}, that is exc(W ) ≥ 0. We now show that this necessary condition is
also sufficient.

Lemma 3 (Cut Criterion) An (n, k, r)-network is valid if and only if every set of vertices W ⊂ V has
non-negative excess.

The proof of this lemma is identical to the proof for (n, k, 2)-networks given in [5].
Proof Let out′ be a fixed faulty output function, then a supply/demand flow problem is defined by an
integer (not necessarily positive) demand at each vertex v. In our case, the demand of a vertex v ∈ V is
demand(v) = out′(v) − in(v). Note that demand(V ) = 0, which is always the case for supply/demand
problems. A variant of the Ford-Fulkerson Theorem states that the supply/demand problem is feasible if
and only if

∀W ⊂ V : deg(W ) ≥ demand(W ) = out′(W )− in(W ) = in(W )− out′(W ).

The (n, k, r)-network is valid if all supply/demand flow problems defined by the possible faulty output
functions are feasible. Therefore the (n, k, r)-network is valid if and only if

∀W ⊂ V : deg(W ) ≥ in(W )−min{out′(W ) | out′ faulty output function}. (1)

By definition, min{out′(W ) | out′ faulty output function} is the minimum number of non-faulty out-
puts in W . This minimum is attained either by choosing all outputs in W to be faulty when out(W ) ≤ k,
or by choosing k outputs in W to be faulty when out(W ) ≥ k.

Hence, min{out′(W ) | out′ faulty output function} = out(W ) − min{out(W ), k}. The property
follows then from Equation (1). 2

Using the Cut Criterion, we shall show some properties of minimum (n, k, r)-networks.

Proposition 4
(i) In a valid (n, k, r)-network, there is no switch with more than r outputs.
(ii) In a minimum (n, k, r)-network, there is no switch with r (or more) inputs.
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Proof Let N be a valid (n, k, r)-network.
(i) Suppose for a contradiction that N contains a switch s with out(s) ≥ r + 1. Let W = V \ {s}. As

2n+ k > 2r, the set W is not empty. Then deg(W ) = deg(s) ≤ 2r− in(s)− out(s), in(W ) = n− in(s)
and out(W ) = n + k − out(s). If k ≤ out(W ), then exc(W ) ≤ 2r − 2 out(s) ≤ −2 which contradicts
the Cut Criterion. If k > out(W ) then exc(W ) ≤ 2r − n − out(s) < r − n < 0 because 2n + k > 2r.
Again this contradicts the Cut Criterion.

(ii) Suppose that N contains a switch s with in(s) ≥ r. If in(s) > r or in(s) = r and out(s) ≥ 1, then
{s} has negative excess which contradicts the Cut Criterion. If not, s is incident to r links e1, . . . , er. Now
the (n, k, r)-network obtained from N by removing s and adding one input to the endvertex of each ei is
also valid and so N is not minimum. 2

Proposition 4-(ii) asserts a switch has at most r−1 inputs in a minimum (n, k, r)-network. As observed
in [5] for r = 2, switches with r − 1 inputs, called block switch, play a special role. Non-block switches
are called S-switches. We define blocks as maximum connected subgraphs made of block switches.

Proposition 5 Let N be a minimum (n, k, r)-network for k ≥ 3. Then the following hold:

- the blocks of N are trees and contain at most 2 outputs;

- for any block B of N , deg(B) = in(B)+2−out(B) unless it contains the defective vertex in which
case deg(B) = in(B) + 1− out(B).

Proof Set N = (G, in, out).
Suppose for a contradiction that there is a cycle C of q switches in a block B. Then in(C) = (r− 1)q.

Moreover, there are q edges between switches of the cycle. So deg(C) ≤ 2rq − 2q − in(C)− out(C) ≤
(r−1)q−out(C). Hence exc(C) ≤ min{out(C), k}. Since exc(C) ≥ 0 by the Cut Criterion, out(C) = 0
and deg(C) = (r−1)q. Consider the networkN ′ obtained by removingC and adding one input to a vertex
v per edge from v to C. Formally N ′ = (G−C, in′, out) with in′(v) = in(v) + |{e = vu | e ∈ E(G), u ∈
V (C)}|. It is simple matter to see that N ′ is a valid (n, k, r)-network, because in N , (r − 1)q paths must
leave C. This contradicts the minimality of N . Hence the blocks are acyclic and so are trees since they are
connected by definition.

Consider a block B with q switches. Then there are q − 1 edges between switches of B and in(B) =
(r − 1)q. So deg(B) ≤ 2rq − 2q + 2 − in(B) − out(B) ≤ (r − 1)q + 2 − out(B). Hence exc(B) ≤
2−min{out(B), k}. By the Cut Criterion, exc(B) ≥ 0, so out(B) ≤ 2 as k ≥ 3.

Note that if B has no defective vertex, then the inequality above is an equality so deg(B) = (r −
1)q + 2 − out(B) = in(B) + 2 − out(B). Similarly, if B contains the defective vertex, then deg(B) =
in(B) + 1− out(B). 2

In order to prove that a network is valid, by Lemma 3, we need to prove that every set of switches has
non-negative excess. We now prove that it is in fact sufficient to prove it for connected sets.

Lemma 6 If W is not connected and exc(W ) < 0, then W has a connected component W1 such that
exc(W1) < 0. Hence a network is valid if and only if every connected subset has non-negative excess.

Proof Let Wi, 1 ≤ i ≤ l, be the connected components of W . Then exc(W ) =
∑l
i=1 exc(Wi). Thus,

if exc(W ) < 0, then there is at least one Wi which has also negative excess. 2

We now strengthen Lemma 6 by showing that establishing whether an (n, k, r)-network is valid or not
only requires to check the Cut Criterion for some special sets of vertices, called essential. Let N be an
(n, k, r)-network and let X be a set of S-switches, and denote by B(X) the set of blocks adjacent to X . A
set W of vertices of N is essential if there exists a proper subset X of S (i.e. X 6= ∅ and X 6= S) such that
W = X ∪

⋃
B∈B(X)B and W is connected.

Lemma 7 An (n, k, r)-network is valid if and only if every essential set of vertices has non-negative excess.
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Proof Since an essential set is connected, by Lemma 6, if an (n, k, r)-network is valid, then all its
essential sets of vertices have non-negative excess.

Let us now prove the opposite. We need the following claim:

Claim 7.1 Let W be a set of vertices of an (n, k, r)-network. If W is adjacent to a vertex v /∈W such that
deg(v) ≤ in(v)− out(v) + 2, then exc(W ∪ {v}) ≤ exc(W ).

Proof. Since there is an edge between between v and w, we have deg(W ∪{v}) ≤ deg(W ) + deg(v)− 2.
By definitions, in(W ∪{v}) = in(W ) + in(v) and out(W ∪{v}) = out(W ) + out(v). So min{out(W ∪
{v}), k} ≥ min{out(W ), k}. Hence

exc(W ∪ {v}) = deg(W ∪ {v})− in(W ∪ {v}) + out(W ∪ {v})−min{out(W ∪ {v}), k}
≤ deg(W ) + deg(v)− 2− in(W )− in(v) + out(W ) + out(v)−min{out(W ), k}
≤ exc(W ) + deg(v)− in(v) + out(v)− 2 ≤ exc(W )

♦

Let us now prove that, if every essential set has non-negative excess, then every connected subset has
non-negative excess. Together with Lemma 6, this yields the result.

Let W be a connected subset. Let X be the set of S-switches in W and W ′ = X ∪
⋃
B∈B(X)B.

Clearly, W ′ is essential, W ⊂ W ′ and every vertex in W ′ \W is a block switch. Now every block switch
v has r − 1 inputs so deg(v) ≤ 2r − in(v) − out(v) = r + 1 − out(v) ≤ in(v) − out(v) + 2. Hence
applying Claim 7.1 for every vertex of W ′ \W one after another, we get that exc(W ) ≥ exc(W ′) ≥ 0. 2

3 Upper bounds
In this section, we present two constructions that combine two valid networks with certain properties into
a larger valid network.

3.1 First construction
We distinguish two cases according to the parity of k.

3.1.1 First construction for even k

Let k be even. For i = 1, 2, letNi = (Gi, ini, outi) be an (ni, k, r)-network with a setAi = {v1i , . . . , v
k/2
i }

of k/2 switches having at least two outputs each (i.e. outi(v
j
i ) ≥ 2 for 1 ≤ j ≤ k/2). We construct the

(n1 + n2, k, r)-network N1 ⊕ N2 = (G, in, out) from N1 and N2 as follows: we remove one output
from each vji (out(vji ) = outi(v

j
i ) − 1), and we add a link between vj1 and vj2 for 1 ≤ j ≤ k/2. Let

M = {vj1v
j
2 : 1 ≤ j ≤ k/2} be the set of added links.

The following theorem is an extension of Theorem 9 of [3].

Theorem 8 Let k be even. Let N1 be a valid (n1, k, r)-network with s1 switches and let N2 be a valid
(n2, k, r)-network with s2 switches both containing at least k/2 switches having at least two outputs each.
Then, N1 ⊕N2 is a valid (n1 + n2, k, r)-network with s1 + s2 switches.

Proof By construction, N1 ⊕N2 has s1 + s2 switches.
Let us now show that it is valid. By Lemma 3, we need to prove that any set W of switches of N has

non-negative excess.
Let W be a set of switches, and for i = 1, 2 set Wi = V (Gi) ∩W . Denote by e the number of links

of M between W1 and W2, and denote by e1 (resp. e2) the number of links of M between W1 (resp. W2)
and the switches of N2 (resp. N1) not in W2 (resp. W1). See Figure 3.

6



A1

A2

N1 N2

W1

W2

M

e

e1

e2

Figure 3: The first construction for even k.

By construction, we have:

out(W ) = out1(W1) + out2(W2)− e1 − e2 − 2e; (2)
in(W ) = in1(W1) + in2(W2); (3)

deg(W ) = deg1(W1) + deg2(W2) + e1 + e2. (4)

Since Ni is valid, the Cut Criterion yields

degi(Wi) ≥ ini(Wi)− outi(Wi) + min{outi(Wi), k}

where degi(Wi) is the degree of Wi in Ni. We distinguish the following cases based on the value of
min{outi(Wi), k}.

Case 1. Suppose that out1(W1) ≥ k and out2(W2) ≥ k. Hence by the Cut Criterion, for i = 1, 2,
degi(Wi) ≥ ini(Wi) + k − outi(Wi) and so,

deg1(W1) + deg2(W2) ≥ in1(W1) + in2(W2) + 2k − out1(W1)− out2(W2).

Hence, by (2), (3) and (4), we obtain

deg(W ) ≥ in(W )− out(W ) + 2k − 2e ≥ in(W )− out(W ) + k.

Case 2. Suppose that out1(W1) < k and out2(W2) < k. For i = 1, 2, we have degi(Wi) ≥ ini(Wi), so

deg1(W1) + deg2(W2) ≥ in1(W1) + in2(W2).

So, by (3) and (4), deg(W ) ≥ in(W ) ≥ in(W )− out(W ) + min{out(W ), k}.

Case 3. Suppose that out1(W1) < k and out2(W2) ≥ k. Then, deg1(W1) ≥ in1(W1) and deg2(W2) ≥
in2(W2) + k − out(W2). So,

deg1(W1) + deg2(W2) ≥ in1(W1) + in2(W2) + k − out2(W2).

By (2), (3), et (4), we obtain:

deg(W ) ≥ in(W ) + k − out(W ) + out1(W1)− 2e.

Moreover, by construction, out1(W1) ≥ 2e since each vertex of W1 incident to an edge of M
satisfies out1 ≥ 2. Hence,

deg(W ) ≥ in(W )− out(W ) + k.

In all three cases, W satisfies the Cut Criterion. 2

7



3.1.2 First construction for odd k

Let k = 2p + 1 be odd. For i = 1, 2, let Ni = (Gi, ini, outi) be an (ni, k, r)-network with a set
Ai = {v1i , . . . , v

p
i } of p switches having at least two outputs each (i.e. outi(v

j
i ) ≥ 2 for 1 ≤ j ≤ p). Let

w1 be a switch of V (G1) \ A1 with an output (out1(w1) ≥ 1) or a vertex of A1 with at least 3 outputs
(out1(w1) ≥ 3). Let z2 be the unique switch of N2 with 2r − 1 ports. We construct the (n1 + n2, k, r)-
networkN1⊕N2 fromN1 andN2 as follows: we remove on each vji one output and we add a link between
vj1 and vj2 for 1 ≤ j ≤ k/2. Moreover we remove an output to w1 and connect w1 to z2. See Figure 4.

A1 A2

N1 N2

w1 z2

Figure 4: The first construction for odd k.

We will now prove an analogue to Theorem 8 for odd k. Therefore, we need the following well-known
lemma:

Lemma 9 (folklore) Let u and v be two vertices of a graph G. If u and v have both odd degree and all
other vertices have even degree, then there is a path in G with endvertices u and v.

Theorem 10 Let k = 2p+ 1 be odd. Let N1 be a valid (n1, k, r)-network with s1 switches and let N2 be
a valid (n2, k, r)-network with s2 switches containing both at least p switches with at least two outputs.
Then N1 ⊕N2 is a valid (n1 + n2, k, r)-network containing s1 + s2 switches.

Proof By construction, N1 ⊕N2 has s1 + s2 switches.
Let us now show that it is valid. Let out′ be a faulty output function such that out′(N1⊕N2) = n1+n2.
Note that our construction is very close to the one of Theorem 8 and in most of the cases, the paths

may be found by removing one output of N1 and one output of N2 to obtain two networks satisfying the
conditions of Theorem 8.

In fact, one can see N1 as a valid (n1, k − 1, r)-network, with one output less at w1. Rigorously, the
network M1 = (G1, in1, sor1), defined by sor1(v) = out1(v) if v ∈ V (G1) \ {w1} and sor1(w1) =
out1(w1) − 1 otherwise, is a valid (n1, k − 1, r)-network. Moreover, by the choice of w1, every vertex v
of A1 satisfies sor1(v) ≥ 2. For any vertex s2, the (n2, k − 1, r)-network M2 = (G2, in2, sor2), defined
by sor2(v) = out2(v) if v ∈ V (G1) \ {s2} and sor2(s2) = out2(s2)− 1 otherwise, is valid. However, to
apply Theorem 8 to M1 ⊕M2, we need the condition sor2(v) ≥ 2 for all v ∈ A2. This condition is only
verified when s2 is not in A′2, the set of vertices v of A2 such that out2(v) = 2. Therefore, we distinguish
two cases depending on whether there is a switch s2 of V (G2) \A′2 such that out′(s2) < out(s2).

If there is a switch s2 of V (G2) \ A′2 such that out′(s2) < out(s2), then the networks M1 and M2

define above fulfill the conditions of Theorem 8, and so M1 ⊕M2 is valid. Hence we can find n1 + n2
edge-disjoint paths in M1 ⊕M2 such that each vertex v ∈ V is the initial vertex of in(v) paths and the
terminal vertex of out′(v) paths. Since the graph of M1⊕M2 is the one of N1⊕N2 minus the edge w1z2,
these paths are the desired ones in N1 ⊕N2.
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Suppose now that every vertex v such that out′(v) < out(v) is in A′2. Note that for such a v, out′(v) =
out(v) − 1 = 0 because out(v) = out2(v) − 1 = 1. The proof can be sketched as follows. We apply
the validity of N1 and N2 to some well-chosen faulty output functions out′1 and out′2. Doing so, we will
obtain a set of n1 + n2 edge-disjoint paths, n1 in N1 and n2 in N2, which is very close to the desired one.
The problems are the following: for some vertices of A1 and for w1, the number of paths ending in the
vertex exceeds by 1 its faulty output function, while for some vertices of A2 and for one specific vertex
w2 ∈ A2 (to be defined later), the faulty output function exceeds by 1 the number of paths ending in the
vertex. Using the edges between vertices of A1 and A2, we solve the problems at vertices in A1 and A2. It
then remains to find a path from w1 to w2 that is edge-disjoint from the previously constructed paths. This
is done using Lemma 9. We now give the detailed proof.

Let p2 = out(V (G2)) − out′(V (G2)), J2 = {j, 1 ≤ j ≤ p and out′(vj2) < out(vj2)}. Clearly
|J2| = p2. Set J1 = {1, 2, . . . , p} \ J2. Let us define out′1 by out′1(v) = out′(v) + 1 if v ∈ {vj1, j ∈
J1} ∪ {w1} and out′1(v) = out′(v) if v ∈ V (G1) \ ({vj1, j ∈ J1} ∪ {w1}). Let w2 be an arbitrary vertex
of V (G2) \ A′2 such that out2(w2) ≥ 1. (Such a vertex exists as the total number of outputs in A2 is at
most 2k.) Let us define out′2 by out′2(v) = out′(v)− 1 if v ∈ {vj2, j ∈ J1 \ {w2}}, out′2(v) = out′(v) if
v ∈ V (G2) \ ({vj2, j ∈ J1} ∪ {w2}) and out′2(w2) = out(w2)− 2 if w2 ∈ {vj2, j ∈ J1} and out′2(w2) =
out(w2)− 1 otherwise.

For i = 1, 2, the function out′i is a faulty output function of Ni. Since Ni is valid, one can find a set Pi
of ni edge-disjoint paths in Ni such that each vertex v ∈ V (Gi) is the initial vertex of in(v) paths and the
terminal vertex of out′i(v) paths. P1∪P2 is almost the set of desired paths. The only problems are that each
vertex of {vj1, j ∈ J1}∪ {w1} is the end of one path too many and each vertex of v ∈ {vj2, j ∈ J1}∪ {w2}
is the end of one path too few. (If w2 ∈ {vj2, j ∈ J1}, then w2 is the end of two paths too few.) For any
j ∈ J1, let Pj be a path P1 ending in vj1 and Qj = Pjv

j
1v
j
2 and let P be a path of P1 ending in w1.

Consider the graph H2 obtained from G2 by removing all the edges of the paths in P2. Let us show
that H2 has exactly two vertices with odd degree z2 and w2 unless z2 = w2. Let v be a vertex of V (G2) \
{w2, z2}. If v ∈ {vj2, j ∈ J2} \ {z2}, then out2(v) = 2 and v is the end of no paths of P2. So the
number e(v) of edges incident to v in paths of P2 has the same parity as in2(v). Hence degH2

(v) =

2r−out2(v)−in2(v)−e(v) is even. If v ∈ {vj2, j ∈ J1}, then v is the end of out2(v)−2 paths ofP2. So the
number e(v) of its incident edges in paths of P2 has the same parity as in2(v) + out2(v). Hence degH2

(v)
is even. If v ∈ V (G2)\A2, then v is the end of out2(v) and the start of in2(v) paths ofP2. Thus the number
e(v) of edges incident to v in paths of P2 has the same parity as in2(v)+out2(v). It follows that degH2

(v)
is even. Analogously, one shows that the degrees of w2 and z2 in H2 are odd unless w2 = z2. Thus, by
Lemma 9, there is a path Q from z2 to w2. Now (P1∪P2)\ ({Pj , j ∈ J1}∪{P})∪ ({Qj , j ∈ J1}∪{Q})
is the desired set of paths. 2

3.1.3 Derived upper bound

Observe that if bothN1 andN2 contains k switches with at least two outputs, thenN1⊕N2 contains also k
such switches. In fact, in N1, k/2 switches with two outputs lose one output to be linked to a switch of N2.
So at least k − k/2 = k/2 switches of N1 have two outputs in N1 ⊕N2. Similarly, at least k/2 switches
of N2 have two outputs in N1 ⊕N2. Hence, in total, N1 ⊕N2 contains at least k switches having at least
two outputs each.

In particular, we can apply recursively Theorems 8 and 10 with N1.

Corollary 11 Let k be an integer. Let N1 be a valid (n, k, r)-network with s switches, k of whom have at
least two outputs. For any integer l, Nl = N1 ⊕Nl−1 is a valid (ln, k, r)-network with l · s switches.

Havet [10] showed that N (1, k, 2) =
⌈
k
2

⌉
and N (2, k, 2) =

⌈
k+2
2

⌉
. Moreover there are optimum

networks all switches of which have at least two outputs. We generalize these results for general r:

Proposition 12 N (1, k, r) =
⌈

k
2r−2

⌉
and N (2, k, r) =

⌈
k+2
2r−2

⌉
. Moreover, there are optimum networks

whose switches all have at least 2r − 2 outputs.
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Proof Consider the networkN1 (resp. N2) with s switches v1, . . . , vs such that v1 is a (0|2r−1)-switch
(resp. (1|2r − 2)-switch), vs is a (1|2r − 2)-switch, each vi, 2 ≤ i ≤ s − 1, is a (0|2r − 2)-switch and
(v1, v2, . . . , vl) is a path. It is easy to check thatN1 andN2 are a valid (1, (2r−2)s, r)-network and a valid
(2, (2r− 2)s− 2, r)-network, respectively. It follows thatN (1, k, r) ≤

⌈
k

2r−2

⌉
andN (2, k, r) ≤

⌈
k+2
2r−2

⌉
by Proposition 1.

Moreover, the above upper bounds are tight since a valid network must be connected. 2

Corollary 11 and Proposition 12 yield:

Corollary 13

If n is even, N (n, k, r) ≤
⌈
k + 2

2r − 2

⌉
n

2
.

If n is odd, N (n, k, r) ≤
⌈
k + 2

2r − 2

⌉
n− 1

2
+

⌈
k

2r − 2

⌉
.

3.2 Second construction
Let k be an even integer and r ≥ k/2. For i = 1, 2, let Ni = (Gi, ini, outi) be an (ni, k, r)-network
containing an (r − k/2|r)-switch ui. We construct the (n1 + n2 − (r − k/2), k, r)-network N1 ⊗ N2 =
(G, in, out) from N1 and N2 as follows: we identify u1 and u2 into a new vertex u? and we set in(u?) =
out(u?) = r − k/2. See Figure 5.

N1 ⊗N2

N1

r − k/2|r
u1

r − k/2|r
u2

N2

r − k/2|r − k/2

N1 ⊗N2

u?

(a) (b)

Figure 5: The second construction.

Theorem 14 Let k be an even integer and r ≥ k/2. Let N1 = (G1, in1, out1) be a valid (n1, k, r)-
network with s1 switches and let N2 = (G2, in2, out2) be a valid (n2, k, r)-network with s2 switches both
containing at least one (r − k/2|r)-switch. Then N1 ⊗ N2 = (G, in, out) is a valid (n1 + n2 − (r −
k/2), k, r)-network containing s1 + s2 − 1 switches.

Proof Let out′ be a faulty output function on N1⊗N2. We shall exhibit a set P of n1 +n2− (r− k/2)
edge-disjoint paths such that any vertex v of V (G) is the initial vertex of in(v) paths and the terminal
vertex of out(v) paths. Let f1 be the number of faults on the vertices of V (G1) \ {u1} and f2 be the
number of faults on the vertices of V (G2) \ {u2}. Let us define the faulty output function out′1 on N1

by out′1(v) = out′(v) for any vertex v ∈ V (G1) \ {u1} and out′1(u1) = out(u1) + f2. Similarily, we
define the faulty output function out′2 on N2 by out′2(v) = out′(v) for any vertex v ∈ V (G2) \ {u2} and
out′2(u2) = out(u2) + f1. Since for i = 1, 2, Ni is valid, there exists a set Pi of edge-disjoint paths such
that any vertex v ∈ V (Gi) is the initial vertex of ini(v) paths and the terminal vertex of outi(v) paths. The
set P = P1 ∪ P2 is almost the desired set. The vertex u? is the terminal vertex of r − k/2 paths too many
and the initial vertex of r − k/2 paths too many. It suffices now to merge one to one r − k/2 paths ending
at u? with as many paths beginning at u? to obtain the desired set of paths. 2

If N contains two (r−k/2|r)-switches, then N ⊗N contains also two such switches and we can apply
recursively Theorem 14.
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Corollary 15 Let k be an integer. Let N1 be a valid (n, k, r)-network with s switches containing two
(r − k/2|r)-switches. For any integer l ≥ 2, Nl = N1 ⊗ Nl−1 is a valid (ln − (l − 1)(r − k/2), k, r)-
network with ls− (l − 1) switches.

Corollary 16 If r > dk/2e then

N (n, k, r) ≤
⌈

n

r − dk/2e

⌉
.

Proof By Proposition 1, it suffices to prove the result for even k.
Suppose r > k/2 and k is even, the (2r − k, k, r)-network consisting of two (r − k/2|r)-switches

joined by k/2 edges is trivially valid. Hence, by Corollary 15, N (n, k, r) ≤
⌈

n
r−k/2

⌉
. 2

However this upper bound may be improved for k ≥ 3 using better initial network.

Theorem 17 For k ≥ 3 and r ≥ max{3, k/2},

N (n, k, r) ≤ r − 2 + dk/2e
r2 − 2r + dk/2e

n+O(1).

Proof By Proposition 1, it suffices to prove the result for even k.

Let H be the (r2 − r, k, r)-network depicted in Figure 6 with r ≥ k/2. It is composed of r − 1 + k/2
switches:

- k/2 switches b1, . . . , bk/2 of type r − 1|2, and

- r − 1 switches s1, . . . , sr−1 of type r − k/2|r.

k/2

r − k/2|r

s1
r − 1|2

b1

... r − k/2|r

sr−1

r − 1|2

bk/2

r − k/2|r
sj

×(r − 3)

Figure 6: An (r2 − r, k, r)-network with k ≥ 2 and r ≥ max{3, k/2}.

Each si is connected to all bj .
Using Lemma 7, it is easy to check the validity of the network H . Let W be an essential set of vertices.

Let SW be the set of (r − k/2|r)-switches contained in W . Suppose that |SW | = j (1 ≤ j ≤ r − 2). By
the observation made in the proof of Lemma 7, we can assume that W contains all bi for 1 ≤ i ≤ k/2.
Now, exc(W ) = deg(W )− in(W ) + out(W )−min{out(W ), k} = (r−1− j)k/2− ((r−k/2)j+ (r−
1)k/2) + j · r + k/2 · 2−min{out(w), k} = k −min{out(W ), k} ≥ 0. Hence, the network H is valid.

Corollary 15 applied to N1 = H shows that the (n, k, r)-network depicted in Figure 7 is valid. Propo-
sition 17 follows. 2

Remark 18 Theorem 17 does not hold for r = 2. The construction does not work since H has only one
(r−k/2|r)-switch, and soH⊗H has none. Bermond et al. [5] showed thatN (n, 6, 2) = 5n

4 +
√

n
8 +θ(1).
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k/2

r − k/2|r

r − 1|2

... r − k/2|r − k/2

r − 1|2

r − k/2|r ×(r − 3)

r − 1|2

...

r − 1|2

r − k/2|r ×(r − 3)

· · ·

k/2

r − k/2|r − k/2

k/2
r − 1|2

... r − k/2|r

r − 1|2

r − k/2|r ×(r − 3)

Figure 7: An (n, k, r)-network with k ≥ 2 and r ≥ max{3, k/2}.

4 Lower bounds

4.1 General lower bound

Theorem 19 If k ≥ r, then N (n, k, r) ≥ 3n+ k

2r
.

Proof Let N = (G, in, out) be a valid (n, k, r)-network with s switches. For any switch v, deg(v) ≤
2r − in(v) − out(v). By Proposition 4, a switch has at most r outputs, so at most k outputs. Thus, by
the Cut Criterion, deg(v) ≥ in(v). Combining these two inequalities, we obtain 2r ≥ 2 in(v) + out(v).
Summing such inequalities over all switches v, we obtain 2r · s ≥ 3n+ k. Hence s ≥ 3n+k

2r . 2

In the remaining of this subsection, we prove a better upper bound on N (n, k, r), when k ≥ 2r. Some
preliminaries are required.

LetG = (V,E) be a graph and p is a positive integer: A p-quasi-partition ofG is a set {A1, A2, . . . , Am}
of subsets of V , such that:

1. For every 1 ≤ i ≤ m, the subgraph induced by Ai, G[Ai], is connected;

2. For every 1 ≤ i ≤ m, p/2 ≤ |Ai| ≤ p;

3. V =
⋃m
i=1Ai and

∑m
i=1 |Ai| ≤ |V |+ |{Ai, |Ai| ≥

2p
3 + 1}|+ p/6.

Lemma 20 Let p be a positive integer and letG be a connected graph of order at least p/2. ThenG admits
a p-quasi-partition.

Proof Every connected graph G has a spanning tree T , and a p-quasi-partition of T is clearly a p-quasi-
partition of G. Hence, it suffices to prove the result for the tree T . If p ≤ 2, then the result is trivial,
because the family of singleton {v}, v ∈ V (T ), is a p-quasi-partition. Henceforth, we assume that p ≥ 2.
We prove it by induction on |V (T )| the result being trivial if |V (T )| ≤ p.

For any positive real number q, let Eq be the set of edges of T such that each of the two components of
T \ e has at least q vertices.

Claim 20.1

(i) If Eq 6= ∅, then the subgraph Hq induced by the edges of Eq is a subtree of T .

(ii) If Eq = ∅, then there exists a vertex x such that all components of T − x have less than q vertices.

Proof. (i) Let e1 and e2 be two edges of Eq . Since T is a tree, there is a unique path (x1, . . . , xp) in T
such that x1x2 = e1 and xp−1xp = e2. The forest T \ e1 has one component C1 containing x1 and one
component containing x2 (and thus all the xi, i ≥ 3). Similarly, T \ e2 has one component C2 containing
xp and one component containing xp−1. Since e1 and e2 are in Eq , both C1 and C2 have at least q vertices.
Now for every 2 ≤ i ≤ p− 2, T \ xixi+1 has one component C ′1 containing xi and another C ′2 containing
xi+1. Clearly C ′1 contains C1 because the path (x1, . . . , xi) is in C ′1. Similarly, C ′2 contains C2. Hence
both C ′1 and C ′2 have at least q vertices, and so xixi+1 ∈ Eq .

Hence, the subgraph Hq is connected and thus is a tree.
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(ii) Let us orient the edges of T as follows. Let e = uv be an edge of T . Because Eq is empty, we
have e /∈ Eq . Thus, at least one component of T \ e has size less than q. Without loss of generality, this
component is the one containing v. Orient the edge e from u to v. Now every orientation of a tree contains
a vertex x with outdegree 0. Consider a component C of T − x. It contains exactly one neighbour y of x,
and it is precisely the component of T \ xy containing y. Thus |C| < q because the edge is oriented from
x to y. Hence all components of T − x have less than q vertices. ♦

In view of Claim 20.1, we define the q-heart of T , denoted Hq , as follows: if Eq is not empty, then
Hq is the subtree induced by the edges of Eq; if Eq is empty, then Hq is a tree reduced to a vertex x such
that all components of T − x have less than q vertices. (Note that if Eq is empty, then the q-heart is not
uniquely defined, but any x having the given property is fine.)

Assume that p ≤ |T | ≤ 3p/2. Set t = |T |. If Ep/2 contains an edge uv, then let Cu (resp. Cv) be
the component of T \ uv containing u (resp. v). We have |Cu|+ |Cv| = |T | and |Cu|, |Cv| ≥ p/2. Thus,
|Cu| ≤ |T | − p/2 ≤ p and similarly |Cv| ≤ p. Hence (V (Cu), V (Cv)) is a p-quasi-partition of T .

Suppose now that the p/2-heart Hp/2 is reduced to a single vertex x. Let Ci, 1 ≤ i ≤ l, be the
components of T − x indexed in decreasing order of their size: |C1| ≥ |C2| ≥ · · · ≥ |Cl|. Let i be the
smallest integer such that

∑i
j=1 |Cj | ≥ (t − 2)/3. Set A1 =

⋃i
j=1 Cj ∪ x. Since the components are

indexed in decreasing order of their size, then |A1| ≤ 2t/3. Thus B = V (T ) \ A1 contains at least t/3
vertices. Let T2 be a subtree of T [A1] on max{dp/2 − |B|e, 1} vertices containing x. Such a tree exists
since |A1| ≥ t/3 ≥ t/6 ≥ p/2− |B|. Now (A1, V (T2) ∪B) is a p-quasi-partition of T .

Assume now that T has more than 3p/2 vertices. Let u be a leaf of Hp. Let Ci, 1 ≤ i ≤ l, be the
components of T−Hp which are connected to u. By definition ofHp, each of theCi has less than p vertices
and

∑
|Ci|+1 ≥ p. Without loss of generality, we may assume that the Ci are indexed in decreasing order

of their size: |C1| ≥ |C2| ≥ · · · ≥ |Cl|. We shall distinguish two cases.

• Assume first that |C1| ≥ p/2 vertices. The tree T − C1 has at least p/2 vertices. Hence, by the
induction hypothesis, T − C1 has a p-quasi-partition {A1, A2, . . . , Am}. Setting Am+1 = V (C1),
then one verifies easily that {A1, A2, . . . , Am, Am+1} is a p-quasi-partition of T since (T − C1) ∩
C1 = ∅.

• Assume now that |C1| < p/2. (In particular, p ≥ 3 and 2p/3 + 1 ≤ p). Let i be the smallest
integer such that

∑i
j=1 |Cj | ≥ 2p/3. Since the components are indexed in decreasing order of

their size, then
∑i
j=1 |Cj | < p. The tree T ′ = T −

⋃i
j=1 V (Cj) has at least p/2 vertices. Hence,

by the induction hypothesis, T ′ has a p-quasi-partition {A1, A2, . . . , Am}. Now setting Am+1 =⋃i
j=1 V (Cj) ∪ {u}, one checks easily that {A1, A2, . . . , Am, Am+1} is a p-quasi-partition of T

since T ′ ∩Am+1 = {u}.

2

Theorem 21 If k ≥ 2r, then N (n, k, r) ≥ 3n+ 2k/3− r/2
2r − 2 + 3r

b kr c
.

Proof Let N = (G, in, out) be a valid (n, k, r)-network with s switches. Set p = bkr c. Since k ≥ 2r,
we have p ≥ 2. Since all outputs are on switches, s ≥ k/2r ≥ p/2. So by Lemma 20, G admits a p-quasi-
partition {A1, A2, . . . , Am}. Let m1 = |{Ai, |Ai| ≤ 2p

3 }| and m2 = |{Ai, |Ai| > 2p
3 }|. By definition of

p-quasi-partition, we have

s ≥
m∑
i=1

|Ai| −m2 −
p

6
≥ p

2
m1 +

(
2p

3
+ 1

)
m2 −m2 −

p

6
.

Therefore
3r

p
s ≥ 3r

2
·m1 + 2rm2 −

r

2
≥ 2m1 + 2rm2 −

r

2
. (5)
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For 1 ≤ i ≤ m, let ei be the number of edges joining two vertices of Ai. Since G[Ai] is connected, we
have ei ≥ |Ai| − 1. Furthermore, because every input, output or edge is connected to a port of a switch,
2r|Ai| ≥ in(Ai) + out(Ai) + deg(Ai) + 2ei, so deg(Ai) ≤ 2(r − 1)|Ai|+ 2− in(Ai)− out(Ai). But,
by Proposition 4, a switch has at most r outputs, so Ai has at most k outputs. Thus, by the Cut Criterion,
deg(Ai) ≥ in(Ai). Combining the last two inequalities, we obtain 2(r−1)|Ai|+2 ≥ 2 in(Ai)+out(Ai).
Summing these inequalities over all i, we obtain

2m+ 2(r − 1)

m∑
i=1

|Ai| ≥ 2

m∑
i=1

in(Ai) +

m∑
i=1

out(Ai),

2m+ 2(r − 1)(s+m2 + p/6) ≥ 2 in(G) + out(G), and

2m1 + 2rm2 + (2r − 2)s ≥ 3n+ k − (r − 1)
p

3
≥ 3n+

2k

3
. (6)

Combining Eq.(6) and Eq.(5) we obtain
3r

p
s+ (2r − 2)s ≥ 3n+

2k

3
− r

2
, so s ≥

3n+ 2k
3 −

r
2

2r − 2 + 3r
p

.

2

4.2 Optimal lower bounds for k ≤ 6

Bermond, Pérennes and Tóth [5] proved:

• for k ∈ {1, 2}, N (n, k, 2) = n,

• for k ∈ {3, 4}, N (n, k, 2) =

⌈
5n

4

⌉
, and

• for k ∈ {5, 6}, N (n, k, 2) =
5n

4
+

√
n

8
+ Θ(1).

We now present bounds for N (n, k, r), which are optimal up to an additive constant, for some cases
where k ≤ 6 and r ≥ 3.

By Proposition 4, in a minimum (n, k, r)-network, the number of inputs n is at most r − 1 times the
number of switches.

N (n, k, r) ≥
⌈

n

r − 1

⌉
.

For k ∈ {1, 2}, this lower bound matches the upper one given by Corollary 16.

Theorem 22
N (n, 1, r) = N (n, 2, r) =

⌈
n

r − 1

⌉
.

For larger value of k, we need to look more precisely at the blocks and S-switches of the network. Let
us introduce some notations.
Let 0 ≤ i ≤ r − 1 and 0 ≤ o ≤ 2. Denote by Si the set of switches with i inputs and si its cardinality.
In particular, Sr−1 is the set of block switches, and the blocks are maximum connected subgraphs made
of vertices of Sr−1. Denote Bo the set of blocks with o outputs and bo its cardinality. We call Bo-block a
block in Bo and we denote by to the total number of switches in the Bo-blocks. By Proposition 5, a block
has at most two outputs, so the total number of block switches is sr−1 = t0 + t1 + t2.
Let S be the set of S-switches, that is S =

⋃r−2
i=0 Si. Let si|o denote the number of (i|o)-switches, sS the

number of S-switches and eS the number of edges joining two S-switches.
Finally, s denotes the total number of switches of the network.

Let N be a valid (n, k, r)-network. Set ε′(N) = 1 if an S-switch is defective, ε′(N) = −1 if a block
switch is defective, and ε′(N) = 0 otherwise.
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Proposition 23 Let N be a minimum (n, k, r)-network.

sS + t0 + t1 + t2 = s; (7)
r−2∑
i=0

r∑
o=0

i · si|o + (r − 1)(t0 + t1 + t2) = n; (8)

r−2∑
i=0

r∑
o=0

o · si|o + b1 + 2b2 = n+ k; (9)

−
r−2∑
i=0

r∑
o=0

(2r − i− o)si|o + (r − 1)(t0 + t1 + t2) + 2eS + 2b0 + b1 = ε′(N); (10)

b2 ≤ t2. (11)

Proof Eq.(7), Eq.(8) and Eq.(9) count the number of switches, inputs and outputs, respectively, in the
network.

Eq.(10) counts the number of edges between blocks and S-switches. The number of edges leaving the
B0-blocks (resp. B1-blocks, B2-blocks) is (r − 1)t0 + 2b0 (resp. (r − 1)t1 + b1, (r − 1)t2) decreased
by 1 if a block switch is defective; the number of edges leaving S is

∑r−2
i=0

∑r
o=0(2r − i − o)si|o − 2eS

decreased by 1 if an S-switch is defective.
Eq.(11) expresses the fact that a B2-block contains at least one switch. 2

Proposition 24 For r ≥ 3 and k ≥ 3,

N (n, k, r) ≥
⌈
rn+ 1

2 (k − ε(k))

r2 − 2r + 2

⌉
.

Proof (r− 2)sS = (r− 2)

r−2,r∑
(i,o)=(0,0)

i.si|o ≥
r−2,r∑

(i,o)=(0,0)

i · si|o ≥ n− (r− 1)(t0 + t1 + t2), by Eq. (9).

Hence,

sS ≥
n− (r − 1)sr−1

(r − 2)
. (12)

Now, let us count the total number of ports of the S-switches :

2rsS =
∑r−2
i=0

∑r
o=0(2r − i− o)si|o +

∑r−2
i=0

∑r
o=0 i.si|o +

∑r−2
i=0

∑r
o=0 o.si|o

= (r − 1)(t0 + t1 + t2) + 2b0 + b1 +
∑r−2
i=0

∑r
o=0 i.si|o +

∑r−2
i=0

∑r
o=0 o.si|o by Eq. (10)

= n+ 2b0 + b1 +
∑r−2
i=0

∑r
o=0 o.si|o − ε′(N) by Eq. (8)

= n+ 2b0 + n+ k − 2b2 − ε′(N) by Eq. (9)
≥ 2n+ k − 2sr−1 − ε′(N) by Eq. (11)

sS ≥
2n− 2sr−1 + k − ε′(N)

2r
. (13)

The inequalities (12) and (13) give a lower bound of s = sS + sr−1 :

s ≥ max

{
sr−1 +

n− (r − 1)sr−1
r − 2

, sr−1 +
2n− 2sr−1 + k − ε′(N)

2r

}
.

One of these two functions (of sr−1) increases while the other decreases, thus the minimum is achieved

when the two bounds are equal that is when sr−1 =
2n− 1

2 (r−2)(k−ε
′(N))

r2−2 r+2 . We obtain s ≥
rn+ 1

2 (k − ε(k))

r2 − 2 r + 2
.

2

For k ∈ {3, 4}, the lower bound of this proposition matches the upper one given by Theorem 17.
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Corollary 25 For k ∈ {3, 4} and r ≥ 3, N (n, k, r) =
r

r2 − 2 r + 2
n+ Θ(1).

We now get better lower bounds provided that k ≥ 5. We first provide new inequalities satisfied by a
valid (n, k, r)-network if k ≥ 5. Define ε′′(N) = 1 if a switch having less than r − 2 inputs is defective,
and ε′′(N) = 0 otherwise. Note that if k ≥ 2 a B2-block B does not contain any defective vertex for
otherwise deg(B) = in(B)− 1, and so exc(B) = −1, which is impossible by the Cut Criterion.

Proposition 26 If k ≥ 5 and r ≥ 4, a valid (n, k, r)-network N satisfies the following inequalities:

b1 ≤ t1; (14)

(2r + 2)sr−1 + (2r − 6)sr−2 −
r−3∑
j=0

2j · sr−3−j + k ≤ 6s. (15)

Proof Eq.(14) expresses the fact that a B1-block contains at least one switch.
Let us now show Eq.(15). Let H = B0 ∪ B1 ∪ B2 ∪ Sr−2 and H ′ = H \ B2.
We have out(H) + out(H) = in(H) + in(H) + k so out(H) − in(H) = k + in(H) − out(H) =

k + (r − 1)Sr−1 − b1 − 2b2 +
∑4
o=0(r − 2− o)sr−2|o.

Let us now compute deg(H) = deg(H). Since there is no edge between blocks, deg(H) = deg(H ′)+∑
B∈B2

deg(B)− 2e with e the number of edges between B2-blocks and switches of Sr−2.
By the Cut Criterion, deg(H ′) ≥ in(H ′)−out(H ′) ≥ (r−1)(t1 + t0)− b1 +

∑4
o=0(r−2−o)sr−2|o.

A B2-blockB is not adjacent to a switch v of type r−2|3 or r−2|4 for otherwiseB∪{v} has negative
excess which is impossible. For 0 ≤ j ≤ 2, let aj be the number of links between B2-blocks and switches
of Sr−2 having j outputs. If j = 1, 2, a switch of type r − 2|j cannot be incident to two links incident
to B2-blocks, for otherwise the union of this switch and the two B2-blocks connected to it has negative
excess. Hence aj ≤ sr−2|j for j = 1, 2. A switch of type r− 2|0 cannot be incident to three links incident
to B2-blocks, for otherwise the union of this switch and the three B2-blocks connected to it has negative
excess. Hence 2a0 ≤ sr−2|0. Consequently, e = a0 + a1 + a2 ≤ sr−2|1 + sr−2|2 + 2sr−2|0.

Hence we obtain:

deg(H) ≥ (r − 1)(t2 + t1 + t0)− b1 + (r − 6)(sr−2|4 + sr−2|2 + sr−2|0) + (r − 5)(sr−2|3 + sr−2|1).

So

deg(H) + out(H)− in(H) ≥ k + 2(r − 1)sr−1 − 2b1 − 2b2 + (2r − 12)sr−2|4

+(2r − 10)(sr−2|3 + sr−2|2) + (2r − 8)(sr−2|1 + sr−2|0).

By (14) b1 ≤ t1, and by (11) b2 ≤ t2. Thus

deg(H) + out(H)− in(H) ≥ k + 2(r − 2)sr−1 + (2r − 12)sr−2. (16)

Now deg(H) + out(H)− in(H) ≤
∑
v∈H(deg(v) + out(v)− in(v)) ≤

∑
v∈H(2r − 2 in(v)).

deg(H) + out(H)− in(H) ≤
r−3∑
j=0

(6 + 2j)sr−3−j . (17)

Combining (16) and (17), we obtain (15). 2

Proposition 27 For r ≥ 7 and k ≥ 5,

N (n, k, r) ≥ (r + 1)n+ k

r2 − 2r + 3
.
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Proof We have n− (r−3)s =
∑r−1
i=0 (i− r+ 3)si = 2sr−1 +sr−2−

∑r−3
j=0 j ·sr−3−j . Hence if r ≥ 7,

by (15), we obtain 6s ≥ k + (r + 1)(n− (r − 3)s). So s ≥ (r+1)n+k
r2−2r+3 . 2

The lower bound of Proposition 27 matches the upper one given by Theorem 17 for k = {5, 6}.

Corollary 28 For k ∈ {5, 6} and r ≥ 7, N (n, k, r) =
r + 1

r2 − 2r + 3
n+ Θ(1).

We conjecture that Proposition 27 also holds for r ≤ 7. Together with Theorem 17, this would yield
the following conjecture.

Conjecture 29 For k ∈ {5, 6} and r ≥ 3, N (n, k, r) =
r + 1

r2 − 2r + 3
n+ Θ(1).
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