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OQLA/QPALM - Convex quadratic optimization solvers
using the augmented Lagrangian approach, with an
appropriate behavior on infeasible or unbounded problems

J. Charles GILBERT * and Emilie JOANNOPOULOS *
January 28, 2015

When a solver of convex quadratic optimization problem (QP) is used within a nonlin-
ear optimization code, implementing the SQP algorithm, it is important that it deals
appropriately with the special QPs that can be generated by the nonlinear solver,
those that are infeasible or unbounded. The goal of this paper is to highlight the po-
tential of the augmented Lagrangian (AL) algorithm in that respect and to give an
account on the efficiency of the implementation of this algorithm in the C++/Matlab
codes 0qla/Qpalm. We show how these pieces of software compare with some fre-
quently used QP solvers, which use active-set or interior-point methods, and demon-
strate that they provide an appropriate response when they deal with the special QPs
quoted above.

Keywords: augmented Lagrangian algorithm, augmentation parameter update, clos-

est feasible problem, convex quadratic optimization, feasible shift, global linear con-
vergence, infeasible problem, proximal point algorithm, shifted constraint.
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1 Introduction

Convex quadratic optimization is often used to model practical problems. It also appears
in the solution technique of numerical algorithms dealing with more complex nonlinear
optimization problems, like the SQP algorithm (see [7, 33] and the references therein),
which we had in mind while developing the solvers described in this paper. Over time, the
numerical methods to solve a convex quadratic optimization problem (QP) have formed
a significant corpus, representing the basis of a clearly identified discipline. To put it
another way, this corpus owes in part its existence to the large body of researches that
numerical analysts have dedicated to its central problem. A wide variety of techniques
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has been proposed, most of them being more or less linked to active-set [25, 40|, interior-
point [51, 9|, or nonsmooth methods [1, 32, 49, 4, 5, 12]. One also encounters other
approaches that possibly make use of the just mentioned techniques at some points of
their design. The augmented Lagrangian (AL) approach considered below belongs to this
last group of heterogeneous methods, since the way of solving the bound constrained QPs
generated by its outer loop is left unspecified.

This paper presents two implementations of the AL algorithm, which solves a convex
QP by decomposing it in a sequence of bound constrained QPs, or AL subproblems, thanks
to the AL relaxation. Therefore, this approach implicitly assumes that a convex bound
constrained QP is simpler to solve than the original QP, which is indeed the case when
active-set and gradient-projection [37] techniques are used to solve the AL subproblems,
like in the developed solvers. The two implementations are similar, except that they
use a different computer language: C++ for the solver Oqla and Matlab for the solver
Qpalm. 0Oqla is of course more computing time efficient than Qpalm, which is its main
motivation, all the more so as the dimensions increase, but the latter is very useful to
experiment rapidly algorithmic ideas and to analyze and understand the behavior of the
algorithm. The two pieces of software have similar behavior and iterative performance.
The object oriented language used by 0Oqla also makes it flexible enough to take into
account problems with various data structures, such as dense and sparse data, but also the
L-BFGS structure [39, 34, 24| and others, in a spirit similar to the one presented in [22].

The AL approach is not very often implemented for solving a QP [16, 12|, but it
has several nice features that we would like to highlight in this paper, in particular in the
numerical experiments: (i) the AL outer loop converges globally linearly, so that the tuning
of the penalty parameter can be done after completion of the second AL iteration [14], (i7)
the algorithm always solves the closest feasible problem [10], which makes it insensitive
to the possible infeasibility of the problem to solve, and (iii) when the closest feasible
problem is unbounded, the algorithm can provide a direction of unboundedness of that
problem during the first AL iteration [10]. These concepts and properties will be clarified
below. Both 0gla and Qpalm have been designed to ensure the three features quoted above.
Since in Oqla/Qpalm, the AL subproblems are solved by an active-set/gradient-projection
algorithm, the method can take advantage of a good estimation of the primal-dual solution
(warm start), as this is the case when the QPs are generated by the SQP algorithm; the
experiments will confirm this intuition.

The paper is organized as follows. We state the problem to solve in section 2, as well as
its closest feasible version (section 2.1). We also describe the outer loop of the AL algorithm
used in 0gqla/Qpalm, as well as its global linear convergence property and its capacity to
detect a direction of unboundedness (section 2.2). The dual interpretation of the algorithm
is finally recalled (section 2.3). Section 3 gives more details on the implementation of the
AL algorithm, which are common to Ogla and Qpalm. We restrict the presentation to the
features that help understanding the behavior of the solvers. Section 4 reports numerical
experiments on the convex QPs of the CUTEst collection [27|. A comparison is made with
some well known solvers, implementing active-set methods (Quadprog [47] and Qpa [26])
and interior point methods (Qogp [22] and Qpb [26]). Our aim is not to make a definite
comparison, since 0qla/Qpalm can probably still be improved, but to see whether the
approach deserves continuing efforts beyond the present stage of the solver development.
Section 5 concludes the paper with some discussions and a perspective on the possible
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evolution of the solvers.

Notation

We denote by R the set of real numbers and sets Ry :={t e R:¢ >0}, Ry, :={t €R:
t >0}, and R := RU {—o0, +00}.

Let E be a finite dimensional vector space (below, E is some RP) and C' C E be a
nonempty closed convex set. The tangent cone to C at x € C'is denoted by T, C; it is the
closure of R4 (C' —x). The asymptotic cone of C'is denoted by C* :={d € E: C+d C C}.
We denote by Zg the indicator function of aset S C E: Zg(x) =0ifx € S, Zg(z) = +o0 if
x ¢ S. The domain of a function f : E — R is defined and denoted by dom f := {z € E :
f(z) < 400} and its epigraph by epi f := {(z,a) e ExR: f(x) < a}. Asin [31], Conv(E)
is the set of functions f : E — RU{+o0} that are convex (i.e., epi f is convex) and proper
(i.e., epi f # ©@); while Conv(E) is the subset of Conv(E) of those functions f that are also
closed (i.e., epi f is closed).

Suppose now that E is endowed with a scalar product denoted by (-,-) (below, this
one is the standard Euclidean scalar product of some E = RP) and let C' C E be again
a nonempty closed convex set. The mormal cone is denoted and defined by N, C' :=
{v e E: (v,d) <0 foral d € C—x}; it is the negative dual of the tangent cone:
N,C = (T,C)” :={v € E: (v,d) <0 for all d € T,C}. The orthogonal projector
on C is denoted by Pc. The subdifferential at x € E of a function f € Conv(E) is the set
defined and denoted by df(z) := {s € E: f(y) > f(z) + (s,y — z), for all y € E}. The
projected gradient of a differential function f : E — R with respect to C' at x € C' is the
vector VF f(z) := P_1, ¢ Vf(x); it is known that € C' minimizes a convex differentiable
function f on C' if and only if V¥ f(x) = 0.

2 The AL algorithm

2.1 The problem to solve

We write the conver quadratic optimization problem considered by the solvers as follows

inf, q(z)
(P) lp<z<up (2.1)
I <Ax < uj.

0qla/Qpalm can also deal with linear equality constraints, but the incorporation of these
in (2.1) would make the presentation too cumbersome without adding complexity (the
unpublished companion paper [23] takes these constraints into account and gives more
details on the solvers). In that problem, the objective function

1
g:z €R"— q(x) :gT:E+§xTH:1:

is convex quadratic (g € R™ and H € R™*" is positive semidefinite), while the constraints
are defined by a matrix A € R™*" and bounds | = (Ip, ;) and u = (up,us) € R"""™" that
must satisfy { < u. The sign “T” denotes transposition. Since H may vanish, the problem
encompasses linear optimization.



One can classify the types of convex optimization problem (P), according to their
optimal value val(P). When its feasible set is empty (meaning that there is no z € R"
satisfying its constraints), we write val(P) = +oo (by definition) and we say that the
problem is infeasible. When val(P) = —oo, the feasible set contains a sequence {xj}
such that ¢(zx) — —oo; we say in that case that the problem is unbounded. Otherwise,
val(P) € R and by a result of Frank and Wolfe [20; 1956, appendix (i)], the problem has
a solution (even when H is indefinite actually).

When problem (2.1) is infeasible, the AL algorithm described in the next section has
the nice feature of finding a solution to the closest feasible problem (provided this one is
bounded) [10]. To define that problem, let us first introduce the notion of feasible shift,
which a vector s € R™ such that I; < Az + s < uy is feasible for some z € [l5,up]. Note
that the linear inequality constraints of (2.1) are shifted, but not its bound constraints.
This choice arises out of the fact that the latter constraints will be maintained unchanged
in the AL subproblems, while the former constraints will be relaxed. The set of feasible
shifts is clearly nonempty and is denoted by S. It is actually easy to see that this set can
be written

S = [ZI,UI] — A([ZB,UB]). (2.2)

As the sum of two convex polyhedra, S is a convex polyhedron, hence a nonempty closed
convex set. It has, therefore, a smallest element §, called the smallest feasible shift. This
one is defined by
§:=argmin ||s|], (2.3)
seS
where “arg min” denotes the set of minimizers of the problem on which it applies and | - ||
denotes the Euclidean norm. The closest feasible problem can now be defined:

inf, ¢(x)
(Pg) lB <z < up (2.4)
lr <Ax+ 5 < uy.

Since § € S, that problem is feasible, but may be unbounded.

It will be useful to have a characterization of the smallest feasible shift that does not
make use of it (because that vector is unknown when the AL algorithm is running). The
first step to get that characterization is to remove the feasible shift from problem (2.3) by
substituting it by its expression in (2.2). Writing s = y — Az with (x,y) € [l,u], one gets
as a new formulation of (2.3):

min Az — vyl 2.5
Wi | yll (2.5)

Proposition 2.1 (smallest feasible shift caracterizations) The following prop-
erties of (Z,9) € [l,u] are equivalent:
(i) (Z,9) is a solution to problem (2.5),
(1) AZ+ 5=y,
(i) P_p,ipup] (AT(AZ —§)) =0 and Py, ,,,)(AZ) = 7.

PROOF. [(i) < (i7)] This is a direct consequence of the fact that (2.3) and (2.5) are two
expressions of the same problem.



[(i) < (i7)] Since problem (2.5) consists in minimizing a convex function on a box,
the pair (Z,7) € [I,u] solves that problem if and only if the projected gradient of the half
square of the objective of (2.5) vanishes at that point:

AT(Az - §)
pP_ Tz (1] ( (4G — §) =0.

This can be decomposed in

P=Taltpus) (AT(A"% N g)) =0 and Py (§ - A7) =0.

The first identity is the first part of (ii7). The second identity can also be written
Profiyu)(AZ — ) = 0 or A2 — g € (Ty[lr,ur])™ (by Moreau’s decomposition [38]) or
A% — 7§ € Nglly,ur]. This last statement can equivalently be written Py, ,,1(AZ) = g,
which is the second part of (ii). O

As announced, the iterest of point (¢i7) is that it gives condtions ensuring that the
constraints of the closest feasible problem (2.4) are satisfied, without using the unknown
smallest feasible shift 5, which appears in one constraint of that problem.

2.2 The AL algorithm

The AL algorithm can be defined by first introducing an auxiliary vector of variables
y € R™ and by rewriting (2.1) as follows

inf(, ) q(x)
1< (ry) <u (2.6)
Az =vy.

Given a penalty or augmentation parameter r > 0, the augmented Lagrangian £, : R™ x

R™ x R™ — R is then defined at (x,y,A) € R™ x R™ x R™ by
r

For » = 0, one gets the ordinary Lagrangian function ¢ = {;, relaxing the equality con-
straints of (2.6) thanks to the multiplier or dual variable A. This one will be used below
for introducing the associated dual function, see (2.13).

The AL algorithm (sometimes called method of multipliers) generates a sequence of dual
variables { A\ }ren € R™, which are aimed at converging to a dual solution associated with
the equality constraints of (2.6), and a sequence of augmentation parameters {rg}ren C
R4y, as follows. Knowing A; € R™ and r; > 0, the next dual iterate A\;;1 and penalty
parameter ;41 are computed by

(xk—i-layk-i-l) € arg min {érk ($7y7 )‘k) : ($7y) € [l,U]} ’ (2 7
M1 = M Frr(AZp 1 — Yrg1), (2.8
(2.9

(

update 7y ™ Tpyq.

We have already said that the QP in (2.7) is called the AL subproblem and a cycle (2.7)-
is called an (outer) AL iteration. The rule to update 7 will be discussed in section 3.2.



For the definition of the AL algorithm and its use in nonlinear optimization, see |30,
42, 43, 8, 45, 2, 46, 11, 6]. The AL algorithm has also been used to solve problems in
linear optimization [41, 28|, in quadratic optimization 17, 19, 18, 14, 13, 21, 10|, in SDP
optimization [35, 36, 29, 50|, and in conic optimization [48].

Instead of using the optimal values val(P) to classify the types of convex optimization
problem (P) in (2.1), as we did in the second paragraph of section 2.1, one can also classify
the types of problem, according to the status of its closest feasible problem. As we shall
see, this is instructive when the AL algorithm is used to solve (P). There is now only two
possibilities, since the closest feasible problem is always feasible.

o If the closest feasible problem is bounded, it has a solution [20] and the AL algorithm
finds one of its solutions (see [10; proposition 3.1] and the references therein). Of course
if problem (P) is feasible, the smallest feasible shift § vanishes and the AL algorithm
finds a solution to the original problem. This is done without computing § before
running the algorithm (this would be as difficult as solving a general feasible convex
quadratic optimization problem). Actually, it can be shown [10; theorem 3.4] that the
constraint values

Sk ‘= Yk — Al‘k (2.10)

converge to § at a global linear speed, in the sense that

VA >0, IL>0, dist(\g,Sp) <3 implies that
- L - (2.11)
VEZ1, sk — 8] < 7z llsk — 5]l
In this claim, “dist” denotes the Euclidean distance and Sy, is the set of dual solutions
associated with the inequality constraints I[; < Ajz + § < ujy of the closest feasible
problem (2.4). The first line in (2.11) is used to determine the constant L, which
depends on the distance between the initial dual iterate Ao and Sp (more exactly, so
that the inequality is useful, knowing Ao, one must take 8 larger than dist()\o, S’D); then
L is set according to the value of ). The second line in (2.11) highlights the global
linear speed of convergence of s; to s, which occurs as soon as s; and sx41 are available
(that is, at the end of iteration k& > 1) and 7y is large enough (larger than L). The way
this estimate is used to update r; will be discussed in section 3.2.

o If the closest feasible problem is unbounded, it has a direction of unboundedness [10;
lemma 2.2], which is a direction d € R™ such that

g'd<0, Hd=0, de[lgup]™, and  Ad€ [l;,ur]™. (2.12)

The first two conditions tell us that the quadratic objective ¢ tends to —oo along the
direction d (starting from any point), while the last two conditions indicate that d is
in the asymptotic cone of the feasible set F; of the closest feasible problem. Hence, if
x € Fs, then x+td € Fs for allt > 0 and q(z+td) — —oo when ¢t — oo. Such a direction
of unboundedness is useful when the QP solver is used within the SQP algorithm.

Let us now show that the AL algorithm can detect efficiently the unboundedness of
the closest feasible problem, provided the solver of AL subproblem is equipped with a
device allowing the detection of the unboundedness of the latter problem. Indeed, the map
d € R" — (d,Ad) € R" x R™ is a bijection between the directions of unboundedness of



the closest feasible problem and those of the AL subproblem. To see this, observe using
(2.12), that a direction of unboundedness (d;,d,) of the AL subproblem in step (2.7) is
characterized by

(g + Hz —I—AT()\ + r[Ax — y]))Tdm - ()\ +r[Az — y])Tdy <0,

(H +rATA —rAT> <dx

R dy) =0, and (do,dy) € [1u]™ = [lg, up]™ x [Ir, ur]™.

Then, easy mathematical manipulations show that these conditions are equivalent to (2.12),
with the connection (d,d,) = (d, Ad).

2.3 Dual interpretation of the algorithm

The AL algorithm is essentially a dual method in the sense that it generates multipliers Ag
in the range space (actually, its dual identified to R™) of the equality constraints of (2.6),
while the primal pair (xg11,yk+1) can be considered as made of auxiliary variables gener-
ated by (2.7) in order to make the update of Ay in (2.8). Even though this paper focuses on
an implementation of the AL algorithm, its proximal interpretation cannot be ignored at
some point of the discussion (e.g., in example 3.1) and this goes through the introduction
of the dual function.

The Lagrangian of problem (2.6), relaxing its equality constraints, is the function ¢ :

R™ x R™ x R™ — R defined at (z,y,A) by
Uz,y,A) = q(z) + AT(Az —y). (2.13)
The associated dual function 6 : R™ — R is then defined at A by

o(N) == — inf Lz, y, N). 2.14

ORI S CURY (214

With the minus sign in front of the infimum, this function is convex, closed, and does not
take the value —oo. Therefore,

9 € Conv(R™) = domd # @. (2.15)

It can be shown [10; proposition 2.5] that the following properties are equivalent:

(1) domd # @,
(77) the closest feasible problem (2.4) has a solution,
(7i1) the AL subproblem in (2.7) has a solution, whatever is r; > 0 and A\ € R™.

By (2.15), condition (i) is equivalent to § € Conv(R™). When the equivalent conditions
(1)-(i73) hold, the AL algorithm is well defined (i.e., it does not fail to find a solution to the
AL subproblem, thanks to (ii7)) and eventually computes a solution to the closest feasible
problem (2.4) [10; section 3.1]. On the other hand, when the equivalent conditions (7)-(i7)
fail, the first AL subproblem is unbounded and any of its directions of unboundedness can
be used to get a direction of unboundedness of the closest feasible problem, as described at
the end of section 2.2. It is therefore important that the solver of the AL subproblem is able
to find a direction of unboundedness if such a direction exists. The design of the algorithm
to solve the AL subproblem has been done with that concern in mind (see section 3.3).



It is also instructive to have in mind the proximal interpretation of the AL algo-
rithm [44]: it can indeed be viewed as the prozimal (point) algorithm on the dual function.
This means that, when (7)-(¢i7) hold, the new multiplier \x; computed by (2.8) is also
the unique solution to the problem

1
inf (6 — |l =Ml ) .
nt (000 + 5= lP)
Furthermore, the constraint value sxi1 := yry1 — Azryq is a subgradient of the dual
function at Agy1:

Sk+1 € 8(5()\]€+1) (216)

Hence, the AL algorithm tries to find a minimizer of the dual function, if this one ex-
ists. If problem (2.1) is infeasible, then § is unbounded below and §(A\x) — —oo [10;
proposition 2.7].

3 Implementation details

There are two aspects of the outer loop of the AL algorithm (2.7)-(2.9) that have not been
made explicit so far: the stopping criterion of the outer iterations and the way of updating
the augmentation parameter ry at each outer iteration in (2.9); these topics are addressed
in sections 3.1 and 3.2 respectively. The difficult part of the AL algorithm is, of course, the
minimization problem in (2.7); the techniques implemented in 0Ogla/Qpalm to solve it are
described in section 3.3. By lack of space, we restrict the description to the most salient
and stable aspects of the implementation, letting the evolving companion paper [23] give
more details.

3.1 Stopping criterion

In exact arithmetic, a solution to problem (2.1) is found at the end of the kth outer
iteration (2.7)-(2.9) when the constraint value sxy1 = yr+1 — Az vanishes (then Agiq
is a minimizer of the dual function by (2.16)). When the QP is infeasible, however, this
situation will never occur and it is desirable to detect instead whether a solution to the
closest feasible problem (2.4) has been found (we have already said that the AL algorithm
solves that problem if this one is bounded). This is less straightforward, since the smallest
feasible shift § is not known before problem (2.4) is solved, and its approximation sy
claimed by (2.11) is of no help at this point. Luckily, it can be shown [10; proposition 2.18|
that a pair (Z,7) solves the closest feasible problem if and only if there is some A € R™
such that

(Z,7) € argmin Ll.(z,y,\), (3.1)
(z,y)eR™ x[l,u]
AT(AZ —7) =0, (3.2)
P[l,u} (Aj) =y

where Py, denotes the orthogonal projector on [I,u]. The interest of these conditions is
that they do not use §. Now, condition (3.1) is realized by the minimization phase in (2.7),
so that only (3.2) and (3.3) must be verified to guarantee convergence to a solution to



the closest feasible problem. The stopping criterion used in 0qla/Qpalm is based on this
observation and reads

IAT (A — yrs )| < s and || Py (Azri1) — vl < s

where €} is a positive shifted feasibility tolerance. These conditions are checked at the
end of the kth outer iteration (2.7)-(2.9).

3.2 Augmentation parameter update

Finding an appropriate value for the augmentation parameter 7 is a difficult task. In
theory, the convergence of the AL algorithm, in the sense that sy — §, is guaranteed
if 7, is bounded away from zero [10; proposition 3.1|, but the convergence may be slow.
In order to have a sufficiently fast convergence, rp must be chosen large enough as the
estimate (2.11) suggests it. The solvers 0gla/Qpalm use this estimate to set up the penalty
parameters rp at each iteration, but, in order to use it two difficulties must be overcome:
getting rid of the unknown smallest feasible shift § and estimating the unknown constant L.

3.2.1 Global linear convergence of the constraint change

If the constraint value si := yp — Axy converges globally linearly to §, with a rate of
convergence pr < /2 — 1, meaning that ||sg11 — 3| < pillsy — 3| for all k& > 1, the
constraint change

S;f = Sk — Sk—1
converges globally linearly to 0 with the rate p}, := (1 + px)pr/(1 — pr) < 1, meaning that
8%s1ll < syl for all k& > 2 (see for instance [10; proposition 4.1]). The interest of s},

here is that its limit is known, as opposed to si. Now, if pr = L/ry like in (2.11), and if
L/r < V/2—1, there holds

L/

VE22: spll < —
Tk

Ikl (34)
where L' = L/(2/v/2 —1).

3.2.2 Estimating the rate of convergence of the constraint change

The constant L appearing explicitly in (2.11), and implicitly in (3.4), is generally unknown.
Sometimes it depends on the solution to the problem in a complex manner. To highlight
this fact we consider example 4.3 from [14; 2005].

Example 3.1 Consider the trivial problem

inf 0
[ <0z < u,

where [ and u are both in R and verify | < 0 < u (it has the form (2.1) with ¢ =0, m =1,
and A = 0). The problem has primal solutions (all the points in R™ are solutions) and a
single dual solution A = 0 € R. The dual function (2.14) has for value at A € R:

A A0
5()\)_{10\ if A > 0.



Suppose now that the initial multiplier Ay of the AL algorithm is positive. We claim
that, if r < A\g/(2u), there is no strict reduction in the constraint value during the first two
iterations: yo/y; = 1 (see figure 3.1). Indeed when A\, > 0, one gets by (2.7):

slope u
slope [

Figure 3.1: Illustration of the first two AL iterations of example 3.1, viewed as proximal
iterations on the dual function, when r < A\o/(2u)

. LA . Ak
Yka1 := arg min (—)\ky + -y ) = min | u, — | .
yellu] 2 r

Since Ao > 0 and r < A\o/(2u), it follows that

y1 = min(u, )\0/7") =4,
)\1 :)\o—ryl :)\o—ru> )\0/2,

Yo = min(u, \1 /1) = u,

so that yo/y; = 1.

A consequence of this claim is that a strict reduction in the constraint norm can be
obtained only if > \o/(2u). For fixed A\g > 0 and u | 0 (i.e., when the constraint value 0
is closer and closer to its bound u), r must tend to oo to get a strict reduction in the
constraint norm, hence L also tends to infinity. O

A consequence of example 3.1 is that hoping to find an appropriate value for r, from
the problem data by a magic formula (in particular for ry like in [6]) is probably highly
unrealistic. In Oqla/Qpalm, the initial augmentation parameter rg is set therefore to 1
(unless the user proposes another initial value) and the next values of ry, for k > 3, are
determined by using the estimate (3.4) and a desired rate of convergence provided by the
user, as follows.

At the end of iteration k > 2, one can compute the fol-
lowing lower bound of the constant L’ appearing in (3.4):

, il
itk 0k sl

E“inf,k .

/

The figure on the right shows a typical evolution of L{ ; , dur-
ing the iterations and its fast stabilization (the plot has been )
obtained from the output generated by Qpalm on a random 7 End of iteration k ©
convex QP).
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3.2.3 Updating the augmentation parameter

If the desired linear convergence rate of sj to zero is py, € 10,1[ and if L, is a good
approximation to L/, it makes sense to set

L
Popy = —obk (3.5)

!
des

which is the setting used by the solvers 0qla/Qpalm.

Now the rate of convergence of the constraint changes {s} } to zero is less striking than
the one of the constraint values {sx} to §, so that the user of Oqla/Qpalm is invited to
provide a desired rate of convergence pges € |0, 1] of the latter sequence, while pl; . used in
(3.5) is set to

/ Pdes
=— 3.6
pdes 1 + 2pdos ( )

This is justified by the fact that, if the sequence {s}} satisfies |5, ,| < p'||s},|| for all
k > ki and some p’ € |0, 1[, then the sequence {s} converges to some § with |[si1 — §|| <
p' /(1 —2p")||sk, — 8| for all & > k; — 1 (see for instance [10; proposition 4.1]). Now the
rate of convergence p’/(1—2p) of the sequence {si} is less than the desired rate pgqes when
Pl < pdes/(1 + 2pdes) = piies‘

The 0qla/Qpalm solvers set 71 := rg and set ry by using a technique similar to the one
described above, but assuming that (2.11) holds with § = 0.

3.2.4 Effect on the number of AL iterations

Of course, the choice of pges has, by its role in the determination of the augmentation
parameter rp explained above in this section, in particular by its role in (3.5)-(3.6), a
direct impact on the number of AL iterations required to reach a solution with the desired
accuracy. Figure 3.2 shows in the left plot the impact of the choice of pges on the number of

10° 10" 107 107 107" 10° 0° 107 10° 10° 10" 10
Pdes Pdes

Figure 3.2: Impact of pges on the number of iterations (left) and the final 7

AL iterations, which ranges from 4 to 16, when pges ranges from 10~% to 0.99 (logarithmic
scale), on a particular convex QP, which seems to us representative. It shows in the right
plot the impact of the choice of pges on the final value of rj, which ranges from 310° to 1
(logarithmic scale), when pges ranges again from 1078 to 0.99 (logarithmic scale), for the
same runs. One can remember from these experiments that the number of AL iterations
can be kept rather small (around 10) with a desired rate of convergence pges = 0.1.

11



3.3 Solving the AL subproblem

The cornerstone of the AL algorithm (2.7)-(2.9) is of course the technique used to minimize
the AL at each iteration, its step (2.7). Many algorithms could be used to solve that AL
subproblem. A selection criterion should certainly be that such an algorithm must be
significantly more efficient for solving (2.7) than for solving the original problem (2.1),
since otherwise nothing would be gained by decomposing a convex QP in a series of AL
subproblems, like the AL algorithm does. This is not hopeless since the latter has only
bound constraints while the former has general linear constraints. Any choice has an
impact on the efficiency of the overall algorithm and on its features. The one that has
been implemented in the current version of 0qla/Qpalm combines active-set (AS) and
gradient-projection (GP) techniques, hence inspired by the work of Moré and Toraldo [37].
We shall briefly discuss several possible implementations and show that each of them can
detect a direction of unboundedness, i.e., verify (2.12).

The method used to solve the AL subproblem may be viewed as an infinite loop, made
of two phases: the gradient projection (GP) phase and the minimization (MIN) phase.
Each phase decides which phase to do next, so that they may be several GP or MIN
phases in sequence, but it is the GP phase that decides when to break the infinite loop. In
pseudo-language, the code looks like this:

phase = gp_phase_flag;
while true
if phase == gp_phase_flag
gp_phase;
elseif phase == cg_phase_flag
cg_phase;
else
break;
end
end

By the first statement, the loop starts by a GP phase, which is appropriate since this one
can detect optimality that could occur at the starting point. Next, it is assumed that
the variable phase is set by the procedures gp_phase and cg_phase to one of the flags
gp_phase_flag and gp_phase_flag, or to a flag indicating a desire of loop break.

We now give more details on the GP and MIN phases. In both cases, we will see that
the variable y € R™ can be eliminated, which decreases the number of variables by working
only with the variables x € R™. To lighten the notation we set A = Ay and r = r; and
assume that the problem to solve at the kth outer iteration of the AL algorithm reads

inf Co(x,y, N). 3.7
(z,y)eR™ x[l,u] ( Y ) ( )

One iteration of the algorithm to solve that problem corresponds to one loop in the
schematic algorithm above: it starts with the iterate denoted by (z;,y;) and ends up
with the new iterate (z;t+1,¥i+1), hence we drop the index k of the outer loop (2.7)-(2.9)

of the AL algorithm. The initial iterate (x,yo) is the solution found to the previous AL
subproblem if any.
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3.3.1 The gradient-projection phase

The goal of a gradient-projection (GP) phase is to ensure the theoretical convergence of
the algorithm that solves the AL subproblem and to make it more efficient by activat-
ing/inactivating many bounds at the same time in order to find rapidly those that are
active at the search solution.

The function @y

The special structure of the AL, with a diagonal Hessian in y (it is a multiple of the
identity) makes it possible to have a closed-form formula for its minimizer in y € [l, u].
Problem (3.7) can indeed be written

inf

2t x(@)
where the map ) : R™ — R is defined at x € R" by

90)\('%) = inf g?“(x7y7 )‘) (38)
yeEllu]
r A 2

= inf | = ' Ax + — —y|| + terms independent of y (3.9)

yellu] \ 2 T
= Er(l’,g(l’),/\), (310)

in which the map g : R® — R™, defined at x € R" by
A

() := Py <Aac + ;) ) (3.11)

provides the unique solution to the problem in (3.9). The map ¢ is clearly continuous and
piecewise linear. Hence ) is continuous and piecewise quadratic. Actually, the function ¢y
is also convex and differentiable.

Proposition 3.2 (convexity and differentiability of @) The function ¢y de-
fined by (3.8) is convexr and differentiable on R™. Its gradient at x € R™ is given by

Vor(z) = Vaolo(z,§(z),\) =g+ Hz + AT ()\ + r[Ax — gj(a:)]), (3.12)

where §(x) is defined by (3.11).

PROOF. Observe first that () is convex since it is the marginal function [31; section IV.2.4]
of the convex function (z,y) + £:(z,y, A) + Irnx[;,u,] (7, y). This property also implies
that its subdifferential at x is given by [31; corollary VI.4.5.3]

dpx(z) ={s:(s,0) € a(x,y)gr(l'vg(‘r)’)‘)}

Now, since ¢, is differentiable, 0, .l (z,%(x), A) is a singleton. Therefore, Iy, () is also
a singleton. This implies [31; corollary VI.2.1.4] that ¢, is actually a convex differentiable
function with a gradient given by

V(:D)\(:E) = ngr(xy g(gj)’ /\)7
which yields (3.12). O
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Detecting optimality

Optimality of the AL subproblem is detected at the beginning of the GP phase by checking
whether the gradient of ¢, almost vanishes at the iterate z;:

IVor(@:)|| < eopt (3.13)

where e,p¢ is a small positive tolerance given by the user (when there are also bounds on
the variable z, one uses the projected gradient of ¢y instead, see [23]). This makes sense,
since it follows from the computation (3.8)-(3.10) that Vi, (z;) = 0 implies that (x;, §(x;))
minimizes the AL on R" x [[,u]. Therefore, if (3.13) holds, the AL subproblem is declared
to be solved at (x;,y;) == (i, §(z;))-

Detecting unboundedness
The GP phase

When optimality is not reached at the current iterate x;, then Vi, (x;) # 0 and the GP
phase consists in forcing the decrease of ¢, along the gradient path

p:a€Ry—pla):=x; —aVey(z;) (3.14)

(or along the projected gradient path when there are bounds on z, see [23]). Since
a € Ry — ¢y(p(a)) is piecewise quadratic, conputing the exact minimizer is possible
by comparing the values of ¢, at its local minimizers on all the pieces. Some authors
suggest that technique (see for example [40; section 16.7]), but for problems with many
inequality constraints (or bound constraints), this option may be time consuming. For this
reason, we have preferred following Moré and Toraldo [37] who only require a sufficient
decrease of the function to minimize, here @j.

The 0qla/Qpalm solvers offer the possibility to use Armijo’s or Goldstein’s rule [7;
section 3.5] for realizing the approximate minimization of ¢y along p. The former rule has
the minor inconvenient of requiring a “good” initial trial stepsize (bounded away from zero
along the iterations is sufficient in theory), but it is usually more robust in the presence
of rounding errors in the final iterations minimizing the AL, so that we only present that
rule here. This one consist in determining a stepsize c; > 0 such that

oxa(p(ci)) < palai) — w oy [[Veoa ()|,

where w is a constant taken in ]0,1/2[. Such a stepsize always exists. The next iterate is
then set to

Tiy1 = play) and Yir1 = Y(Tiy1).

3.3.2 The MIN phase

The goal of the minimization (MIN) phase is to decrease the AL significantly on the face
activated by the GP phase (hit-and-fix strategy) or the affine hull of this one (explore-
outside strategy). In 0qla/Qpalm, this is done using conjugate-gradient (CG) iterations.
The interest of using CG iterations is that the solvers are then adapted to large scale
problems.
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The hit-and-fix strategy

The explore-outside strategy
4 Numerical experiments

The goal of this section is not to convince the reader that 0gla/Qpalm are the best convex
QP solvers written so far. They are not, but they can still be improved significantly if some
theoretical obstacles can be overcome. Rather, we would like to see whether it is worth
continuing exploring the properties of the AL algorithm with the aim at improving the
efficiency of solvers based on this algorithm. For this reason, we have chosen to compare
0qla/Qpalm to a limited number of some well established solvers, some use an active-set
(AS) method, others use an interior-point (IP) method. We will show that the AS-GP
technique used to solve the AL subproblem makes the solvers appropriate to solve convex
QPs generated by the SQP algorithm.

4.1 Selection of the test-problems
4.2 Default options of the solver

Determining the default options of an optimization solver can be considered as an opti-
mization in itself [3].
Figure 4.1 compares the performances of Qpalm without preconditioner (dashed curve)

quadprog vs. gpalm.none.2014-09-24 vs. gpalm.diag.2014-09-24 on the CG iters (coll: moduloptmatiab) quadprog vs. gpalm.none.2014-09-24 vs. gpalm.diag.2014-09-24 on the CPU time (coll: moduloptmatiab)
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Figure 4.1: Performance profiles comparing Qpalm without (dashed curve) and with di-
agonal (plain curve) preconditioner on the number of CG iterations (left) and CPU time
(right)

and with diagonal preconditioner (plain curve) on the number of CG iterations (left) and

CPU time (right). If the preconditioner decreases significantly the number of CG iterations,

it also deteriorates a little the CPU time because of the additional computation it requires.
Compare

« the active set strategy, which activates any hit constraint and restart CG iterations on
the new activated face, and
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« the explore-outside strategy, in which the cost function is minimized on the activated
face, even outside the constraint box, until a stopping criterion is satisfied, and then a
piecewise linesearch is done on the projected path.

Plot the number of iteration and the final r with respect to options.dcr. Show that
the solver enters into trouble when r becomes large (stop on dxmin?).
Plot the speed of convergence as a function of r.

4.3 Comparison with other solvers

The QP solvers used in the experiments are the following:

« Oogp (C++, interior point),

o Ogla (C++, augmented Lagrangian, active set, gradient projection),

 Qpa (Fortran, active set),

 Qpb (Fortran, interior point),

e Qpalm (Matlab, same approach as 0qla),

e Quadprog (Matlab, with the options ’Algorithm’ set to ’active-set’, ’LargeScale’
set to ’off’, ’TolFun’ set to 1.e-8, "TolX’ set to 1.e-8, "TolCon’ set to 1.e-8,
’MaxIter’ set to 10000); the option ’LargeScale’ must be set ot ’off’, otherwise
Quadprog switches to the ’trust-region-reflective’ algorithm (note that Qpalm
can use sparse data structure).

Specify the stopping criterion of all the solvers.

In order to compare solvers with different convergence tests, we follow the approach
described by Dolan, Moré, and Munson [15] and choose as common stopping criteria, the
following conditions:

distii up) (*) < €8, (4.1a)
disty, ) (Arz) <er, (4.1D)
|Apz — bE| < eE, (4.1¢c)
T T
GZV(xy)lo(x,y,)\)z <9+H33+AI)\[+AE)\E> (4.1d)
b _AI
min(0,G;) if ;= (x,y);
(PTw,y)Uvu] G) =3 Gi if I <(z,y)i <u (4.1¢)
‘ max(0,G;) if (2,9); = u;

In these conditions, dp(z) denotes the Euclidean distance from a point z to the set P,
while ep > 0, e; > 0, and eg > 0 are tolerances that will be specified below.

Compare the solvers at low and high accuracy.

Compare 0gla with active set methods and interior point methods. For the comparison
with IP methods, consider the case when the initial working set is correct at 50, 70, and
90 %.

4.3.1 Comparison between 0qla and Qpalm

To offer a comparison between Quadprog and Qpalm, that focuses on the algorithm rather
the implementation, we have launched Qpalm on dense data (recall that Quadprog-activeset
does not deal with sparse data).
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4.3.2 Comparison with active set methods

Let us start by comparing the Matlab version of 0qla, called Qpalm, with the standard
Matlab solver Quadprog. The comparison with Quadprog is made with Qpalm for two
reasons. First the comparison can only be made on the computing time, since the meth-
ods used in the two solvers are quite different. Second, a comparison between Ogla and
Quadprog favors to much the former, because it is written in C++, not in Matlab like
Quadprog and Qpalm. The performance profiles for the CPU time are given in figure 4.2.
Only the problems with less than 500 variables have been selected, which explains their

QPALM vs QUADPROG (n<500) on cpu

09

Fraction of 58 problems

0.2

0.1

qpaim.140923_feas=10-7
quadprog.n500
10!

Relative performance ‘$cpu’ (log , scale)

Figure 4.2: Performance profiles comparing Qpalm (blue) and Quadprog-active-set on the
CPU time (coll: Cutest)

numbers (58 among ...). Qpalm appears to be more robust and faster. With the given
options, Quadprog cannot deal with sparse data, which explains sometimes the huge com-
puting time.

Figure 4.3 compares the computing time required by Qpalm (blue) and Quadprog (ma-
genta) when they work on sparse (plain curves) and full (dashed curves) data on the
solvable problems in the collection ModultoptMatlab. It can be seen that Qpalm can take
advantage on the sparsity of the data, while this is not the case for Quadprog (actually, this
cannot be deduced from these performance profiles but a comparison of the two versions of
Quadprog confirms that one version is never worsens the other by more than 13 %, which
is within the observed variations between runs). One also observe that Qpalm is 35 % more
robust than Quadprog (Qpalm solves all solvable problems but one, while Quadprog solves
only 60 % of the solvable problems) and usually faster (some times 80 times).

4.3.3 Comparison with interior point methods

Comparison 1. Compare the IP solvers with OQLA/QPALM, all starting from the
default unknown starting points.

Comparison 2. To show that active set methods can be interesting in an SQP framework,
we compare the IP solvers with OQLA/QPALM, all starting from various perturbations
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qpalm.sparse-full.2014-10-13 vs. quadprog.sparse-full 2014-10-13 on the CPU time (coll: moduloptmatlab.qp,onvex olvable}
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Figure 4.3: Qpalm (blue) and Quadprog (magenta) when they work on sparse (plain curves)
and full (dashed curves) data (coll: ModultoptMatlab, solvable problems

quadprog vs. gpalm.none vs. quadprog.ip vs. quadprog.as on the CPU time (coll: moduloptmatiab)
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Figure 4.4: Performance profiles comparing Qpalm (magenta), Quadprog-active-set (plain
black), and Quadprog-interior-point-convex (dashed black) on the CPU time (coll: Modu-
loptMatlab)
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of a primal-dual solution to the QP. The logic of the setting of these experiments is the
following. In an SQP framework, the primal-dual variables (zy, Ag) of the SQP algorithm
are updated according to

— . \QP
Tt1 = Tk + di and Akt1 = )\k R

where (dy, )\gp) is the primal-dual solution to the quadratic problem solved at iteration k.
In case of convergence of (xy, Ai) to some (., Ay),

(dis AFY) = (@1 — i, Meg1) = (0, Ag),

so that it makes sense to start the QP solver at iteration k£ with the primal-dual variables
set to (0, ;). To assess the performance of OQLA/QPALM and IP solvers in such cir-
cumstance, we have launched them from a primal point that is close to the solution (this
is equivalent to launching them from zero for problems having a primal solution close to
zero) and a dual point close to the dual solution.

5 Discussion

The salient features of the AL algorithm just described, which specify the contour of its
application niche, are

e it does not require any matrix factorization, so that it can be used for large scale
problems,

« it can provide precious information when the considered problem is infeasible or un-
bounded; this information can be useful when the QP solver is viewed as a tool in
nonlinear optimization:

— in case the QP is unbounded, it provides a direction of unboundedness, which is
interesting for the SQP method,

— in case the QP is infeasible, it returns a solution to the closest feasible problem,
that is the problem with the same objective, but with constraints that are shifted
by the smallest possible shift (in the Euclidean norm) that make them feasible (the
theory is given in the join paper - I think that Manlio was interested by that paper
a few years ago, but the paper has only be completed recently, so that I did not sent
it to him at the time I presented it in Erice); this is also interesting for the SQP
algorithm,

» the AL subproblems are currently solved by an active-set-gradient-projection algorithm,
so that it can take advantage of an initial primal-dual pair that is not too far from a
primal-dual solution; this is also interesting on the SQP algorithm.
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