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ABSTRACT

Cryo-electron tomography allows 3D observation of biologi-

cal specimens in their native and hydrated state at high spatial

resolution (4-5 nanometers). Traditionally cryo-tomograms

have very low signal-to-noise ratios and conventional im-

age segmentation methods are limited yet. In this paper, we

formulate the segmentation problem of both small tubulin

aggregates and microtubules against the background as a

two class labeling problem in the Conditional Random Field

framework. In our approach, we exploit image patches to

take into account spatial contexts and to improve robustness

to noise. Because of the contrast anisotropy in the specimen

thickness direction, each 2D section of the 3D tomogram is

segmented separately with an optional update of reference

patches. This method is evaluated on synthetic data and on

cryo-electron tomograms of in vitro microtubules.

Index Terms— Cryo-electron tomography, segmenta-

tion, microtubules, Conditional Random Fields.

1. INTRODUCTION

Microtubules (MTs) are nanometer “tubes” made of the het-

erodimeric tubulin protein, also present in all eukaryotic cells.

These components of the cytoskeleton as actin filaments are

involved in many cellular processes (mitosis, vesicular trans-

port, ...), and the understanding of their structure and as-

sembly mechanisms is of major importance [8]. MTs can

be polymerized in vitro from purified tubulin, and observed

in their native state by cryo-electron tomography (cryo-ET)

(see Fig.1). However 3D visualization of electron tomograms

(ET) is hampered by noise [9, 12]. Low signal-to-noise ratios

and low contrast of tomograms are due to several factors: i)

low electron doses required to limit specimen damages; ii)

close electron densities of the water and of the atoms that

constitute the observed specimens; iii) reconstruction of to-

mograms from a limited number of 2D projection views with

a limited angular range (“missing wedge” effect)[11].

Segmentation usually improves 3D visualization and al-

lows interpretation of tomograms. Manual segmentation is

Fig. 1. 2D section of a 3D tomogram in cryo-ET showing low con-

trasted microtubules. Yellow arrows point to MT protofilaments (low

atomic mass) and the red arrow to a highly contrasted gold particle

(heavy atomic mass).

thus still employed and softwares have been developed to fa-

cilitate supervised segmentation [14, 20, 16]. Nevertheless

manual segmentation is not satisfactory since it is largely sub-

jective, very time consuming, and does not allow compara-

tive analysis of many specimens. Several semi-automatic im-

age segmentation methods have therefore been investigated

specifically to segment electron microscope tomograms [10,

23, 19, 18] (see [22] for an overview). A commonly-used

approach is the immersive watershed algorithm [21, 2]. To

limit over-segmentation due to noise, boundary smoothness

and shape priors have been proposed as well [23][19]. Other

conventional approaches in image segmentation amount to

detecting ridges from local structural information [17] or min-

imizing an energy functional established in the continuous [3]

or discrete setting [10]. The energy is usually designed as a

combination of several terms, each of them corresponding to

a precise property which must be satisfied by the optimal so-

lution [22].

In our study, segmentation of isolated tubulin aggregates

and microtubules against the background is defined as a

two class labeling problem. Segmentation is then achieved

by computing the Maximum a Posteriori (MAP) estimation

which amounts to minimizing a global energy functional. We

propose an original data fidelity term based on a distance

between patches [6] and we consider generalized Ising mod-



els for regularization [4]. Segmentation is then section by

section, with an optional update of the reference patches used

to represent two classes: “object” (tubulin aggregates and

rod-like structures) and “background”.

The remainder of the paper is organized as follows. In

Section 2 and Section 3, we present respectively the statistical

modeling framework and our 3D segmentation method. The

performance of the algorithm on real and synthetic data is

demonstrated in Section 4.

2. SEGMENTATION AND CRF-MAP INFERENCE

This section describes the probabilistic model that forms the

basis our work. Let f = {fs}s∈S be the noisy observation

data where fs ∈ R denotes the observation at site s and S ⊂
Z
2 is the set of sites in the image, that is the regular grid

of pixels. In our modeling approach, the background-object

separation problem is expressed as a binary labeling problem,

i.e. us ∈ {B,O} where “B” and “O” denote “background”

and “object” respectively. The random field is said to be a

CRF with respect to a neighborhood if and only if it satisfies

the Markovian property: P (us|f ,uS\s) = P (us|f ,u∂s),
where S\s is the set of all pixels except the pixel s, ∂s denotes

the set of neighbor pixels of s and u∂s = {ut : t ∈ ∂s}.

CRF, especially designed to directly model the poste-

rior distribution [15], is known to be more flexible than

usual Markov Random Fields (MRF) since it enables the

capture of non local interactions between pixels and the

mix of observable and hidden variables. Let P (u|f) be

the conditional probability of the set of class assignments

u. According to the Markov-Gibbs equivalence, we have

P (u|f) = 1
Z exp−E(u,f) where Z is the partition func-

tion and E(u,f) is the energy functional written in terms of

unary and pairwise terms:

E(u,f) =
∑

s∈S
D(us,f) +

∑

s∈S

∑

t∈∂s

I(us, ut,f). (1)

The unary potential D(us,f) is a data fidelity potential used

for object detection and the potential I(us, ut,f) is an inter-

action term used to impose some regularity to the segmen-

tation map. In CRF the unary potential at site s is a func-

tion of all the observation data f as well as that of the label

us. In addition, the pairwise potential for each pair s and

t is a function of all data f as well as of the labels us and

ut, t ∈ ∂s. Note that, in MRF the pairwise potential rep-

resents prior and is independent of the observation [13]. The

Maximum a Posteriori (MAP)-CRF estimation of u is defined

as: û = argmaxu P (u|f) = argminu E(u,f) and a

global optimization algorithm is needed for computation.

3. CRF IN CRYO-ELECTRON TOMOGRAPHY

Segmentation of cryo-electron tomograms is a hard task due

to the very low signal-to noise ratios, the average inten-

sity that varies from one section to another and the spatial

anisotropy along the axial direction (specimen thickness di-

rection). Since the spatial artifacts and contrast changes vary

especially along the axial direction, it is more appropriate to

process individually each 2D section of the 3D tomogram.

We exploit information obtained from previous segmented

sections to analyze the subsequent sections.

As cryo-ET images have very low signal-to-noise ratios,

we consider a data fidelity potential based on a contextual

dissimilarity measure between 2D image patches. Patches are

pictorial elements (small sub-images) that enable to take into

account semi-local spatial contexts in the 2D image [13]. In

our model, the two classes of interest are characterized by sev-

eral square patches of size
√
n×√

n without loss of generality

but isotropic circular patches could be considered as well. We

define a potential D(·) that expresses the amount of similarity

between the observed patch and the patches of the two classes

of interest (“background” and “object”) as sketched in Fig. 2.

The potential D(·) is defined as the Euclidean distance be-

tween vectorized image patches [6]:

D(us,f) = ‖zs(f)− zs(us,f)‖22 (2)

where zs(f) is the n-dimensional observed patch centered

at pixel s, and zs(us,f) is the patch that represents the

class us at pixel s: us = O for the “object” class and

us = B for the “background” class. In the following, the√
n × √

n observed patch centered at pixel s is denoted as:

zs(f) [t]
△
= fs+t, ∀t ∈

{

−
√
n−1
2 , · · · ,

√
n−1
2

}2

. The refer-

ence patches are “learned” from the observations as explained

below.

The regularization potential takes the form of a general-

ized Ising model and depending on the observation f . This

potential penalizes isolated pixels and imposes some regular-

ization to the segmentation map [4]:

I(us, ut,f) = β (1− 1[us = ut])

(

1 +
e−(fs−ft)

2/α

‖s− t‖)

)

(3)

where β is a positive constant and 1[·] is the indicator func-

tion: 1[us = ut] = 1 if us = ut and 0 otherwise. In our

modeling, we considered a 4-neighbor system: t ∈ ∂s if

‖s− t‖ = 1 and ‖ · ‖ denotes the Euclidean norm. The prior-

contrast potential (3) mixes observed variables and hidden

variables and represents a combination of an Ising prior for

labeling spatial coherence together with a contrast term that

acts to discount partially the coherence and to preserve edges.

In this modeling, α enables to deal with noise and intra-class

intensity variability. We defined α as α =< (fs − ft)
2 >

where <> denotes the mean over all the cliques of the image.

In practice, the regularization parameter β is unchanged and

set to 0.05. The MAP estimation is obtained by minimization

of (1) wrt u using a Min Cut/Max Flow algorithm [5].



Fig. 2. At each pixel s, the current patch zz(f) (blue boxes) is com-

pared to the sets of patches that represent the “object” and “back-

ground” classes.

3.1. “Background” and “object” reference patches.

As illustrated in Fig. 3, the “background” is a 2D slowly

spatially varying intensity image assumed to be corrupted

by an additive noise. The “background” reference patch

zs(us = B,f) is thus location dependent. Therefore we

define zs(us = B,f) as a nearly constant intensity patch

(Fig. 3 (b)) whose intensity is equal to fσ
s : zs(us =

B,f) [t]
△
= fσ

s , ∀t ∈
{

−
√
n−1
2 , · · · ,

√
n−1
2

}2

where

fσ = {fσ
s , s ∈ S} is the input 2D section blurred using a

Gaussian filter having a large variance σ2 with respect to the

MT width. The Gaussian filter is a low-pass filter that only

selects low frequencies. In our case, the microtubules are

then oversmoothed and the slowly varying intensities of the

background are unchanged.

In our approach, we propose to use a bag of patches

picked up on the MT walls. The patches encode some geo-

metric information about the tubulin aggregates and rod-like

structures that form protofilaments in a 2D section. To re-

duce dimensionality while representing the “object” class,

we form a set of N patches ZO = {z̃1, · · · , z̃N} where

z̃l denotes a “mean” patch computed from a bag of patches

selected along a curve Ll, l = {1, · · · , N} passing through

a MT wall. Formally, we have z̃l = 1
|Ll|

∑

s∈Ll
zs(f),

where |Ll| is the number of pixels belonging to the curve

Ll. Such curve can be semi-automatically extracted using

the Fast-Marching algorithm [7], which enables to find the

shortest path between two extremity points in the sense of a

geodesic metric dependent on the input 2D image (Fig. 3(a)).

At a given pixel s the “object” patch zs(us = O,f) used

in D(·) is the patch in ZO whose distance is the lowest, that

is zs(us = O,f) = argminz̃l∈ZO
||zs(f) − z̃l||22. The

pixels labeled as “object” (us = O) correspond both to iso-

lated tubulin aggregates and MTs. Considering the same set

of patches to represent both MTs and isolated tubulin aggre-

gates is justified by the fact that they are made of tubulin and

related intensity in cryo-ET images is similar.

3.2. Segmentation of 3D tomograms

The algorithm is initialized by manual selection of several

couples of points on the MT walls. Small patches enable the

detection of more MT walls but also isolated small tubulin

(a) input image (b) Blurring of image (a)

(c) zs(f) (d) z̃1 (e) zs(us = B, f)

Fig. 3. Design of the “background” and “object” reference patches:

the user selects two points (blue crosses) in a MT wall and a curve

is extracted using the Fast-Marching algorithm [7]. An “object” ref-

erence patch (d) is computed from the set of patches selected along

the computed curve. The “background” reference patch (e) at pixel

s is a nearly constant intensity patch (blurring of the input image (a)

using a Gaussian filter). A typical patch is shown in (c).

aggregates of interest. The minimization of E(u,f) provides

a binary image. It turns out that large patches are more robust

to noise but miss low contrasted parts of microtubules. By

increasing β, isolated pixels are removed.

To extend the 2D method to the segmentation of a 3D to-

mogram, we segment separately each 2D section of the 3D

tomogram because of contrast changes along the axial direc-

tion. We initialize the algorithm by selecting manually cou-

ples of points on one or a few arbitrarily chosen sections. To

avoid a manual and tedious initialization that would consist

in selecting landmarks on every MT walls and on each sec-

tion, we detect automatically new landmarks on the subse-

quent sections as follows. A MT wall is approximately a long

rod-like structure when they are observed longitudinally. A

linear MT pattern on section k+1 is detected by applying the

Hough transform to the binary map estimated on the previous

section k. We assume that the MT walls correspond to the

longest lines in the segmented image, so they are detected in

the Hough transform of the image by extracting the peaks of

maximal value. Finally, the set ZO of “object” patches can

be updated by collecting additional patches in the subsequent

sections as performed for the first section.

4. EXPERIMENTAL RESULTS

The method is first demonstrated on synthetic tomograms

obtained from a 3D density map of a microtubule. First, 2D

projections of the 3D map are computed, with angles rang-

ing from −60◦ to +60◦ with an increment of 2◦ [11]. To

constitute ground truth, the projections are retro-projected

and a simple thresholding is applied to the 3D reconstruction.

Noisy tomograms are simulated by adding white Gaussian

noise to the 2D projections with different standard devia-



(a) True positive (b) True negative

(c) Synthetic data (upper section) (d) Synthetic data (central section)

Fig. 4. Evaluation of the 3D segmentation method on a ground truth

for different values of noise: (a)-(b): The two graphs display respec-

tively the true positives and the true negatives of the 3D segmentation

method, with and without update of the “object” patch set; (c)-(d):

Two slices of the tomogram are represented (noise of standard devi-

ation 70) (top) with the overprinted segmentations (bottom).

tions; since the contrast of the projections is 60, we add noise

with standard deviations ranging from 40 to 100 intensity

values. To simulate correlated noise observed in real cryo-ET

images, the noisy projections are convolved with a Gaussian

kernel of standard deviation 1 pixel. The tomograms are fi-

nally obtained by applying a weighted back-projection to the

noisy projections. The two graphs in Fig. 4(a) and Fig. 4(b)

display respectively the true positives (object pixels labeled

as “object”) and the true negatives (background pixels la-

beled as “background”) of the automatic segmentation of the

noisy tomograms. Updating the “object” patch set improves

significantly the segmentation results and the method is quite

robust to several signal-to-noise ratios (SNR). Nevertheless,

the number of background pixels labeled as “background”

decreases for low SNRs if we consider all the sections. This

suggests that the method cannot correctly distinguish isolated

tubulin aggregates from structures corresponding to corre-

lated noise. More supervision is then required to reduce false

detections in the foreground.

At present, about 80 views on several single tilt series

were acquired over an angular range of −60o to +60o in very

low electron doses conditions using a 200 kV LaB6 electron

microscope equipped with a 2k × 2k CCD camera. Speci-

mens were vitrified in liquid ethane using a home made guil-

lotine device, under controlled humidity and temperature con-

ditions. Three-dimensional reconstructions were performed

using the IMOD software and were visualized with UCSF

Chimera. In this study, cryo-ET tomography of microtubules

assembled in vitro from pure tubulin [8] reveal 3D features

such as the outwardly curved shape of the growing micro-

tubule ends, tubulin molecules trapped in the lumen during

assembly (Fig. 5 (left), or dislocations inside the lattice (Fig.

5 (right)). The algorithm is able to detect both tubular-shaped

Fig. 5. Tubulin trapped (in red) inside MT during assembly (left);

dislocation of protofilament number transitions (14 to 13 pfs) (right).

Fig. 6. Extraction of MAP globular domains (in red) and MTs in-

side the tomogram with our segmentation method (see text).

structures and isolated protein aggregates and the user can se-

lect manually the connected components of interest (in red in

Fig. 5). For a set ZO = {z̃1, z̃2, z̃3} of “mean” 15 × 15
patches, processing a 1024×1024 section is lower than 3 mn.

5. CONCLUSION AND PERSPECTIVES

We have proposed a CRF-MAP estimation framework and a

user-friendly algorithm for the segmentation of 2D sections of

cryo-ET. The semi-automatic segmentation of 3D tomograms

is achieved by performing the 2D method section by section

and by updating the reference patches if the contrast changes

abruptly from one section to another one. The decision is

made by the user and depends on the acquisition conditions.

The user needs only to specify the patches of interest for train-

ing. Comparisons with competitive methods have been per-

formed but they need actually to be customized as we did to

cope with contrast changes along the axial direction.

The proposed method is now used routinely by biologists

to study more complex macromolecular assemblies. As illus-

trated in Fig. 6, cryo-ET allows typically visualization of a

special class of Microtubule Associated Proteins (MAP) that

remain attached to the growing ends of microtubules. It turns

out that the specific structure that must be present at micro-

tubule growing ends and which is recognized by the MAPs

remains unknown yet. Comparison of samples prepared in

the absence and presence of MAPs using the segmentation

method allows an unambiguous localization of the protein

densities inside the cryo-electron tomograms.
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