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Abstract.  
Aiming to facilitate and support online learning practices, TEL researchers and 
practitioners have been increasingly focused on the design and use of Web-
based Personal Learning Environments (PLE). A PLE is a set of services 
selected and customized by students. Among these services, resource (either 
digital or human) recommendation is a crucial one. Accordingly, this chapter 
describes a novel approach to supporting PLEs through recommendation 
services. The proposed approach makes extensive use of ontologies to formally 
represent learning context that, among other components, includes students’ 
presence in the online world, i.e., their online presence. This approach has been 
implemented in and evaluated with the OP4L (Online Presence for Learning) 
prototype. In this chapter, we expose recommendation strategies devised for 
OP4L. One is already implemented in OP4L, it is based on the well-known 
Analytical Hierarchical Process (AHP) method. The other one which has been 
tested on data coming from the prototype is based on the active user’s 
navigation stream and used a Kalman filter approach. 

Keywords. Web-based learning, social presence, online presence, ontology 
based resource recommendation, Kalman filter, learning trajectories, AHP, CS-
AHP 

1 Introduction 

Web-based Personal Learning Environments (PLEs) have been 
increasing adopted by the TEL research community as a mean to 
support and facilitate online learning practices [1]. From the technical 
perspective, a PLE is a customizable set of tools and services aimed at 



enhancing students’ learning experiences and learning outcomes. 
Among these services, resource (either digital or human) 
recommendation is a crucial one, given the number and the diversity of 
available resources on the Web. Various approaches have been 
proposed to improve the recommendation of resources and adapt them 
to the learners’ needs [3], [52], [53]. They all rely on a learner profile 
and include a more or less rich description of the learning context, often 
based on ontologies.  

In the last few years, we are witnessing a steady increase in the 
students’ use of Web-based social software tools. This has lead to the 
emergence of novel forms of social presence in online learning 
environments, PLEs being no exception. Hence, the dominant forms of 
establishing and maintaining social presence become online status 
updates, online visibility, availability for online communication and the 
like. Semantic Web technologies, ontologies in particular, allow for 
taking these forms of social presence into account when generating 
recommendations for students.  

This chapter reports on the recommendation strategies that have been 
implemented in the OP4L (Online Presence For Learning) [8] 
framework and evaluated using the data coming from the students’ use 
of the framework. The first approach is based on the well-known 
Analytical Hierarchical Process (AHP) method and its adoption for 
handling conditionally defined preferences, named Conditional 
Stratified AHP (CS-AHP) method. The PeerRec service is developed 
based on the adoption of prioritization algorithms in a PLE. Based on 
the students’ preferences about some important features of the learning 
process, the service offers recommendation of peers to communicate 
and/or collaborate with. 

The second approach is based on the active user’s navigation stream: 
we consider that users browsing the Web can be seen as objects moving 
along trajectories in the Web space. Having this assumption, we derive 
the appropriate description of the so-called recommender space to 
propose a mathematical model and state estimate based on a Kalman 
filter describing the behaviour of the users along the trajectories of the 
recommender space. 

 We present the theoretical background, and report on the obtained 
results and performances. The chapter concludes with perspectives for 
further developments and prospective evolution studies. 



2 Background 

In her “vision” paper on the design of social learning environments 
[2], Vassileva identifies three main roles that should be performed by 
PLEs: (1) support the learner in finding the right content (right for the 
context, particular learner, specific purpose of the learner and 
pedagogically), (2) support learner to connect with the right people (…) 
and (3) motivate/incentivize people to learn. To devise PLEs with such 
features, TEL researchers and developers rely on the body of 
knowledge and experiences originating from several interrelated 
research domains. The discovery and retrieval of learning resources is 
one of those domain, and has been widely investigated, beginning with 
the work on metadata interoperability, then going on with the use of 
ontologies to better match the learners’ needs and context. As social 
web applications, such as collaborative tagging, became available, 
solutions mixing both ontology- and folksonomy-based approaches 
were proposed. Meanwhile, the recommender systems community 
developed powerful algorithms for the e-commerce sector, and PLE 
developers tried to adapt them to e-learning purposes [3], [52], [53].  

Social presence is another relevant research field. It has been 
identified as a crucial success factor in e-learning for many years [4], 
[5], [6]. At the beginning of e-learning practices, social presence was 
mostly implemented through online forums and Instant Messaging 
tools that allowed for establishing and maintaining social presence in 
online learning settings. The wide adoption of social web applications, 
such as online social networks, resulted in the inclusion of these 
applications and connections that students had established in them into 
online learning environments. Though in theory students can interact 
with their entire social network, in practice they do not get any 
indicator about who is really available in the given moment and who is 
really capable of helping in the current task. Although recommending 
knowledgeable people for performing a given task is not new, it has 
been mostly investigated in company settings such as reported, for 
instance, in [7]. The OP4L framework brings solutions for the two 
aforementioned challenges in the manner described in the following 
sections. 



3 OP4L framework 

3.1 Background and objectives 

The OP4L project was running between 2010 and 2012. Its aim was 
to explore the use of Web-based tools and services for supporting social 
presence in online learning environments, and thus lead to an 
improvement in the students’ learning experience. In this chapter, we 
use the term OP4L to name both the project and the developed 
prototype.  

OP4L defines online presence as a temporary description of a user’s 
presence in the online world. It can be considered as an image that a 
person projects about him/herself into the online world. We explored 
online presence in the context of DEPTHS [9], a PLE customized for 
the domain of Software Design Patterns. It makes use of ontologies as a 
common foundation for the integration of different systems, services 
and tools in a common environment for collaborative learning of 
software design patterns. OP4L extends the set of services offered by 
DEPTHS, by processing online presence data at the semantic level. 

3.2 Functional description 

A complete technical description of the OP4L framework can be 
found in [10] and [11], as well as in deliverables available on the 
project’s web site1. Therefore, in the following we give just a brief 
overview of the OP4L framework in order to draw an overall picture of 
the services it offers and the ontologies that make possible the provided 
services. 

From a functional perspective, the primary goal behind the OP4L 
framework was the development of a context-aware PLE through 
integration of learning context data from different learning 
systems/tools/services, using a flexible ontology-based model [14]. We 
define learning context, i.e., the context of a given learning situation as 
an interplay of the following main components:  

• the learning activity that was performed or the learning-related even 
that occurred, 

                                                
1 http://op4l.fon.bg.ac.rs/  



• the content that was used and/or produced during the learning 
activity, 

• the individual(s) involved (e.g., learners, teachers, experts) and their 
respective on line presence statuses,  

• the (online) environment where the learning activity took place, 
• the time when the learning activity took place. 

The notion of learning context is formally modeled through an 
interlinked set of ontologies collectively named LOCO (Learning 
Object Context Ontologies) framework [9]. Within the OP4L project, 
the notion of learning context is extended to include the notion of 
Online Presence. Accordingly, links have been established between the 
existing LOCO ontologies and the Online Presence Ontology (OPO) 
[13] to allow for explicitly defining the semantic of this extended 
notion of learning context. These ontologies served as the foundation 
for the development of the OP4L prototype with the following main 
features:  

• Integration of data and resources from diverse learning applications 
that students interact with; 

• Context-aware recommendation of resources on software design 
patterns from online repositories, learning artifacts produced and 
shared by peers, software projects, discussion threads, chats, etc.; 

• Context-aware recommendation of other students, experts and/or 
teachers to offer help in the given situation. 

These services make use of learners’ overall learning context, 
including his/her online presence data, when providing them with 
recommendations about whom to ask for help or collaborative work. 
These data are periodically “pulled in” the OP4L system by specific 
software modules developed for that purpose. Within the online 
presence data, a key indicator is the “online status” [12] as declared by 
the user. For instance, a peer whose online status indicates that he/she 
is busy in the given moment will not be recommended; on the other 
hand, the system would recommend a face-to-face study session with a 
peer who has just checked in the same building and whose status 
indicates that he/she can be freely contacted.    

For course designers, one of the main challenges is to adapt 
interactions to the students’ state of presence and to provide services so 
that interactions can be established smoothly among the participants. 



3.3 Main features of OP4L prototype 

OP4L services are accessible through a dedicated Moodle platform. 
The services become available after a student selects a course to study 
(e.g., the Design Pattern course) and a learning activity (e.g., updating 
patient's data problem using the UML modeling tool). Fig.1 shows the 
OP4L online presence services as presented to the student in the user 
interface. Specifically, they appear in the form of an online presence 
box in the upper left side of the screen. The box indicates who is 
competent for the given problem and available online for help or 
collaboration. It also indicates how to contact potential 
helper(s)/collaborator(s), either on the Moodle platform itself, or via 
Facebook or Twitter.  

Services linking Moodle to Facebook and Twitter have been 
developed so that each student can remain using his/her current 
application, for instance, Moodle for the student looking for 
help/collaboration and Facebook for the student being contacted. Based 
on the online statuses declared by the peer students, the learner who is 
looking for help/collaboration will know in which manner he/she can 
communicate with the peers. In the case presented on Fig.1, all of the 
peers can be contacted on Facebook and by email. The system offers 
several other services as described below.  
 

 
Fig. 1. Inside the prototype with recommended peers on the left  

 
 



The system recommends appropriate contents related to the topic of 
the course (Fig. 2). Its originality is to augment the course digital 
library with resources brought in and built by the students during the 
course. 

 

Fig. 2. Interface illustrating recommendation of digital resources 

For enhancing collaboration, students are also given a brainstorming 
tool where ideas can be annotated and rated. Finally, students can 
upload their work and benefit from peer evaluations, as shown in Fig. 
3. They can assess solutions proposed by fellow students only after 
uploading their own solution. 

 
 

Fig. 3. Interface illustrating evaluation of other students’ work. 



4 Recommendations strategies 

To support students through recommendation of digital and human 
resources, the OP4L framework needs to implement recommendation 
algorithms. In this section, we present the algorithm that has been 
implemented to recommend peers and digital content. We also present 
a complementary approach based on the students’ learning trajectories.  

4.1 Recommendation algorithm based on the Conditional 
Stratified Analytic Hierarchy Process 

In a learning environment each individual student has different 
characteristics, motivation and performance, which all together 
indubitably should be considered when designing and/or adapting the 
learning process. It has been well recognized that there is a need to 
move away from the ‘one size fits all’ paradigm, and to offer 
personalized learning experience to learners [58]. Most of the 
approaches aimed at adapting the learning process to individual 
learners or learning groups have been based on the learners’ level of 
knowledge [59], [60]. Other learner features taken into account are 
background, hyperspace experience [61], preferences and interests, as 
well as learning styles and their effect on learning achievements [62]. 
However, despite interests in exploring these diverse learners’ features, 
in recent years, modeling of adaptive systems has still revolved around 
acquiring and representing learners’ knowledge. This orientation does 
not properly reflect real life situations where each learner has a variety 
of selection criteria and requirements over them when choosing other 
learners for collaboration and cooperation [39]. 

Representation and analysis of preferences have been studied in 
many fields such as economics, especially in project and risk 
management, decision theory, social choice theory, with further 
developments and applications in areas such as operational research, 
databases, security analysis, and artificial intelligence [37]. Modeling 
of user preferences is a great challenge, as it is difficult to express 
human opinion in a way that can be easily processed by computers 
[43]. The adoption of user preferences in the design of a PLE brings in 
additional challenges in coordination of the flow of information among 
the learners involved in a learning process, and in encouragement of 
interactions across learning systems/tools/services. In particular, 



communication between peers may be induced by different needs and 
expectations (e.g., general questions about the course organization, help 
needed in learning and understanding of some course topics, etc.). In 
some cases, urgent response is needed, while in others, only answers of 
good learners or good senior learners are useful. The following 
problems emerge from this observation: (i) characterization of peers for 
communication related to the selection criteria, and (ii) definition of 
specific requirements and preferences over them. Furthermore, it is 
reasonable to expect that appropriate peers are not available all the time 
for each learning topic, or the most appropriate peers are not there 
when a specific learner needs their assistance. Having all this in mind, 
the PeerRec service, developed as a part of the OP4L framework, 
integrates: i) the aforementioned semantic representation of online 
presence data (see Section 3.2); ii) two-level hierarchical structure of 
concerns and qualifier tags for semantic representation of selection 
criteria proposed in [46]; and iii) the CS-AHP prioritization algorithm 
for presentation and ranking of users’ preferences [46]. 

 
4.1.1. CS-AHP algorithm 
 
CS-AHP (Conditional Stratified Analytic Hierarchy Process) adopts 

Analytical Hierarchy Process (AHP) technique [42] for different kinds 
of preferences using a two-level hierarchical structure of concerns and 
qualifier tags. Concerns are a set of quality characteristics that represent 
important matters of interest for learners such as fields of professional 
specialization, spoken languages or preferred message response time. 
Qualifier tags represent possible values for each concern (e.g., qualifier 
tags for spoken languages could be goodLevel, mediumLevel, lowLevel, 
unknownLanguage). 

Following the well-known AHP framework for expressing and 
ranking user requirements, the PeerRec service enables learners to 
express their requirements by defining relative importance between 
concerns, and between qualifier tags of each concern. Relative 
importance is typically defined with odd numbers ranging from 1 
(equal importance) to 9 (extreme importance of one concern over the 
other). The options available to learners in respect to their online 
presence (i.e. peers for collaboration) are also associated with qualifier 
tags. Once the relative importance is set between all pairs of concerns, 
the AHP algorithm performs a tuned pair-wise comparison of the 



learners’ requirements. The outcome of this process are ranks 
 , which provide values from the [0,1] interval over the set of 

available options. The process is done in two main steps: i) the set of 
concerns and their qualifier tags are locally rankedwith ii) rank of each 
available option  is calculated based on the ranks of the qualifier tags 
associated with that option.  

CS-AHP also allows for setting conditional preferences. For 
example, learners are often aware that requirement of expertise is hard 
to meet, so they may define a compromise: they are only prepared to 
wait for response from a learner with expert knowledge, if the waiting 
time is kept at a very minimum; otherwise, they are willing to contact 
learners with lower level of expertise but with medium delays in 
response. CS-AHP is simple to perform, and requires quadratic number 
of comparisons, which brings linear time complexity to the number of 
available options [46]. 

 
4.1.2. Applying the CS-AHP Algorithm in a PLE 
 
In order to develop a user-friendly service for the implementation of 

CS-AHP in a PLE, a structure of concerns and qualifier tags is built on 
the Preview framework related to learning environments [39]. The 
following three categories of concerns are recognized from the aspect 
of definition and management issues [38]: statically defined concerns, 
concerns dynamically defined for each conversation, and concerns with 
dynamic updates.   

Statically defined concerns present general information about a 
learner who is looking for another peer appropriate for conversation; 
examples include the known language(s), preferred subject area, and 
availability for F2F contact. The recognized concerns are defined as 
attributes in the learner’s profile developed for the PeerRec service. 
Information in the profile may be changed upon a learner’s request; 
otherwise, it remains unchanged, representing the learner’s 
characteristics that are used in each call of the service.  

On the other side, some concerns are directly related to the context of 
the upcoming conversation (i.e. concerns dynamically defined for each 
conversation), and, thus learners are enabled to define them explicitly. 
For example, a learner may define the type of conversation (e.g. the  
help in understanding, etc.) and/or the urgency level (e.g. extra urgent) 
(see Fig. 4). 



 
Fig. 4. Definition of the Urgence level and Request Type at the beginning of each 

conversation 
 
Contrary to the concerns defined in the learner’s profile (with 

qualifier tags statically defined and changeable only on the learner’s 
explicit request), concern defined as ConversationRate should be 
updated for each completed conversation. To this end, the PeerRec 
service asks learner to rate each peer after communication (see button 
Rate conversation on Fig. 5), and based on the learner’s feedback 
updates the values to be used in further communications with the same 
peer (see attributes Response speed and Response relevancy on Fig. 6). 
In cases when learner is not interested in setting rates (from different 
personal reasons ranging from current disengagement, lack of time or 
interests), he/she may select the N/A option meaning that experience 
from the latest conversation does not bring any change to the 



aggregated rates. Furthermore, if no rate is previously aggregated, 
initial selection of N/A represents indifferent and undeclared learner 
(neither positive nor negative rate is specified).  
 

 
Fig. 5. Rating conversationsbased on Response speed and Response relevancy 



 

 
Fig. 6. Aggregated conversation ratings (Response speed & Response relevancy) 

 
After invoking the PeerRec service, all currently available peers are 

ranked in decreasing order (based on the results obtained from applying 
the CS-AHP algorithm), and the learner can decide with whom to start 
a conversation (see Fig. 7). 



 
Fig. 7. The PeerRec service invocation and ranking of all peers available for 

communication 

5 Discussion and Related Work 

Previous analyses from [46] give a frame for addressing different 
preference structures with scales of input and output information with 
different semantics [40], [41], [46], [54], [48], [55], [47]. Unique 
representational and reasoning technique that can effectively address 
different kinds of preferences and reasoning queries does not exist. 
Therefore, selection of the most appropriate method should be done 
depending on the characteristics of the problem at hand in the given 
field [48]. 

In the learning environment, different aspects of recommendations 
are considered and analyzed, according to their own mission, vision, 
and objectives [63],[64],[65],[67] such as, dealing with the assessment 
of the student’s learning performance, providing course adaptation and 



learning recommendations based on the student’s learning behaviour, 
evaluation of learning material and educational web-based courses, 
developments for detection of atypical students’ learning behaviours, 
etc. Some of them are focused on creation of Recommendation Systems 
that link users with items (course, learning material, peers for 
communication,...) [66], associating the content of the recommended 
item or opinion of other individuals with the actions or opinions of the 
original users of the system.  

However, to date, there has been comparatively less progress in 
direction of focusing to students' requirements and preferences [67], 
although there is currently an increasing interest in applying techniques 
and methods primary developed and used in other fields to the 
educational environment [68].In this context, recently developed CS-
AHP algorithm extends well-known Analytical Hierarchical Process 
(AHP) proposed by Saaty [42] which is a widely adopted multi-criteria 
decision making method to make complex decisions [44],[45]. Also, 
the use of two-layered structure of concerns and qualifier tags has 
several explanations, sufficient expressiveness (according to [43]) and 
analogous to the concept of attributes in all developed techniques for 
addressing unconditional and conditional preferences [57]. 

6 Learning trajectories algorithm   

In this section we present an approach that does not limit itself to the 
content recommendation, but aims at analyzing the way that students 
learn. This approach starts from the following hypothesis: learning is 
linked to the identity; so, when digital learning environments are used, 
we consider that digital identities have to be studied.  

From a philosophical point of view, digital identities can be seen as 
the "sèmes" which identify an individual in its singularity. We can then 
speak of “individuation” as a process leading from the undifferentiated 
to uniquely defined and personalized. Consequently, we can identify 
someone by his/her personal trajectory in the cyberspace. To validate 
this approach, we have implemented a service (using Matlab) with 
input data from the OP4L learning framework. The following sections 
show the theoretical background of our approach, as well as some 
numerical results and perspectives. 



6.1 Input Data 

The input data we consider is made up of traces that users have left 
(log files and users’ ratings) when interacting with the system (intranet, 
Web site, etc.). These data are first used to discover patterns of usage, 
and then to perform recommendations. In our case, data are coming 
from the log files of the OP4L prototypes. They show (for each user) 
the pages visited in the learning environment. 

6.2 Markov model 

One well-known approach to making use of users’ online history is 
to compute predictions by using Markov models. The use of Markov 
models in the frame of the Web has been first dedicated to the 
reduction of access time by pre-fetching and caching pages [30]. With 
the same goal, Box and Jenkins in [20] estimated conditional 
probabilities of transitioning directly from one page to another within a 
given time. First order Markov models are not very accurate in 
predicting the user’s browsing behavior since these models do not look 
far in the past to efficiently discriminate different histories [21]. Pirolli 
and Pitkow in [32] and [33] showed that the prediction accuracy is 
increased when using a longer history. Higher order Markov models, 
also called kth order Markov models, are used to capture longer 
histories. Given the navigation history of size k, the probability of each 
resource is computed, and the resources with the highest conditional 
probability are recommended. The use of kth order Markov models lead 
to a high accuracy. 

Let us notice that kth order Markov models are similar to frequent 
contiguous patterns of fixed size k + 1 in the case when support and 
confidence thresholds are set to 0. One drawback of kth order Markov 
models is the storage requirements; indeed, in a kth order Markov 
model a huge number of states are handled (this number increases 
according to the order of the model) [30]. Moreover, as with previous 
approaches, we are faced to a reduced coverage due to the problem of 
matching the active history and training data. Many approaches can 
overcome coverage limitation. For example, we can mention the 
development of Markov models of orders varying from 1 to k called the 
all kth order Markov model [29]. However such a model dramatically 
increases the complexity and storage space drawbacks.  



When using Markov models, the order of navigation is taken into 
account and the sequences are strictly contiguous, hence, these models 
are not permissive. If a given user performs parallel navigations or goes 
to an unwanted resource (noise), the model cannot correctly handle 
such a behaviour and will thus reduce the size of the history considered. 
Such situations are handled by association rules and sequential patterns 
as resources are not contiguous. Moreover, when the model does not 
match the complete history, the most distant consulted resources are 
discarded for computing predictions. Thus, the most recent resources 
are always considered while some of them may be not important or 
may be navigation mistakes and should be discarded. 

In the following section, we show how we can derive from Markov 
model an approach based on Kalman filtering and target tracking. In 
our approach, we based our recommendation strategy on a 
transformation of the web space. 

6.3 Principles 

Kalman filter is an optimal state estimator of a linear system [16]. It 
can estimate the state of the system using a priori knowledge of the 
evolution of the state and the measurements. Kalman filter has main 
applications in control systems and target tracking. 

 
6.3.1. Target tracking in the cyberspace 

We consider a user who browses Web pages or online resources. Each 
page/resource belongs to a category (categories are related to the 
classification of the available resources). We then consider that one 
category corresponds to one dimension of a space. And the aggregation 
of all the dimension builds a space having as dimensions as there are 
categories of resources. Then, all possible categories define the 
geometrical structure of the space. 

Knowing that to see one resource corresponds to a specific position 
in the space i.e., a specific vector. Successive vectors (   to ) give 
successive “positions” in the space. In the context of online learning, 
these “positions – learning positions” define the trajectory of a user in 
the recommender space.  

 



 
Fig. 8. Learning trajectory 

Each vector has the following dimensions: 
 , m is the number of categories; each seen page belongs to one 

or more categories. In our case, i.e., the analysis of the learning 
processes on the OP4L platform, , each page coming from the tested 
site is classified (courses, exercises, …). The structure of each vector 
will be as follows. Considering that we have m possible categories for 
the resources, to see one specific resource is to have a vector containing 
“1” in  the corresponding row, and “0” elsewhere. 

   (1) 

 
 
 
 
 
 
6.3.2. Kalman filter: equations 
Hypothesis 

Our main hypothesis is the following: considering that users are 
moving along a trajectory defined by a set of vectors, we assume that 
the user can be considered as a target which is described by three 
components in the state space, i.e., position, speed and acceleration. 
These three components will completely describe the dynamics of the 



moving users [16], [20], [23]. Thus, we choose to represent the state 
vector by concatenating these three components. The state vector has 
the following form [51]: 

 
  

   (2) 

where:   

•  contains the components of the position vector, dimensions  
•  contains the components of the speed vector, dimensions  
•  contains the components of the acceleration vector, 

dimensions . 

The dynamic of this state vector is modeled by a state space model of 
the following form:   

   (3) 

Matrix A includes the relationship between the position, its first and 
second derivations will inform us on the geometrical characteristics of 
the trajectory. This is the matrix form of the cinematic equation linking 
position to speed and acceleration. T is a parameter that introduces time 
in the equation. In our case, we consider T equal to 1 because time is 
fixed each time the user goes to another webpage. The results of the 
algorithm are not sensitive to T.  

  (4) 

 
 
 
 
 
Where:  
Many values of parameter α have been tested. The chosen value does 

not influence our numerical results.  
 and  (equation (3)) are random noises (their properties will be 

given in the next section) which take into account unexpected 
variations in the trajectories. 



Matrix H (equation (3)), called the measurement matrix, is structured 
to obtain the values of the positions in the recommender space.  Thus, 
H will have the following structure: 

   (5) 

 
 
 
Where:   
 
6.3.3. General equations of the filter 

Having the state space model (equations 3) and the structure of the state 
vector, we can derive the equations of the filter. First, we present some 
important properties of the Kalman filter: 
• Information about X and Z is given as a Markov model i.e., Z is a 

linear combination of the components of X; 
• Estimations of X are obtained from any initial instant;  
• Estimations can be obtained for non-stationary process i.e., time-

varying models. 
•  and  are uncorrelated white noises where  and 

. 

The Kalman filter equations comprise the following equations [8]: 
Prediction: it is the predicted state knowing past values:  

   (6) 

 
Kalman gain: it describes the dynamic of the filter. The dynamic 

takes into account the variations of the moving target. 

   (7) 

The evolution of the uncertainty on the estimation is then given by 
the following Riccati equation:  

   (8) 

where the initial conditions (which initialize the filter) are given by: 



  ,   (9) 

and the state prediction is given by:  
The Kalman predictor will predict the future position in the 

recommender space i.e. the most possible category knowing the past of 
the user.  

 
6.3.4. Recommendation strategy 
The user profile is built from the list of pages visited on the platform. 

Each page/resource is defined by a subset of categories such as 
“modelling”, “courses”, etc. 

Our new recommending strategy is based on the control loop shown 
in Fig. 9. 

 
Fig. 9: Control loop for recommendation 

This control loop will observe the difference between the estimated 
value of the category and the calculated category, and will integrate the 
controller/recommender to build the most accurate model of the user. 
Hence this configuration can predict where the user will “move” in the 
recommender space. The recommendation strategy will use the 
predicted position to “suggest” to the user the appropriate category of 
content. 

Conversely to existing methods that recommend specific content 
items to a given user, this method performs on the macroscopic level, 
i.e., subspaces of specific categories. The strategy isolates the 
appropriate subspace and the recommendation is done in the related 
categories. Then, we can imagine providing a more precise 



recommendation by doing the second iteration of computing on the 
subspace (target tracking in the trajectory in the subspace and positions 
prediction) – a kind of zoom effect. To summarize, the 
recommendation is based on two arguments: 
• the user's actual state of mind 
• a subset of retained dimensions 

We then have a set of items to be recommended. Furthermore, 
according to the pages the user has visited during the day, we can refine 
our recommendation. 

6.4 Results 

In order to model the trajectories, we have to identify categories of 
pedagogical resources that define the recommender space. Based on the 
extensive log analysis, we propose the following basic description: 

• assessment (MA) 
• courses (C) 
• resources (R) 
• forum (F) 
• modelling workgroup (MW) 
• modelling brainstorm (MB) 
• modelling (M) 

Each position vector is built using relation (1). We obtain position 
vectors containing only “0” and “1” on the appropriate dimension. 

Thus, we consider that users are moving in a 7 dimensions space. 
Using our approach and algorithms, we obtain the following results for 
a specific user (Fig. 10 and Fig. 11). In the following figures, we show 
one learner’s trajectory along specific dimensions of the space 
(Dimensions MA, C and R). In both figures, X-axis represents time and 
Y-axis represents the seen item thus it is “0” or “1”. 



 
Fig. 10: Evolution in MA, C and R dimensions 

 
Fig. 11: Evolution in F, MW, MB and M dimensions 

Combining all these evolutions, we obtain trajectories in 7-
dimensions space. Applying our tracking algorithm, we can compute 
the next viewed category of contents. For example, we can show the 
results in one dimension, dimension R (Fig. 12). 

 
Fig. 12: Comparison between Real Dimension R and predicted one PR 



Figures 10 and 11 show the evolution of the trajectory along the 
dimensions of the recommender space. Figure 12 shows the predicted 
trajectory to the real trajectory relatively to one dimension of the 
recommender space – dimension R. We can see that the prediction PR 
follows the real trajectory R. Having this prediction (PR), we can now 
derive a specific recommender system based on these categories. For 
example, using the information given by the prediction, the system can 
recommend specific content items to the student.  

Thus, the strength of our approach is in its capability to make 
recommendations that consider the users’ habits, i.e. give the main 
directions to follow knowing the trajectory in the space and not to 
suggest specific resources. 

7 Conclusions and perspectives  

The OP4L prototype implementing the CS-AHP algorithm has been 
used with several groups of students in France, Slovenia, Macedonia 
and Serbia during the academic year 2011-2012. It was mainly 
evaluated with undergraduate students in Computer Science, within a 
course on Software Engineering. The first results are described in [50], 
and the students’ responses to the questionnaires used in the study do 
not mention any mistake in the recommended people. The CS-AHP 
algorithm is working. 

The Kalman filter approach differs from other recommendation 
approaches. Indeed, it focuses on users’ behaviour (modeling their path 
in the space of the resources) to predict the categories of resources that 
are likely to fit their needs. In this formalism, categories of resources 
correspond to a subspace of the space of reference, which allows us to 
identify a set of resources that can meet the needs of the user. In the 
presented examples, we show that these trajectories can serve as 
monitoring tools for pedagogues. 

We are thus able to describe behaviours by learning trajectories and 
predict what types of resources a learner is likely to access. 

 
We would like to conclude with the perspectives offered by the 

learning trajectories algorithm. In particular, the approach based on 
learning trajectories allows one to: 

• model learning process, i.e. to understand how someone learns 



• recommend content items more accurately, i.e. knowing about 
someone’s learning process we can recommend exercises, courses, 
self-assessment, … 

• develop a recommender system based on different levels of 
analysis, i.e. to identify the accurate subspace and then re-compute 
in a zoom effect to identify precisely the concerned dimensions. 

Moreover, this geometrical approach opens a new field of research 
focused on the geometrical description of the recommender space, and 
how this geometry could lead to better recommendation and dynamics 
understanding. In the OP4L context, this approach of learning 
trajectory analysis will enable a better understanding of all the 
experiments done or to be done with students. Thus, the results 
obtained in the studies done in France, Macedonia, Serbia and Slovenia 
could be enforced and enriched by learning trajectories modelling. 
Moreover, this combined methodology will help us to identify the 
appropriate functionalities, those which are important, those which are 
not used, and will lead our research on the integration of others social 
networks (technically and also by recommending to students, some 
resources coming from the social network), and the definition of new 
ontologies related to other disciplines. 
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