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Abstract. In this review paper, we present some recent results on the
characterization of Functional Dependencies and variations with the for-
malism of Pattern Structures and Formal Concept Analysis.
Although these dependencies have been paramount in database theory,
they have been used in different fields: artificial intelligence and knowl-
edge discovery, among others.
Keywords: Attribute implications, data dependencies, pattern struc-
tures, formal concept analysis, data analysis.

1 Database Dependencies in Data Analysis

In the relational Database Model, a database dependency describes a relationship
between sets of attributes that hold in a table. To give a simple and intuitive
example of such relations, les us suppose that we have a table with personal
details (technically: attributes) of different people: name, age, birth place, aver-
age income, and so on. A dependency could state, for instance, that the age of
a person is related to his average income. This notion of relationship between
the attributes of the table is the central idea of a Database Dependency.
Obviously, this generic idea of relationship may hold different sintactical and
semantical formalizations.

However, the idea of data dependency is not only confined to the realm of
Database Theory. It can be found in different domains such as Artificial Intelli-
gence, logics or Formal Concept Analysis (FCA), to name a few.

In Artificial Intelligence we may mention, as an example, Decision Trees,
which induce a set of relations between the nodes in that tree. In logics, we
may mention Horn clauses that formalize the dependency that exist between
variables [2]. In FCA we have implications, which explain the dependencies that
exist between the attributes in a context [12].

In this paper, we focus on database dependencies that have been defined in
the relational database model. In fact, we will focus on functional dependencies
(FDs) and derivate dependencies. These are among the most popular types of
dependencies [31] since they indicate a functional relation between sets of at-
tributes: the values of a set of attributes are determined by the values of another



set of attributes. To handle errors and uncertainty in real-world data, alterna-
tives exist. Approximate Dependencies [15] are FDs that hold in a part –which is
user defined– of the database. Purity Dependencies [27] express the relationship
on the relative impurity induced by two partitions of the table (generated by
two sets of attributes). If the impurity is zero, we have a FD.

Another alternative are Similarity Dependencies [5], which can be seen as
a generalization of Functional Dependencies, but un-crispring the basic defi-
nition of FDs: similar values of an attribute determine similar values of an-
other attribute. Similarity has been considered for FDs under several terms,
e.g. fuzzy FDs [8], matching dependencies [29], constraint generating dependen-
cies [7]. Moreover, it is still an active topic of research in the database commu-
nity [9,10,29,30].

Because of the interest that those dependencies have in Data Analysis, in this
paper we want to address their characterization with the formalism of Formal
Concept Analysis [12]. The choice of this formalism is explained by the important
research in this field that has been devoted to the computation of implications,
functional dependencies, multivalued dependencies, and other kinds of dependen-
cies [3,1,21,23,22,4,5,8,34]. Formal Concept Analysis has been proved, as well, as
a valid formalism for different fields of Knowledge Discovery [24,25,20], Machine
Learning [18] or gene mining [16,17], among others.

This paper is organized as follows: first, we present the formal definitions for
the different kinds of dependencies that will be discussed, focusing in detail in
Functional and Similarity Dependencies. Next, we present some computational
issues of those dependencies within the classical FCA framework, and, finally, we
present an alternative framework. The main goal of this paper is to present recent
advancements in the characterization of functional and similarity dependencies,
so that they can be easily used in the process of analyzing large datasets.

2 Functional Dependencies and Variations

2.1 Notation

We deal with datasets which are sets of tuples. Let U be a set of attributes
and Dom be a set of values (a domain). For the sake of simplicity, we assume
that Dom is a numerical set. A tuple t is a function t : U 7→ Dom and then
a table T is a set of tuples. Usually a table is presented as a matrix, as in the
table of Example 1, where the set of tuples (or objects) is T = {t1, t2, t3, t4} and
U = {a, b, c, d} is the set of attributes.

The functional notation allows one to associate an attribute with its value.
We define the functional notation of a tuple for a set of attributes X as follows,
assuming that there exists a total ordering on U . Given a tuple t ∈ T and
X = {x1, x2, . . . , xn} ⊆ U , we have:

t(X) = 〈t(x1), t(x2), . . . , t(xn)〉

In Example 1, we have t2({a, c}) = 〈t2(a), t2(c)〉 = 〈4, 4〉. In this paper, the set
notation is usually omitted and we write ab instead of {a, b}.



Example 1. This is an example of a table T = {t1, t2, t3, t4}, based on the set of
attributes U = {a, b, c, d}.

id a b c d

t1 1 3 4 1
t2 4 3 4 3
t3 1 8 4 1
t4 4 3 7 3

We are also dealing with the set of partitions of a set. Let S be any arbitrary
finite set, then Part(S) is the set of all possible partitions that can be formed
with S. The set of partitions of a set is a lattice [13]. We recall that partitions
can also be considered as equivalence classes induced by an equivalence relation.

2.2 Functional Dependencies

We now introduce functional dependencies (FDs).

Definition 1 ([31]). Let T be a set of tuples (or a data table), and X,Y ⊆ U .
A functional dependency (FD) X → Y holds in T if

∀t, t′ ∈ T : t(X) = t′(X)⇒ t(Y ) = t′(Y )

For example, the functional dependencies a→ d and d→ a hold in the table
of Example 1, whereas the functional dependency a → c does not hold since
t2(a) = t4(a) but t2(c) 6= t4(c).

There is an alternative way of considering Functional Dependencies using
partitions of the set of tuples T . Taking a set of attributes X ⊆ U , we define the
partition of tuples induced by this set as follows.

Definition 2. Let X ⊆ U be a set of attributes in a table T . Two tuples ti and
tj in T are equivalent w.r.t. X when:

ti ∼ tj ⇐⇒ ti(X) = tj(X)

Then, the partition of T induced by X is a set of equivalence classes:

ΠX(T ) = {c1, c2, . . . , cm}

For example, if we consider the table in Example 1, we have Πa(T ) =
{{t1, t3}, {t2, t4}}.

The set of all partitions of a set T is Part(T ). We can also notice that the
set of partitions of any set Part(T ) induces an ordering relation ≤:

∀Pi, Pj ∈ Part(T ) : Pi ≤ Pj ⇐⇒ ∀c ∈ Pi : ∃c′ ∈ Pj : c ⊆ c′

For example: {{t1}, {t2}, {t3, t4}} ≤ {{t1}, {t2, t3, t4}}. According to the par-
titions induced by a set of attributes, we have an alternative way of defining
necessary and sufficient conditions for a functional dependency to hold:



Proposition 1 ([15]). A functional dependency X → Y holds in T if and only
if ΠY (T ) ≤ ΠX(T ).

Again, taking the table in Example 1, we have that a → d holds and that
Πd ≤ Πa since Πa(T ) = {{t1, t3}, {t2, t4}} and Πd(T ) = {{t1, t3}, {t2, t4}}
(actually d→ a holds too).

2.3 Purity and Approximate Dependencies

We now present the definition of two generalizations of Functional Dependencies:
Purity Dependencies and Approximate Dependencies.

Example 2. This table is an ex-
cerpt of the Average Daily Tem-
perature Archive 4 from The Uni-
versity of Dayton, that shows the
month average temperatures for dif-
ferent cities.

id Month Year Av. Temp. City
t1 1 1995 36.4 Milan
t2 1 1996 33.8 Milan
t3 5 1996 63.1 Rome
t4 5 1997 59.6 Rome
t5 1 1998 41.4 Dallas
t6 1 1999 46.8 Dallas
t7 5 1996 84.5 Houston
t8 5 1998 80.2 Houston

Approximate Dependencies [15]. In a ta-
ble, there may be some tuples that prevent a
functional dependency from holding. Those tu-
ples can be seen as exceptions (or errors) for that
dependency. Removing such tuples allows the de-
pendency to exist: then a threshold can be set to
define a set of “approximate dependencies” hold-
ing in a table. For example, a threshold of 10%
means that all functional dependencies holding
after removing up to 10% of the tuples of a ta-
ble are valid approximate dependencies. The set
of tuples to be removed for validating a func-
tional dependency does not need to be the same for each approximate depen-
dency. Considering the dependency in Example 2 Month → Av.Temp, we can
check that 6 tuples should be removed before verifying the dependency: we keep
only one tuple for Month 1 and one tuple for Month 5 (actually just as if we
remove “duplicates”). Then, if the threshold is equal to or larger than 75%,
Month→ Av.Temp is a valid Approximate Dependency.

Purity Dependencies [27] are a generalization of the relationship between
partitions induced by the left-hand side and right-hand side of a functional de-
pendency. These dependencies are based on the relative impurity measure of two
partitions. In order to compute this impurity measure, we need a concave and
subadditive function defined on the interval [0, 1] (for example, the binary en-
tropy function). The intuition about this measure is that it computes how much
those partitions disagree, i.e. how far two partitions π and σ are from fulfilling
the relation π ≤ σ. In the case of approximate dependencies, this measure was
the number (or percentage) of tuples that had to be removed, but as for purity
dependencies, this measure can be more general. If the impurity measure is zero
(or close to zero), then π ≤ σ. It indicates that those tuples fulfil (or almost
fulfil) the relation π ≤ σ. The closer they are to the relation π ≤ σ, the closer
to zero will be their relative impurity.

For example, the impurity measure (details on this measure are given in [26])
of partition {{1, 2, 3}, {4, 5}} w.r.t. partition {{1, 2}, {3, 4, 5}} is 5.6, whereas the
impurity measure of partition {{1, 3}, {2, 5}, {4}} w.r.t. partition {{1, 2}, {3, 4, 5}}
is 8.2. In the first pair of partitions, only tuple 3 is misplaced, i.e. moving 3 from



one partition to another leads to the the same partitions, whereas in the sec-
ond example, the number of misplaced elements is larger (2, 3, and 4 should be
moved).

An important feature of this measure is that if a partition is finer than
another, then, their relative impurity measure is exactly 0. This implies that a
purity dependency X → Y holds if and only if the relative impurity of ΠX(T )
w.r.t. ΠY (T ) is below a user-defined threshold. Therefore, if ΠY (T ) ≤ ΠX(T ), a
functional dependency is a valid purity dependency, regardless of the threshold.

2.4 Similarity Dependencies

Similarity Dependencies [5] (these dependencies are called Differential Depen-
dencies in [28]) are another generalization of Funcional Dependencies. The intu-
ition behind these dependencies is that in Similarity Dependencies, we relax the
condition that states that X → Y holds if and only if for each pair of tuples,
the fact that if their values in attributes X are the same, their values in Y are
the same as well. For similarity dependencies, we change the are the same by
are similar.

In order to define Similarity Dependencies, we first define a tolerance relation
in a set S:

Definition 3. θ ⊆ S × S is a tolerance relation if:

1. ∀si ∈ S : siθsi (reflexivity)
2. ∀si, sj ∈ S : siθsj ⇐⇒ sjθsi (symmetry)

A tolerance relation is not necessarily transitive. Precisely, in this detail lies
the difference between Functional and Similarity Dependencies: in FD’s we had
that the relation = induced an equivalence relation, because it is obviously tran-
sitive, but in this case, we do not need to enforce this condition.

An example of a tolerance relation is the similarity that can be defined within
a set of integer values as follows. Given two integer values v1, v2 and a threshold
ε (user-defined): v1θv2 ⇐⇒ |v1 − v2| ≤ ε. For example, when S = {1, 2, 3, 4, 5}
and ε = 2, then S/θ = {{1, 2, 3}, {2, 3, 4}, {3, 4, 5}}. S/θ is not a partition as
transitivity does not apply.

A tolerance relation induces blocks of tolerance:

Definition 4. Given a set S, a subset K ⊆ S, and a tolerance relation θ ⊆ S×S,
K is a block of tolerance of θ if:

1. ∀x, y ∈ K : xθy (pairwise correspondence)
2. ∀z 6∈ K,∃u ∈ K : ¬(zθu) (maximality)

All elements in a tolerance block are in pairwise correspondence, and the
block is maximal with respect to the relation θ. The set of all tolerance blocks
induced by a tolerance relation θ on the set S is denoted by S/θ (by analogy with
the notation of equivalence classes). S/θ is a set of maximal subsets of S and as



such, S/θ ∈ ℘(℘(S)). The set of sets of tolerance blocks also induces a partial
order, as in the case of partitions. In fact, a tolerance relation and tolerance
blocks are a generalization of equivalence relations and equivalence classes.

Two tuples are similar w.r.t. a set of attributes X if and only if they are
similar w.r.t. each attributes in X. We now can define a similarity dependency :

Definition 5. Let X,Y ⊆ U : X → Y is a similarity dependency iff ∀ti, tj ∈ T :
tiθXtj ⇒ tiθY tj

Example 3. Going back to example 2, let us compute the Similarity Dependen-
cies that hold and that have the attribute Av. Temp. in their right-hand side).

Dependency Holds
Month -> Av. Temp N
Month, Year -> Av. Temp N
Month, City -> Av. Temp Y
Year -> Av. Temp N
Year, City -> Av. Temp N
City -> Av. Temp N

The only similarity dependency that holds isMonth,City → Av.Temp, using
the following similarity measures for each attribute: x θMonth y ⇐⇒ |x− y| ≤
0, x θY ear y ⇐⇒ |x − y| ≤ 0, x θCity y ⇐⇒ distance(x, y) ≤ 500 and
x θAv.Temp y ⇐⇒ |x− y| ≤ 10.

The similarity imposes that the month and year must be the same, whereas
the distance between cities should be less than 500 kilometers and the difference
between average temperatures should be less than 10 degrees (all these values
are of course arbitrary).

In particular, considering the tuples t1, t2: t1θMonth,Cityt2 since t1(Month) =
t2(Month) = 〈 1 〉 and t1(City) = t2(City) = 〈Milan 〉. From the other side, we
have that t1θAv.Temp.t2 since |36.4− 33.8| ≤ 10.

3 Formal Concept Analysis

Formal Concept Analysis (FCA) [12] is a mathematical framework allowing to
build a concept lattice from a binary relation between objects and their at-
tributes. The concept lattice can be represented by a diagram where classes of
objects/attributes and ordering relations between classes can be drawn, inter-
preted and used for data-mining, knowledge management and discovery [32,33].

We use standard definitions from [12]. Let G and M be arbitrary sets and
I ⊆ G×M be an arbitrary binary relation betweenG andM . The triple (G,M, I)
is called a formal context. Each g ∈ G is interpreted as an object, each m ∈ M
is interpreted as an attribute. The statement (g,m) ∈ I is interpreted as “g has
attribute m”. The two following derivation operators (·)′:

A′ = {m ∈M | ∀g ∈ A : gIm} for A ⊆ G,
B′ = {g ∈ G | ∀m ∈ B : gIm} for B ⊆M



define a Galois connection between the powersets of G and M . The derivation
operators {(·)′, (·)′} put in relation elements of the lattices (℘(G),⊆) of objects
and (℘(M),⊆) of attributes and reciprocally. A Galois connection induces closure
operators (·)′′ and realizes a one-to-one correspondence between all closed sets
of objects and all closed sets of attributes. For A ⊆ G, B ⊆ M , a pair (A,B)
such that A′ = B and B′ = A, is called a formal concept. Concepts are partially
ordered by (A1, B1) ≤ (A2, B2) ⇔ A1 ⊆ A2 (⇔ B2 ⊆ B1). (A1, B1) is a sub-
concept of (A2, B2), while the latter is a super-concept of (A1, B1). With respect
to this partial order, the set of all formal concepts forms a complete lattice called
the concept lattice of the formal context (G,M, I), i.e. any subset of concepts has
both a supremum (join ∨) and an infimum (meet ∧) [12]. For a concept (A,B)
the set A is called the extent and the set B the intent of the concept. The set
of all concepts of a formal context (G,M, I) is denoted by B(G,M, I) while the
concept lattice is denoted by B(G,M, I).

An implication of a formal context (G,M, I) is denoted byX → Y ,X,Y ⊆M
and means that all objects from G having the attributes in X also have the
attributes in Y , i.e. X ′ ⊆ Y ′. Implications obey the Amstrong rules (reflexivity,
augmentation, transitivity). A minimal subset of implications (in sense of its
cardinality) from which all implications can be deduced with Amstrong rules is
called the Duquenne-Guigues basis [14].

Objects described by non binary attributes can be represented in FCA as a
many-valued context (G,M,W, I) with a set of objects G, a set of attributes M ,
a set of attribute values W and a ternary relation I ⊆ G×M×W . The statement
(g,m,w) ∈ I, also written g(m) = w, means that “the value of attribute m taken
by object g is w”. The relation I verifies that g(m) = w and g(m) = v always
implies w = v. For applying the FCA machinery, a many-valued context can
be transformed into a formal context with a conceptual scaling. The choice of
a scale should be wisely done w.r.t. data and goals since it affects the size, the
interpretation, and the computation of the resulting concept lattice. This will
be discussed in the next section.

4 Computation of FD’s

There are different algorithms that deal with the computation of FD’s. One of the
most well-known is TANE [15], which is based on the incremental computation
of equivalence classes of tuples. FD Mine [35] takes the approach of reducing
the number of candidate dependencies by using the axioms that apply to them.
Approximate Dependencies computation is explained in [15], and other different
kind of FD-alike dependencies can be found in [29] and [30].

In this paper, we focus on the computation of FD’s and Similarity Depen-
dencies within the framework of Formal Concept Analysis. The most well-known
method [12,1] is called binarization, and consists in transforming (implicitly) a
many-valued set of data into a binary context. This transformation allows us to
build a formal context. In order to define this formal context, we need to define
first the set of objects:



G = {(ti, tj) | i < j and ti, tj ∈ T}

This corresponds to the set of all pairs of tuples from T (excluding symmetry
and reflexivity). The relation of the context is defined as:

(ti, tj) I x⇔ ti(x) = tj(x)

It is important to realize that the formal context K = (G,U , I) depends
entirely on the table T , since both G and U do, but this dependency is not
explicitly shown in the definition of this context. Figure 1 presents an example
of this binarization.

We can see that the size of this context can be of the order of O(|T 2|) (where
|T | is the number of tuples of T ), so it can be significantly bigger than the
original set of data.

id a b c d

t1 1 2 3 1
t2 1 2 1 4
t3 1 1 3 4
t4 2 2 3 4

id a b c d

(t1, t2) x x
(t1, t3) x x
(t1, t4) x x
(t2, t3) x x
(t2, t4) x x
(t3, t4) x x

Fig. 1. A data table T (left) with its associated formal context (B2(G),M, I) (right).

Another FCA-oriented option is that of scaling. This alternative consists in
creating a formal context such that its attributes are all possible values that can
appear in a table (see [12] for a more detailed explanation). The problem of this
approach is that it depends on the number of different values that a table may
contain, which, in most cases, can be an extreamly large number of them.

Both methods suffer from the same drawback: the fact that, the transforma-
tion of the original data into a formal context can be too costly in terms of size
w.r.t. the original dataset.

In order to overcome this burden, [4] and [5] propose the use of Pattern
Structures (an extension of Formal Concept Analysis). In the next section, we
review some details of this approach.

5 Pattern Structures in Formal Concept Analysis

Our interest lies in handling numerical data within FCA. Hence, we recall here
the formalism of pattern structures that can be understood as a generalization
towards complex data, i.e. objects taking descriptions in a partially ordered set.
In the case of pattern structures, the descriptions will be taken from meet-semi-
lattices, which arise naturally from a partial order [19].



A pattern structure is defined as a generalization of a formal context de-
scribing complex data [11]. Formally, let G be a set of objects, let (D,u) be a
meet-semi-lattice of potential object descriptions and let δ : G −→ D be a map-
ping associating each object with its description. Then (G, (D,u), δ) is a pattern
structure. Elements of D are patterns and are ordered by a subsumption relation
v: ∀c, d ∈ D, c v d ⇐⇒ c u d = c. A pattern structure (G, (D,u), δ) gives rise
to two derivation operators (·)�:

A� =
l

g∈A

δ(g) for A ⊆ G

d� = {g ∈ G|d v δ(g)} for d ∈ (D,u).

These operators form a Galois connection between (2G,⊆) and (D,u). Pattern
concepts of (G, (D,u), δ) are pairs of the form (A, d), A ⊆ G, d ∈ (D,u), such
that A� = d and A = d�. For a pattern concept (A, d), d is a pattern intent and
is the common description of all objects in A, the pattern extent. When partially
ordered by (A1, d1) ≤ (A2, d2)⇔ A1 ⊆ A2 (⇔ d2 v d1), the set of all concepts
forms a complete lattice called pattern concept lattice.

6 Functional Dependencies and Their Variations with
FCA and Pattern Structures

Consider a numerical table as a many-valued context (G,M,W, I) where G cor-
responds to the set of objects (”rows”), M to the set of attributes (”columns”),
W the data domain (”all distinct values of the table”) and I ⊆ G ×M ×W a
relation such that (g,m,w) ∈ I also written m(g) = w means that attribute m
takes the value w for the object g [12].

We now show how the Functional Dependencies and Similarity Dependencies
can be characterized using pattern structures and FCA. We first have to define
the set of formal objects, which in both cases are the set of attributes that are
present in the original table. Then, given an attribute m ∈ M , its description
δ(m) is given by the sets induced by the respective relations within the set of tu-
ples: the equivalence relation defined in Section 2.2 for Functional Dependencies
and the tolerance relation defined in Section 2.4 for Similarity Dependencies. In
both cases, the description of an attribute is a set of sets of tuples. In the case of
FD’s, this will be a partition, in the case of Similarity Dependencies, it will be
a set of tolerance blocks. For instance, in the case of Functional Dependencies,
the description of an attribute will be given by a partition over G such that any
two elements g, h of the same class take the same values for the attribute m, i.e.
m(g) = m(h).

Since in both cases the set of descriptions obey to a partial order, our
initial numerical table (G,M,W, I) can be represented as a pattern structure
(M, (D,u,t), δ) where M is the set of original attributes, and (D,u,t) is the
lattice of partitions or tolerance blocks over G.

Therefore, we have that, for a given set of attributes X ⊆ U , its description
is {X}�. We remark that {X}� depends on the definition of the pattern formal



context defined, which, in turn, depends on the definition of the description of
the attributes. Table 1 shows an example of the description of all the attributes
of a table, in the case that the description is computed according to the binary
relation in Definition 2.

id A B C D

1 1 3 7 2

2 1 3 4 5

3 3 5 2 2

4 3 3 4 8

m ∈M δ(m) ∈ (D,u,t)

A {{1, 2}, {3, 4}}
B {{1, 2, 4}, {3}}
C {{1}, {2, 4}, {3}}
D {{1, 3}, {2}, {4}}

Table 1. The original data (left), the resulting pattern structure (right)

We now can state how this formal pattern context characterizes the set of
Functional Dependencies or Similarity Dependencies that hold in a dataset:

Proposition 2 ([5]). A functional (similarity) dependency X → Y holds in a
table T if and only if: {X}� = {XY }� in the pattern structure (M, (D,u), δ).

7 Conclusions and Future Work

In this paper we have presented Functional Dependencies and other generaliza-
tions, and we have discussed how those dependencies are relevant and of interest
to data analysis, and we have focused on FCA-based characterizations.

We have also discussed that the classical methods in FCA for computing
dependencies have a computational cost that may be, in some cases, unfeasable.
Pattern Structures are a way to overcome this problem. We have presented a
way to apply this framework in order to characterize Functional and Similarity
Dependencies. Experiments [5,6] seem to confirm the validity of this approach.

Future work should advance into two different (yet, complementary) paths:
on the one hand, it is needed to perform more experiments and evaluate them
more precisely, in terms of speed as well as memory usage. On the other hand,
it is also needed to use this same framework in order to characterize other kinds
of dependencies which have been discussed in this paper. This would include
Approximate, Purity, Fuzzy Dependencies, among others.
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