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This paper concerns the control of a diffusion equation with unknown or uncertain
diffusivity. The purpose is to demonstrate the capabilities of adaptive control based on the
identification of the unknown diffusion coefficient. This problem is similar to the control
of flow with unknown Reynolds number which will be investigated in a future publication.
The present version gives only the main ideas which will be fully detailed in the final version
of the paper.

Notation

We use the subscript notation for partial derivative, for example ξx(x, y) represents the derivative of
the dependent variable ξ(x, y) with respect to the independent variable x, ∂ξ/∂x, and similarly ξxy(x, y) =
∂2ξ/∂x∂y. ξi,j denotes the value of a dependent variable in a point (i∆x, j∆y) on a grid of discretized positions,
where ∆x and ∆y represent the discretization steps in each of the two independent variables.

I. Introduction

In the control of systems from all areas of engineering, model based designs are often found. These are
based on computing a control law from knowledge upon the system given by some kind of modeling of the
input-output behavior. However, in practical control applications, there often exist unknown or uncertain
parameters. This is the case also in the problem of flow control where various parameters are unknown,
depending on the characteristics of the system, and can change their values over time. Therefore, robust
or adaptive control techniques have been used to improve performances with respect to uncertainties in the
model of the system.

In model based control (MBC), uncertainties in the modeling of the system play an important role on
performances. They can influence the stability of the closed loop system, the reference tracking capabilities
or disturbance rejection efficiency. Two main approaches have been developed for dealing with uncertainties.
One of them is robust control and it is based on designing a linear controller capable of maintaining good
performances under reasonable parametric uncertainties. The second is adaptive control,1 which tries to
estimate the uncertainty and update the controller in order to adapt to the changing environment. The
first approach is popular for its simplicity, but the second is more efficient when the level of uncertainty is
important, as is the case in this article. In fact, we study the reference tracking capability under an uncertain
parameter (the unknown diffusivity) and, as it will be shown in the simulation section, the static gain matrix
plays an important role here. However, when the diffusivity parameter changes its value, the gain matrix
needs to be updated, otherwise very large differences from the desired values are obtained. For this purpose,
it is necessary to estimate the true value of the diffusivity and update the controller.

The presented method is a step towards the adaptive control of flow with unknown or time-varying
Reynolds number. But different from the usual objective of stabilization around an equilibrium position,
as is the case in various flow control papers2,3, 4, 5, 6 , we are interested here in tracking a certain reference
signal7 . It is well known that the robustness of flow control algorithms is very dependent on this parameter
and instability can occur if the linearized system is ”too far away”, from a robust stability point of view,
from the real system8 . A solution can be the design of adaptive or gain scheduled controllers but some of the
parameters of the true system have to be estimated. The solution proposed in this paper for the estimation
of a diffusion equation provides a promising solution for this problem.
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In the next sections of this article, we describe the classical approach to modeling infinite dimensional
systems, as it is the case in flow control, which is spatial discretization using a carefully chosen set of
grid points. A basic method of approximation is presented in section II and applied in section III to the
discretization of the diffusion equation with time-varying diffusivity. Then, in section IV, we describe the
indirect adaptive control approach that is the main idea presented in this article. Some simulation results
are shown in section V. Finally, section VI concludes the paper.

II. Finite-difference approximation method

Most of the systems encountered in nature can be described by partial differential equations (PDEs).
Therefore, in an attempt to control such systems, the need to better understand them arises. As such,
numerical analysis has seen a lot of development in the last decades as the computational power of personal
computers increased. Numerical analysis is based upon discretisation of PDEs and various techniques have
been described.

In this section, a brief review of the finite-difference method (FDM) is presented (for a more in depth
description see9). This method is based on approximating derivatives by differences, resulting in an algebraic
representation of the PDEs. The first step is to replace the continuous domain by a finite-difference mesh.
For a two-dimensional (2-D) problem, ξ(x, y) is replaced by ξ(i∆x, j∆y) (written also ξi,j) for given distance
increments ∆x and ∆y.

Recall next the definition of the derivative of a function ξ(x, y) at x = x0, y = y0:

∂ξ

∂x
= lim

∆x→0

ξ(x0 + ∆x, y0)− ξ(x0, y0)
∆x . (1)

Another way to find this equation is by considering first a Taylor-series expansion for ξ(x0 + ∆x, y0)
about ξ(x0, y0) which is given by

ξ(x0 + ∆x, y0) = ξ(x0, y0) + ∂ξ

∂x

∣∣∣∣
0

∆x+ ∂2ξ

∂x2

∣∣∣∣
0

(∆x)2

2! + . . . (2)

or in the (i, j) notation

ξi+1,j = ξi,j + ∂ξ

∂x

∣∣∣∣
i,j

∆x+ ∂2ξ

∂x2

∣∣∣∣
i,j

(∆x)2

2! + . . . (3)

which gives
∂ξ

∂x

∣∣∣∣
i,j

= ξi+1,j − ξi,j
∆x +O(∆x), (4)

where (ξi+1,j − ξi,j)/∆x represents the ”forward” finite-difference approximation of the derivative and O(∆x)
is the truncation error between the derivative and the proposed representation.

In a similar manner, it is also possible to find a ”backward” formula

∂ξ

∂x

∣∣∣∣
i,j

= ξi,j − ξi−1,j

∆x +O(∆x) (5)

and a ”central” formula
∂ξ

∂x

∣∣∣∣
i,j

= ξi+1,j − ξi−1,j

2∆x +O(∆x)2. (6)

As for the second derivative, this can be evaluated using the central difference formula

∂2ξ

∂x2

∣∣∣∣
i,j

= ξi+1,j − 2ξi,j + ξi−1,j

(∆x)2 +O(∆x)2. (7)

III. Diffusion equation

Consider the following diffusion equation, described by the initial boundary value problem (IBVP):

ξt(x, t) = θ∗ξxx(x, t) + bT (x)u(t), x ∈ (0, 1) , t > 0, (8)
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with boundary conditions (BCs)
ξx(0, t) = ξx(1, t) = 0, (9)

and initial condition (IC)
ξ(x, 0) = ξ0(x) (10)

where ξ(x, t) represents the system state, u(t) is a control signal, and θ∗ is a positive unknown and possibly
time-varying parameter that represents the diffusivity. This is also known as the heat equation with time-
varying thermal conductivity.

The input influences the PDE (8) only at certain locations specified by the input shaping function

bT (x) = [b1(x) b2(x) . . . b10(x)] (11)

with

bi+1(x) =
{

1, 0.1i < x < 0.1 + 0.1i

0, otherwise,
(12)

∀i ∈ {0, 1, 2, 3}.
The output is described by the equation

y(t) =
∫ 1

0
ξ(x, t)c(x)dx, t > 0. (13)

where c(x) is given by
cT (x) = [c1(x) c2(x) . . . c80(x)] (14)

with

ci+1(x) =
{

1, i
80 < x < i+1

80

0, otherwise
(15)

The eigenvalues of the PDE (8) can be computed as

λi = −θ∗(i− 1)2π2, i ≥ 1. (16)

Note that the system has one zero eigenvalue and an infinity of negative ones. The numerical simulation
of the IBVP can be done by using the method of lines. The semi-discretisation of the PDE is done on the
spatial domain by dividing the interval on which x is defined into N − 1 equal subintervals, obtaining thus
N grid points. The method of lines is used in initial boundary value problems and it consists in discretising
the system along all minus one of the variables. This results in a system of ordinary differential equations
(ODE) which can be solved using various existing methods (see for example the Euler method and the various
alternatives of the Runge-Kutta method described in10) efficiently implemented in simulation software such
as MATLAB, Maple, Mathematica, or Scilab.

After discretization and taking into account the boundary conditions, a lumped parameter system des-
cribed by a state space representation of the form

χ̇(t) = θ∗ALχ(t) +BLu(t), (17a)
yL(t) = CLχ(t), (17b)

is obtained, where χ ∈ RN , AL ∈ RN,N

AL = 1
∆x2



−2 2 0 0 0 . . . 0
1 −2 1 0 0 . . . 0
0 1 −2 1 0 . . . 0
...

. . . . . . . . .
...

0 . . . 0 1 −2 1 0
0 . . . 0 0 1 −2 1
0 . . . 0 0 0 2 −2


, (18)
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BL ∈ RN,10, and CL ∈ RN,N have zero values everywhere exception of a few elements of value 1 at grid
positions corresponding to eqs. (12) and (15). Note that with the given output shaping function, CL = IN
and therefore yL(t) = χ(t). The diffusivity is considered as time-varying and the spatial discretization step
is ∆x = 1

N−1 . Note that, even though y(t) and yL(t) have the same dimensions, they differ as y(t) represents
the true output from the distributed parameters systems while yL(t) is the output from the space discretized
system and represents an approximation of y(t).

IV. Estimation and adaptive control

We are interested here in the adaptive control of the unknown or uncertain diffusion equation in order
to follow a prespecified profile. The following control is considered

u(t) = ur(t) + uχ(t) = G · r(t)−K · y(t), (19)

where G is designed to assure unit static gain transfer from input r(t) to output y(t), and K is a state
feedback gain, as shown also in figure 1. In the next subsections we further detail the controller design and
identification methods.

A. Linear controller design for reference tracking

From the state space representation it is straightforward to obtain the input-output transfer matrix of the
closed loop system with feedback gain K and feedforward gain G11

HCL(s) = G · C(s · IN − θ∗AL +BL ·K)−1B (20)

and using the final value theorem, it is easy to compute G for unit static gain from input to output as

G = −(C(θ∗AL −BL ·K)−1B)−1. (21)

P
(Time-varying diffusion 

equation)

K
(state feedback matrix)

G
(unit static gain matrix)

r(t)
reference

-
+

y(t)u(t)

Figura 1. Closed loop state feedback control scheme with unit static gain.

Regarding the state feedback gain matrix K, a linear quadratic regulator (LQR) design method12 is used
in this paper. More precisely, it is an optimal controller design methodology for continuous time state space
systems of the form (17), which allows to design a control of the form

uχ(t) = −Kχ(t) (22)

that minimizes a quadratic cost function of the form

J =
∫ ∞

0
(χTQχ+ uTRu)dt. (23)

In the last equation, Q and R are state and input weighting matrices chosen in order to satisfy certain design
restrictions. The solution of the state feedback gain matrix is given by

K = R−1BTLP, (24)

where P is found by solving a continuous time algebraic Riccati equation

ATLP + PAL − PBLR−1BTLP +Q = 0. (25)
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B. Identification of the unknown diffusivity

As already mentioned in the introduction, the estimation of the unknown parameter plays an important
role and can improve performances by use in an adaptive control scheme. In this subsection, we detail the
algorithm used for the estimation of the unknown diffusivity. The algorithm development is done under
the assumption of unknown but positive and constant diffusivity θ∗ (as it is also the case for the Reynolds
number)

χ̇(t) = θ∗ALχ(t) +BLu(t). (26)

The idea is that of considering an estimator of the unknown system (where the unknown is represented by
the parameter θ∗)

˙̂χ(t) = θ̂(t)ALχ̂(t) +BLu(t), (27)

θ̂(t) denoting the estimated value of θ∗ at time t. The difference between the true and the estimated
parameter defines the estimation error

θ̃(t) = θ∗ − θ̂(t). (28)

The state estimation error is then given by

ε(t) = χ(t)− χ̂(t) (29)

and its time derivative can be calculated as

ε̇(t) = χ̇(t)− ˙̂χ(t) = θ∗ALχ(t)− θ̂(t)ALχ̂(t). (30)

A Lyapunov design approach will be used next to estimate the unknown parameter. This technique is
often used in the analysis of the stability of dynamic systems. The basic idea consists in finding a Lyapunov
function which represents the energy of the system. This function has to be positive definite everywhere
except at the origin. If furthermore its time derivative is negative definite, the origin of the system is
asymptotically stable. In our case, the origin is defined as the unknown parameter θ∗, hence estimation of
this parameter can be realized by designing an appropriate Lyapunov function and update law for θ̂(t). When
the time derivative of the Lyapunov function is not negative definite, a persistence of excitation condition13

has to be added, which basically means that the input of the system is reach enough in frequency in order
to obtain at the output the necessary information needed for estimation.

Consider a Lyapunov candidate function

V = ε(t)TPε(t) + θ̃2(t), (31)

where P is chosen such that
ATLP + PAL = −Q (32)

and Q is any N × N symmetric positive definite matrix.1 One can see that V is positive semi-definite,
because P obtained from (32) is positive definite. A persistent excitation condition has to be considered, as
will be detailed next, to ensure that V is equal to zero only at the origin (θ̂(t) = θ∗).

The time derivative of V is then given by

V̇ = εT (t)P ε̇(t) + ε̇T (t)Pε(t) + 2θ̃(t) ˙̃θ(t) (33)

and taking into account that ε̇(t) can be manipulated by adding and subtracting θ∗ALχ̂(t) into

ε̇(t) = θ∗ALχ(t)− θ̂(t)ALχ̂(t) + θ∗ALχ̂(t)− θ∗ALχ̂(t) = θ∗ALε(t) + θ̃(t)ALχ̂(t). (34)

then V̇ becomes
V̇ = θ∗εT (t)(ATLP + PAL)ε(t) + 2θ̃(t)εT (t)PALχ(t) + 2θ̃(t) ˙̃θ(t). (35)

From the last equation, in order to eliminate the last two terms, it is useful to consider the update law
for the estimation of θ∗ as ˙̂

θ(t) = −εT (t)PALχ(t), (36)

leading to
˙̃θ(t) = d

dt

(
θ∗ − θ̂(t)

)
= − ˙̂

θ(t) = εT (t)PALχ(t). (37)
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Taking into account (35), (32), and the fact that θ∗ is always positive, it remains that V̇ ≤ 0. With this
result, the Lyapunov stability theorem can be applied taking into account also a persistent excitation (PE)
condition to conclude on the convergence of the proposed estimator1 . This is done in order to complement
the fact the the time derivative of the Lyapunov function is not negative definite but negative semi-definite.
Usually in adaptive control and parametric identification, the PE condition is used in order to ensure that
the convergence to zero of the estimation error is not due to a some unfortunate combination of input signals
but is due to the convergence of the parameters to the true ones. In our case, for the estimation of a single
parameter, the PE condition resumes to the input being different than zero. Therefore, a step signal is
sufficient for estimation and this condition is always satisfied.

Remark 1: this estimator has been developed under the assumption of known system matrices AL and
BL. Although in reality these are not known exactly, sufficiently good approximations can be obtained which
will ensure that V̇ ≤ 0.

Remark 2: current work concerns the design of a linear parameter varying (LPV) control law with the
diffusivity as time-varying parameter. The most important difficulty being that in LPV control measurement
instead of estimation is assumed for the scheduling parameter. This would however play nicely in flow control,
where, given for example the control of the Poiseuille flow, it would allow design of LPV controllers using as
time-varying scheduling parameter the Reynolds number.

C. Indirect adaptive control

For the purpose of tracking a certain reference signal, r(t), it is important to compute update the matrix G
in real time so that unit static gain from input to output is assured, otherwise the reference signal can not
be tracked efficiently.

Using the described parametric estimation procedure, we can obtain the value of the diffusivity and
update the gain matrix from (21)

Ĝ(t) = −
(
C
(
θ̂(t)AL −BL ·K

)−1
B

)−1
. (38)

V. Simulation results

In this section we consider the control of temperature on a one dimensional heat conductor which is one
of the possible systems that can be described through the IBVP (8)-(10). We consider the non-dimensional
equation and a spatial discretisation with N = 120 (further reduction of this model can be obtained using
standard model reduction techniques from the literature). To simulate the true system, we consider a finite
difference discretization with N = 600 points.
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Figura 2. Comparison of desired and obtained temperature profiles for the unknown diffusion system (non-
adaptive case).

In the following simulation examples we motivate the interest of using the proposed adaptive control
technique. First, in figure 2, the obtained temperature profile is shown in the non-adaptive case. The large
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difference between the desired and the measured profiles comes from the fact that the gain matrix G is
computed for a 0.1 value of the diffusivity, while the true one is 3.

The behavior in a realistic setup, where the real process has been simulated using a finite-difference
discretization with N = 600 points, while for the controller design the same model as before (with N = 120)
has been used. In this case, the matrices AL, BL, and CL represent approximations of the true system. The
diffusivity estimation result is shown in figure 4. A small deviation from the true value is observed which
has as a consequence a deviation from the desired reference as can be seen in figure3.
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Figura 3. Comparison of desired and obtained temperature profiles for the unknown diffusion system - realistic
setup (adaptive case).
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Figura 4. Estimation of the diffusivity - realistic setup (the true value is 3, the initial value is 0.1).

For the adaptive case and perfect modeling (that is, the model and the true system are represented by
the same AL, BL, and CL), one obtains the profile as shown in figure 5. The reference signal is tracked
perfectly at the output of the system. This is because the diffusivity is estimated very well, see figure 6,
allowing thus to update the gain matrix G to its correct value.

VI. Concluding remarks

In this article, we have presented an adaptive control approach for reference tracking on an unknown
diffusivity equation based on a first step of estimating the unknown parameter and then updating a static
gain matrix. A Lyapunov design approach is used and convergence of the parameter estimator is shown.
Simulation results are given to validate the design. It is believed that this method can be further developed
for use in control of flow with unknown Reynolds number.
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Figura 5. Comparison of desired and obtained temperature profiles for the unknown diffusion system (adaptive
case).
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Figura 6. Estimation of the diffusivity (the true value is 3, the initial value is 0.1).
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