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Abstract. We present some improvements of Zenon Modulo and the application of this tool to sets of problems coming from set theory. Zenon Modulo is an extension of the tableau-based first order automated theorem prover Zenon to deduction modulo. Deduction modulo is an extension of predicate calculus, which allows us to rewrite terms as well as propositions, and which is well-suited for proof-search in axiomatic theories, as it turns axioms into rewrite rules. The improvements discussed here consist in a better heuristic to automatically build rewrite systems given a set of axioms, and some optimizations in the rewriting process used during the proof search. We also present some updated results obtained on benchmarks provided by the TPTP library for set theory categories. Finally, we discuss some recent work about the application of our tool to the B method set theory, in particular the way we treat equality and the comprehension scheme.
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1 Introduction

The development of large-scale industrial projects based on formal software is constrained by the efficiency of verification tools that themselves rely on automated theorem provers to mechanize a maximal part of the formalization process. Therefore, to allow a wider dissemination of these techniques, a particular attention must be paid to the development of automated theorem prover. Since many formal developments may be based on specific theories, like the widely used B method [1] which relies on a particular typed set theory, we must pay attention to reason within axiomatic theories. A solution to improve verification tools is to combine different approaches in automated deduction and specialize them for a specific theory, like SMT solvers.

The BWare project [17] aims to provide a generic platform relying on different theorem provers (first order provers and SMT solvers) to verify proof obligations coming from the development of industrial applications using the B method.

* This work is supported by the BWare project [17] (ANR-12-INSE-0010) funded by the INS programme of the French National Research Agency (ANR).
As part of this project, the development of Zenon Modulo [10] is driven by its application to set theory.

Our approach is to extend the tableau-based first order automated theorem prover Zenon [6] to deduction modulo [11]. Deduction modulo is an extension of predicate calculus, which allows to rewrite terms as well as propositions. This is well suited for proof-search in axiomatic theories, as it turns axioms into rewrite rules. For instance, we can express Zermelo set theory without any axiom [12], and turn non-deterministic proof-search among axioms into computations, which reduces the proof-search space. Moreover, Zenon Modulo, like Zenon, adopts a certifying approach and produces proof certificates that can be checked by external proof checkers. Since the proofs produced by Zenon Modulo should keep the advantage of conciseness of deduction modulo, we do not want to record all the computational steps of rewriting [9]. As a result, in order to verify such proofs, we use Dedukti [4], a simple proof checker based on the λΠ-calculus modulo which can deal with rewriting.

We also present an updated heuristic, used by Zenon Modulo to automatically transform axioms into rewrite rules. The new heuristic captures more axioms and guarantees to have a more meaningful rewrite system and impacts both rewrite rules over terms and over propositions. We should notice here that this heuristic has been developed to be used as a preprocessing tool that allows a fully automatic use of Zenon Modulo on problems in the TPTP format. A second option is to give manually the rewrite system to Zenon Modulo. This second option is the one chosen for the B method set theory since there is a limited number of axioms and definitions, and we can afford to design a customized rewrite system.

To assess our approach, we apply this new heuristic to the SET and SEU categories of the first-order problems of the TPTP library [16] which deal with set theory, and compare results obtained by Zenon and Zenon Modulo with both heuristics. In particular, we exhibit some examples of difficult problems that can be proved by our tool using the new heuristic.

Finally, we discuss the application of Zenon Modulo to the B method set theory [1]. We will especially focus on equality and the comprehension scheme in first order logic.

This paper is organized as follows: in Sec. 2, we first introduce the basic notions of deduction modulo and its application to Zenon Modulo; we then present in Sec. 3 the new heuristic for Zenon Modulo; we expose in Sec. 4 the experimental results obtained on the benchmarks provided by the TPTP library; finally, in Sec. 5, we discuss the ongoing work on the B set theory.

2 Zenon with Deduction Modulo

Zenon Modulo [10] is an extension of the tableau-based first order automated theorem prover Zenon [6] to deduction modulo [11]. This extension is partially inspired by the presentation of tableaux modulo in [5]. The proof-search rules
are applied with the usual tableau method: starting from the negation of the goal, apply the rules in a top-down fashion to build a tree. When all branches can be closed by applying a closure rule, the tree itself is said closed, and this closed tree is a proof of the goal.

Deduction modulo [11] extends the predicate calculus by introducing a congruence relation over propositions and the ability to perform conversion between propositions that are equivalent modulo the congruence. Given a set of axioms, the congruence is generated by the rewrite system coming from the transformation of axioms into rewrite rules. One of the major interests of deduction modulo lies in reasoning modulo this congruence, since it reduces the search space by removal of axioms from the context. For example, considering the following definition of inclusion in set theory:

\[ \forall X, Y \ (X \subseteq Y \leftrightarrow \forall x \ (x \in X \Rightarrow x \in Y)) \]

The proof of \( A \subseteq A \) produced by Zenon has the following shape:

\[
\begin{align*}
\neg(A \subseteq A), \forall X, Y \ (X \subseteq Y \leftrightarrow \forall x \ (x \in X \Rightarrow x \in Y)) & \quad \gamma_{\text{inst}} \\
\forall Y \ (A \subseteq Y \leftrightarrow \forall x \ (x \in A \Rightarrow x \in Y)) & \quad \gamma_{\text{inst}} \\
A \subseteq A \leftrightarrow \forall x \ (x \in A \Rightarrow x \in A) & \quad \beta_{\Rightarrow} \\
\neg \forall x \ (x \in A \Rightarrow x \in A) & \quad \alpha_{\neg \forall} \\
A \subseteq A & \quad \alpha_{A \subseteq A} \\
\tau \in A, \neg(\tau \in A) & \quad \alpha_{\neg \Rightarrow} \\
\end{align*}
\]

where \( \tau = \epsilon x. \neg(x \in A \Rightarrow x \in A) \) is a Hilbert epsilon-term formed with a variable \( x \) and the formula \( \neg(x \in A \Rightarrow x \in A) \), which is the formula existentially quantified over. The Hilbert epsilon-term denotes the term that satisfies the formula, seen as a predicate on \( x \), if it exists [18]. It can be seen as a Skolem term that records the formula itself.

Deduction modulo replaces the axiom by the rewrite rule, where \( X \) and \( Y \) are variables: \( X \subseteq Y \rightarrow \forall x \ (x \in X \Rightarrow x \in Y) \)

The proof produced by Zenon Modulo is then:

\[
\begin{align*}
\neg(A \subseteq A) & \quad \delta_{\neg \forall}, \ A \subseteq A \rightarrow \forall x \ (x \in A \Rightarrow x \in A) \\
\neg(\tau \in A \Rightarrow \tau \in A) & \quad \alpha_{\neg \Rightarrow} \\
\tau \in A, \neg(\tau \in A) & \quad \alpha_{\neg \Rightarrow} \\
\end{align*}
\]

where \( \tau = \epsilon x. \neg(x \in A \Rightarrow x \in A) \).

It can be seen that computations are interleaved with the deduction rules. It can be noticed that the proof is much simpler than the one produced by Zenon. In addition to simplicity, deduction modulo also allows for unbounded proof size reduction [7].
3 Building Theories Modulo

Dealing with large sets of axioms is quite difficult when building theories modulo. In the TPTP library [16], the first order problems category has almost 7,000,000 axioms and the subset of set theory problems has more than 170,000 axioms. Since we cannot manually build rewrite systems for such large sets of axioms, we develop a heuristic to automatically turn axioms into rewrite rules.

The heuristic described below is based on the following guidelines. We never introduce a free variable that was not bound at the head of the formula by a universal quantifier. For rewrite rules over terms, we want to capture equality properties of terms, except axioms expressing commutativity for obvious termination reasons. We also excluded to rewrite a variable to a more complicated term for the same reason. For rewrite rules over propositions, we select axioms expressing equivalence properties of propositions. The left hand side of the rewrite rule must be an atom, or its negation, as required by deduction modulo [11], and the right hand side may be any proposition. We also handle cases where the atomic proposition is an equality, in this case we require that at least one side of the equality is a function symbol. Moreover, axioms with just an atomic proposition, or its negation, are turned to rewrite to true, and false respectively. Finally, conjunctions of propositions that satisfy one of the previous conditions, are separated into multiple rewrite rules, accordingly to the logical equivalence of \( \forall \bar{x} \phi \land \psi \) and \( \forall \bar{x} \phi \land \forall \bar{x} \psi \), where \( \phi \) and \( \psi \) are two arbitrary formulas.

In the following, \( t_1 \) and \( t_2 \) are terms, \( P \) is an atomic formula that is not an equation, and \( \varphi \) is an arbitrary formula. \( FV(\varphi) \) refers to the set of free variables of \( \varphi \). Here are the shapes of axioms that are handled by our heuristic and the corresponding rewrite rule that is generated:

- \( \forall \bar{x} t_1 = t_2 \)
  - If \( FV(t_2) \subseteq FV(t_1) \) and \( t_1 \) is not a variable, then the term rewrite rule \( t_1 \rightarrow t_2 \) is generated;
  - Otherwise, if \( FV(t_1) \subseteq FV(t_2) \) and \( t_2 \) is not a variable, then the term rewrite rule \( t_2 \rightarrow t_1 \) is generated;
  - In addition, all axioms expressing the commutativity of a given symbol are excluded.

- \( \forall \bar{x} P \) (resp. \( \forall \bar{x} \neg P \))
  - The proposition rewrite rule \( P \rightarrow \top \) is generated (resp. \( P \rightarrow \bot \)).

- \( \forall \bar{x} P \leftrightarrow \varphi \) (resp. \( \forall \bar{x} \neg P \leftrightarrow \varphi \))
  - If \( FV(\varphi) \subseteq FV(P) \), then the proposition rewrite rule \( P \rightarrow \varphi \) is generated (resp. \( P \rightarrow \neg \varphi \));
  - Otherwise, if \( \varphi \) is a literal and \( FV(P) \subseteq FV(\varphi) \), then we apply the heuristic to the formula \( \forall \bar{x} \varphi \leftrightarrow P \) (resp. \( \forall \bar{x} \varphi \leftrightarrow \neg P \)).
\( \forall \bar{x} \left( t_1 = t_2 \iff \varphi \right) \) (resp. \( \forall \bar{x} \neg (t_1 = t_2) \iff \varphi \) )

- If \( \text{FV}(\varphi) \subseteq \text{FV}(t_1) \cup \text{FV}(t_2) \) and at least one of the two terms \( t_1 \) and \( t_2 \) is not a variable, then the proposition rewrite rule \( (t_1 = t_2) \rightarrow \varphi \) is generated (resp. \( (t_1 = t_2) \rightarrow \neg \varphi \)).

The main difference between this new heuristic and the previous one presented in [10] is the last item of the list above. With this new rule, we can transform into rewrite rules axioms which express an equivalence between equality of two terms and a proposition. An example of a proof using such rewrite rule is given in Sec. 4. In addition, we improve the generation of rewrite rules over terms in order to exclude to rewrite variables, and we deal with conjunctions of propositions that satisfy one the conditions listed above.

## 4 Experimental Results

### 4.1 TPTP Benchmarks

The TPTP library (v6.0.0) provides a large set of standard benchmark examples for automated theorem proving systems [16]. To assess our approach, we perform experiments over all the first order problems coming from the TPTP library and dealing with set theory. This leads to select the SET and SEU categories that have respectively 462 and 900 problems. We compare Zenon, the old version of Zenon Modulo and the new version of Zenon Modulo which uses the heuristic described in Sec. 3. This experiment was done on an Intel Core i7-4770 3.40GHz computer, with a memory limit of 1GB and a timeout of 300s.

The results are summarized in Tab. 1. This table has three columns: the first one provides the number of problems proved by Zenon for each category, while the other two show the results for the old and new versions of Zenon Modulo. In addition, for both old and new versions of Zenon Modulo, we provide some detailed results with profit and loss between provers.

From the results of Tab. 1, we observe that the new version of Zenon Modulo proves more problems than Zenon and the old version of Zenon Modulo for both SET and SEU categories. The total profit of 5 problems in SET category (resulting from the gain of 12 problems and the loss of 7) may seem low, regarding to the difference of 73 problems between Zenon and the old version of Zenon Modulo, but we have gained some very difficult problems, as shown below. The improvement is more significant than for the SEU category. We notice a net profit of 8 problems, coming from a gain of 26 problems and a loss of 18. We also show an example from the SEU category below.

The verification by Dedukti of proofs produced by Zenon Modulo is almost total. Over the 227 proofs in SET category, 224 are correctly verified. The three missing proofs are due to termination issues of the translation of the proof from Zenon Modulo to Dedukti by the backend of Zenon Modulo. In SEU category, all the 110 proofs are declared well typed by Dedukti.
<table>
<thead>
<tr>
<th>TPTP Category</th>
<th>Zenon</th>
<th>Zenon Modulo (Old)</th>
<th>Zenon Modulo (New Version)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>149</td>
<td>222</td>
<td>227</td>
</tr>
<tr>
<td>SET 462 prob.</td>
<td></td>
<td>+86</td>
<td>-91</td>
</tr>
<tr>
<td>vs. Zenon</td>
<td>-13</td>
<td></td>
<td>-13</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>+12</td>
<td>+7</td>
</tr>
<tr>
<td>SEU 900 prob.</td>
<td>96</td>
<td>102</td>
<td>110</td>
</tr>
<tr>
<td>vs. Zenon</td>
<td>+14</td>
<td></td>
<td>+32</td>
</tr>
<tr>
<td>vs. Old</td>
<td>-8</td>
<td></td>
<td>-18</td>
</tr>
</tbody>
</table>

Table 1. Experimental Results over the TPTP Library

4.2 Analysis of Two Proofs From Set Theory

The TPTP library provides a ranking system to evaluate problems. This note, between 0 and 1, expresses the percentage of automated theorem provers that are not able to prove the problem. A note of 0 means that the problem is trivial (every prover solves it), and a note of 1 means that all provers fail.

According to the TPTP ranking, Zenon Modulo is able to prove some quite difficult problems. The hardest problem is SET817+4, with a ranking of 0.97 in TPTP v6.0.0 (solved only by Muscadet [15]), and which neither Zenon or the previous version of Zenon Modulo [10] was able to prove. It states that the intersection of all elements of a non-empty set of ordinal numbers is an ordinal. Among the 8 axioms needed by Zenon Modulo to solve this problem, 7 are transformed into rewrite rules by our heuristic. The proof of this problem is too big to be displayed here.

An other example coming from the set theory, and that bodes well for application to the B method set theory, is the problem SEU194+1. This problem, with a ranking of 0.70, and which neither Zenon or the previous version of Zenon Modulo [10] was able to prove, states that for any set s, if p is a relation, then the domain of the restriction of p to s is equal to the intersection of the domain of p and the set s. Among the twenty eight axioms provided with the conjecture, Zenon Modulo needs only two axioms to solve it, of which one is turned into a rewrite rule. In the following, s, t and u are sets, p is a relation, a is an element of a set, rel is a predicate for relations, dom a function that returns the domain of a relation, and rest a function that returns the restriction of a relation.

- Conjecture:
  \[ \forall s, p \ (\text{rel}(p) \Rightarrow \text{dom}((\text{rest}(p, s)) = \text{dom}(p) \cap s) \]
- Axiom:
  \[ \forall a, s, p \ (\text{rel}(p) \Rightarrow (a \in \text{dom}((\text{rest}(p, s)) \leftrightarrow (a \in s) \land (a \in \text{dom}(p)))) \]
- Rewrite rule:
  \[ u = s \cap t \quad \Rightarrow \quad \forall a \ (a \in u \leftrightarrow ((a \in s) \land (a \in t))) \]

Zenon Modulo produces the proof of Fig. 1, presented in a format combining deduction steps in solid line and rewriting steps in dashed line. In addition, we omit some unnecessary formulas resulting from the application of \( \beta_{eq} \) rules to lighten the presentation.
\[
\neg(\forall s, p \ (\text{rel}(p) \Rightarrow \text{dom}(\text{rest}(p, s)) = \text{dom}(p) \cap s)),
\]
\[
\forall a, s, p \ (\text{rel}(p) \Rightarrow (a \in \text{dom}(\text{rest}(p, s)) \Leftrightarrow a \in s \land a \in \text{dom}(p)))
\]
\[
\neg(\text{rel}(\tau_2) \Rightarrow \text{dom}(\text{rest}(\tau_2, \tau_1)) = \text{dom}(\tau_2) \cap \tau_1) \\
\alpha_{\Leftrightarrow} \delta_{\rightarrow} \times 2
\]
\[
\text{rel}(\tau_2), \neg(\text{dom}(\text{rest}(\tau_2, \tau_1)) = \text{dom}(\tau_2) \cap \tau_1)
\]
\[
\neg(\forall a \ (a \in \text{dom}(\text{rest}(\tau_2, \tau_1)) \Leftrightarrow a \in \text{dom}(\tau_2) \land a \in \tau_1)) \\
\text{rewrite}
\]
\[
\neg(\tau_3 \in \text{dom}(\text{rest}(\tau_2, \tau_1))), \neg(\tau_3 \in \text{dom}(\tau_2) \land \tau_1 \in \tau_1) \beta_{\rightarrow} \beta_{\Leftrightarrow}
\]
\[
II_1 \quad \tau_3 \in \text{dom}(\text{rest}(\tau_2, \tau_1)), \neg(\tau_3 \in \text{dom}(\tau_2) \land \tau_1 \in \tau_1)
\]
\[
\alpha_{\rightarrow} \gamma_{\rightarrow} \times 3
\]
\[
\neg(\text{rel}(\tau_2)) \Rightarrow (\tau_3 \in \text{dom}(\text{rest}(\tau_2, \tau_1)) \Leftrightarrow \tau_3 \in \tau_1 \land \tau_3 \in \text{dom}(\tau_2)) \\
\beta_{\rightarrow}
\]
\[
\neg(\text{rel}(\tau_2)) \Rightarrow (\tau_3 \in \text{dom}(\text{rest}(\tau_2, \tau_1)) \Leftrightarrow \tau_3 \in \tau_1 \land \tau_3 \in \text{dom}(\tau_2)) \\
\beta_{\rightarrow}
\]
\[
\neg(\tau_3 \in \tau_1) \Rightarrow \neg(\tau_3 \in \text{dom}(\tau_2)) \\
\beta_{\Leftrightarrow}
\]
\[
\neg(\tau_3 \in \text{dom}(\tau_2)) \\
\beta_{\rightarrow}
\]
\[
\neg(\tau_3 \in \text{dom}(\text{rest}(\tau_2, \tau_1))) \Rightarrow \tau_3 \in \tau_1 \land \tau_3 \in \text{dom}(\tau_2) \\
\alpha_{\Leftrightarrow}
\]
\[
\neg(\tau_3 \in \tau_1) \\
\beta_{\rightarrow}
\]
\[
\neg(\tau_3 \in \text{dom}(\text{rest}(\tau_2, \tau_1))) \Rightarrow \tau_3 \in \tau_1 \land \tau_3 \in \text{dom}(\tau_2) \\
\alpha_{\Leftrightarrow}
\]
\[
\text{where:}
\]
\[
\tau_1 = \epsilon(s), \neg(\text{rel}(p) \Rightarrow \text{dom}(\text{rest}(p, s)) = \text{dom}(p) \cap s)
\]
\[
\tau_2 = \epsilon(p), \neg(\text{rel}(p) \Rightarrow \text{dom}(\text{rest}(p, \tau_1)) = \text{dom}(p) \cap \tau_1)
\]
\[
\tau_3 = \epsilon(a), \neg(\tau_3 \in \text{dom}(\text{rest}(\tau_2, \tau_1)) \Leftrightarrow a \in \text{dom}(\tau_2) \land a \in \tau_1))
\]

Fig. 1. Proof of Problem SEU194+1
5 Application to the B Method Set Theory

The BWare project [17] aims to provide a generic platform based on Why3 [3] relying on different deduction tools, such as Alt-Ergo [2], iProver Modulo [8], Super Zenon [13] and Zenon Modulo [10], in order to verify proof obligations coming from the development of industrial applications using the B method. Since B proof obligations are translated into the input language of Why3 [14], the B method set theory has been axiomatized in the WhyML language.

Building the B set theory modulo consists mainly in turning six axioms and many derived constructs into rewrite rules. The first two axioms, dealing with membership of an ordered pair in a cartesian product and the membership of a set in the power-set, can be easily turned into rewrite rules. The third axiom, defining the comprehension scheme, is removed due to its high-order definition, we present below how to deal with derived constructs defined with the comprehension scheme. The fourth axiom is the extensionality axiom and states that two sets \( s \) and \( t \) are equal if being a member of \( s \) is equivalent to be a member of \( t \). This is not the only property of the equality symbol, as we will see below. Finally, the last two axioms, the axiom of choice and the existence of an infinite set are easy to deal with.

Following the notations of the B-Book, \( s \) and \( t \) are sets, \( E \) and \( F \) some expressions, \( x \) a variable, \( \mathcal{P}(t) \) the power-set of the set \( t \) and \( \text{BIG} \) the constant infinite set. Here is the set of rewrite rules generated from the axioms:

\[
\begin{align*}
(E,F) &
\in (s \times t) \rightarrow (E \in s \land F \in t) \quad \text{(pair)} \\
 s \in \mathcal{P}(t) & \rightarrow \forall x \ (x \in s \Rightarrow x \in t) \quad \text{(power)} \\
 s = t & \rightarrow \forall x \ (x \in s \iff x \in t) \quad \text{(extensionality)} \\
 \text{choice}(s) \in s & \rightarrow \exists x \ (x \in s) \quad \text{(choice)} \\
 \text{infinite}(\text{BIG}) & \rightarrow \top \quad \text{(infinite)}
\end{align*}
\]

Fig. 2. Expression of the Axioms of the B Set Theory as a Rewrite System

5.1 Removal of the Comprehension Scheme

In the B-book, the comprehension scheme is used to define non-primitive symbols. For instance, the union of two sets is defined as follows:

\[
s \cup t := \{ a \mid a \in u \land (a \in s \lor a \in t) \}
\]

where \( u \) is a set, and \( s \) and \( t \) and two subsets of \( u \).

Since we have dismissed the comprehension scheme, we expand the above definition by directly defining membership to the union, thereby removing the use of comprehension:
\[ x \in s \cup t \rightarrow x \in s \lor x \in t \quad \text{(union)} \]

This rewrite rule, combined with extensionality, is equivalent to the previous definition of the union. Handling the other non-primitive symbols, like intersection of sets, inverse of a relation or also the identity relation, in this systematic way, allows a total removal of the comprehension scheme used to define derived constructs in the B-Book. Unfortunately, this method does not permit us to manage user-defined sets using the comprehension scheme for the moment.

Here is, as an example, the proof produced by Zenon Modulo for the commutativity of union:

\[
\begin{align*}
\neg \forall A, B \ (A \cup B &= B \cup A) \\
\delta_{\neg \forall} \\
\neg \forall B \ (\tau_1 \cup B &= B \cup \tau_1) \\
\delta_{\neg \forall} \\
\neg \forall X \ (X \in \tau_1 \cup \tau_2 \Leftrightarrow X \in \tau_2 \cup \tau_1) \\
\text{extensionality} \\
\neg \forall \ (\tau_3 \in \tau_1 \cup \tau_2 \Leftrightarrow \tau_3 \in \tau_2 \cup \tau_1) \\
\delta_{\neg \forall} \\
\end{align*}
\]

where \( \Pi_1 \) and \( \Pi_2 \) are the following subtrees:

\[
\Pi_1
\begin{align*}
\neg (\tau_3 \in \tau_1 \cup \tau_2), \ &\tau_3 \in \tau_2 \cup \tau_1 \\
\neg (\tau_3 \in \tau_1 \lor \tau_3 \in \tau_2), \ &\tau_3 \in \tau_2 \lor \tau_3 \in \tau_1 \\
\alpha_{\neg \lor} \\
\neg (\tau_3 \in \tau_1), \ &\neg (\tau_3 \in \tau_2) \\
\beta_\lor \\
\end{align*}
\]

\[
\Pi_2
\begin{align*}
\tau_3 \in \tau_1 \cup \tau_2, \ &\neg (\tau_3 \in \tau_2 \cup \tau_1) \\
\tau_3 \in \tau_1 \lor \tau_3 \in \tau_2, \ &\neg (\tau_3 \in \tau_2 \lor \tau_3 \in \tau_1) \\
\alpha_{\neg \lor} \\
\neg (\tau_3 \in \tau_2), \ &\neg (\tau_3 \in \tau_1) \\
\beta_\lor \\
\end{align*}
\]

and where:

\[
\begin{align*}
\tau_1 &= \epsilon A. \neg (A \cup B = B \cup A) \\
\tau_2 &= \epsilon B. \neg (\tau_1 \cup B = B \cup \tau_1) \\
\tau_3 &= \epsilon X. \neg (X \in \tau_1 \cup \tau_2 \Leftrightarrow X \in \tau_2 \cup \tau_1)
\end{align*}
\]

We notice that the subtrees \( \Pi_1 \) and \( \Pi_2 \) are symmetric, the proof of the commutativity of union resulting of the commutativity of the disjunction.
5.2 Dealing with Equality

The set theory of the B-book relies heavily on a primitive notion of equality, introduced before axioms for the set theory [1]. The main property of the equality is substitutivity (i.e. an expression can be replaced by another one in a proposition provided they are equal). Starting from substitutivity and reflexivity of equality, other properties like symmetry and transitivity can be derived. Zenon already have rules that deal with this equational reasoning [6].

The second property of equality, introduced much later, and that has to deal directly with set theory is extensionality as shown in Fig. 2. Turning the axiom of extensionality into a rewrite rule allows Zenon Modulo to extend the equality symbol into membership equivalence at each step of the proof-search.

Choosing between equational reasoning and the extensionality properties of equality during proof-search may be decisive to find a proof. There are different solutions to deal with this problem. A first idea is to try both equational reasoning and extensionality every time we meet an equality symbol, but this solution may not be efficient since we duplicate the work for each equality symbol. The solution we are working on is to implement a heuristic into Zenon Modulo that decides to apply the extensionality rewrite rule, or to use the equational reasoning of Zenon, based on the shape of terms. For instance, if both sides of the equality are variables, we do not apply the extensionality rewrite rule, otherwise we use it.

6 Conclusion

We have presented some improvements of Zenon Modulo, in particular a new heuristic to transform axioms into rewrite rules over terms and propositions. This heuristic is used as a preprocessing tool to automatically build theories modulo given sets of axioms. We have also presented results obtained on set theory problems, coming from the benchmarks provided by the TPTP library. This experiment was performed using the new heuristic. In particular, we have shown that this new version proves some new difficult problems according to the TPTP ranking.

We have also discussed some recent work about the application of our tool to the B method set theory. Since we want to use Zenon Modulo to verify proof obligations coming from the development of industrial applications using the B method, we have to build a B set theory modulo. We have described a method to remove the comprehension scheme used to define non-primitive symbols like union of sets. Finally, we have presented some ideas to handle equality in the B set theory.

As future work, we first aim to implement a heuristic into Zenon Modulo that handles the equality of B set theory. In particular, this heuristic should decide whether to apply the extensionality rewrite rule, or to use the equational reasoning of Zenon. To assess our work, we will first try to prove a large part of derived lemmas coming from the B-Book. Finally, we will apply Zenon Modulo to the set of proof obligations provided by the benchmarks of the BWare project.
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