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In this work we aim at applying automata techniques to pmolstudied in Dynamic Epistemic
Logic, such as epistemic planning. To do so, we first remaakrtpeatedly executirgd infinitum

a propositional event model from an initial epistemic mogelds a relational structure that can be
finitely represented with automata. This corresponderogether with recent results amiform
strategies allows us to give an alternative decidability proof of th@stemic planning problem for
propositional events, with as by-products accurate uppends on its time complexity, and the
possibility to synthesize a finite word automaton that dessrthe set of all solution plans. In fact,
using automata techniques enables us to solve a much mogeagproblem, that we introduce and
call epistemic protocol synthesis

1 Introduction

Automated planning, as defined and studied_in [9], consistomputing a finite sequence of actions
that takes some given system from its initial state to onasoflésignated “goal” states. The Dynamic
Epistemic Logic (DEL) community has recently investigategarticular case of automated planning,
calledepistemic planningi7,[11,1]. In DEL, epistemic models and event models canridssaccurately
how agents perceive the occurrence of events, and how theivlikdge or beliefs evolve. Given initial
epistemic states of the agents, a finite set of availabletgvand an epistemic objective, the epistemic
planning problem consists in computing (if any) a finite srpe of available events whose occurrence
results in a situation satisfying the objective propertyhiM/ this problem is undecidable in general
[[7, [1]], restricting topropositional eventgthose whose pre and postconditions are propositionaljls/ie
decidability [19].

In this paper, preliminary to our main results we bring a nése@ to the merging of various frame-
works for knowledge and time. Some connections between DiELEpistemic Temporal Logics (ETL)
are already known [10, 4] 2, 18]. We establish that strustgemerated by iterated execution of an event
model from an epistemic model are regular structuresthey can be finitely represented with automata,
in case the event model is propositional. This allows us dnce the epistemic planning problem for
propositional events to thaniform strategy problepas studied in [13, 14, 12]. The automata techniques
developed for uniform strategies then provide an alteragiroof of [19], with the additional advantage
of bringing accurate upper-bounds on the time complexityefproblem, as well as an effective synthe-
sis procedure to generate the recognizer of all solutionsplén fact, our approach allows us to solve a
generalized problem in DEL, that we calpistemic protocol synthesis probleamd which is essentially
the problem of synthesizing a protocol from an epistemicpral specification; its semantics relies on
the interplay between DEL and ETL. We then make use of theaxtions with regular structures and
uniform strategies to solve this latter general problem.
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2 DEL models

For this paper we fiXAg, a finite set olagents andAP always denotes a finite set of atomic propositions
(which is not fixed). The epistemic languagé-" is simply the language of propositional logic extended
with “knowledge” modalities, one for each agent. Intuitive<; ¢ reads as “agentknows¢”. The syntax

of ZEL is given by the following grammar:

pi=pl-9 oV |Kio, (wherep € AP andi € Ag)

The semantics of#EL is given in terms of epistemic models. Intuitively, a (peitt epistemic model
(. ,w) represents how the agents perceive the actual waerld

Definition 1 An epistemic modeis a tuple.# = (W, {Ri}icag,V) where W is a finite set of possible
worlds R €W x W is anaccessibility relatioron W for agent i€ Ag, and V: AP — 2V is a valuation
function

We writew € .# for we W, and we call.# ,w) apointed epistemic moddFormally, given a pointed
epistemic mode(.#,w), we define the semantics ¢fE by induction on its formulas.#,w |= p if
weV(p), #,wk—¢ ifitis not the case thatZ W= ¢, #Z W= ¢V yYif #Z ,wk= ¢ or 4wy,
and.z ,w = K;¢ if for all w such thawRw, .7 ,w = ¢.

Definition 2 An event modeis a tuple&’ = (E, {Ri}icag, Pre,post whereE is finite set ofevents for
each ie Ag, R; C E x E is anaccessibility relatioron E for agent i, pre: E — ZEL is a precondition
functionand post E — AP — #Fl is apostcondition function

We writee € & for ec E, and call(&’, e) apointed event modeFor an evene € &, the precondition
pre(e) and the postconditions pdsj(p) (p € AP) are epistemic formulas. They respectively describe
the set of worlds where eveatmay take place and the set of worlds where proposipiovill hold after
evente has occurred.

Definition 3 A proposition event modés an event model whose preconditions and postconditidns al
lie in the propositional fragment of?EL.

We now define thepdate productvhich, given an epistemic mode# and an event mode!, builds
the epistemic model”Z ® & that represents the new epistemic situation aftéias occurred inZ.

Definition 4 Let .#Z = (W, {Ri}icag,V) be an epistemic model anfl = (E, {R;}icag, Pre,posy be an
event model. Thapdate producof .# and & is the epistemic model/ @ & = (W?,{R }icag,V?),
where W’ = {(w,e) e W x E | .#Z,w = pre(e)}, R*(w,e) = {(W,€/) e W® | W € Ri(w) and & € Ri(e)},
and V¥ (p) = {(w.e) € W* | .4, w = poste)(p)}.

The update product of a pointed epistemic mogdet,w) with a pointed event mod€l£,e) is
(A W) (E,e)=(H#E,(we)if #,wk=pre(e), and it is undefined otherwise.

To finish with this section, we define tisizeof an epistemic model” = (W, {R }icag,V), denoted
by |.#|, as its number of edgeg#| = ¥icpq| Ri |. The size of an event modél= (E, {R; }icag, pre, post,
that we note|&’|, is its number of edges plus the sizes of precondition andcpodition formulas:

|€] = Yieag| Ri| + T ece(|Pre(€)| + 3 pecar |POSLE) (P)])-
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3 Trees, forests andCTL*K,

A tree alphabets a finite set ofdirectionsY = {d;,d,...}. A Y-treg or tree for short whenY'is clear
from the context, is a set of wordsC Y that is closed for nonempty prefixes, and for which there is a
directionr = TN, called theroot, such that for alk € T, x=r - X for somex' € Y*. A Y-forest or forest
whenY'is understood, is defined likewise, except that it can hawerakroots. Alternatively a forest can
be seen as a union of trees.

We classically allow nodes of trees and forests to carrytexidil information via labels: given a
labelling alphabet and a tree alphab#f a>-labelledY-tree or (X, Y)-treefor short, is a pait = (1, /),
wherert is aY-tree and’ : T — X is alabelling. The notion of(Z, Y)-forestZ = (u,¢) is defined likewise.
Note that we use forests to represent the universe (to beedgfimthe semantics @TL*K,, hence the
notations%Z andu. Given aY-forestu and a node = d; ...d, in the forestu, we define the treey to
which this node belongs as the “greatest” tree in the farést contains the node uy={ycu|d; < y}.
Similarly, given a(Z,Y)-forest% = (u,¢) and a node € u, % = (ux, ¥x), whereuy is as above and is
the restriction of to the treeuy.

The set of well-formed’ TL*K,, formulas is given by the following grammar:

State formulas: p=p|-d|dVe|AY|K (wherep € APandi € Ag)
Path formulas: Yri=¢|-Y|Yvy| Xy | yuy,

Let Y be a finite set of directions, and Et= 2" be the set of possible valuations.GA L*K,, (state)
formula is interpreted in a node of (@, Y)-tree, but the semantics is parameterized by, first, for each
agenti € Ag, a binary relation-; between finite words ovet, and second, a forest (X, Y)-trees which
we see as theniverse Preliminary to defining the semantics©f L*K,, we let thenode wordof a node
X=d10y...dy € T hew(x) = ¢(d1)¢(d1d2) ... £(dh...dy) € Z¥, made of the sequence of labels of all nodes
from the root to this node. Now, given a famify~; }icag Of binary relations ovek*, a(%,Y)-forest,
two nodesx,y € 7 andi € Ag, we letx~; y denote thatv(x) ~; w(y).

A state formula oCTL*K,, is interpreted over &, Y)-treet = (7,¢) in a nodex € 1, with an implicit
universe? and relations{~; }icag, usually clear from the context: the notatiox = ¢ means thatp
holds at the nod# of the labelled tre¢. Because all inductive cases but the knowledge operatthosvfo
the classic semantics @TL* on trees, we only give the semantics for formulas of the fiyt

t,xE=Ki¢ ifforallye % suchthak~y, %, yE ¢!

We shall use the notatidn= ¢ for t,r = ¢, wherer is the root oft.

Before stating the problems considered and our resultsstablésh in the next section a connection
between DEL-generated models and regular structuresalioats us to apply automata techniques to
planning problems in DEL.

4 DEL-generated models and regular structures

We first briefly recall some basic definitions and facts comiogy finite state automata and transducers.
A deterministic word automatois a tuple«Z = (£,Q,9d,q,,F ), whereX is analphabet Q is a finite set
of states 8 : Q x Z — Q is a partialtransition functionandF is a set ofacceptingstates. Théanguage
accepted by a word automate#i consists in the set of words acceptedddy and it is classically written

IRecall that?4 is the biggest tree i/ that containg.
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Z (). Itis well known that the set of languages accepted by wotdraata is precisely the set of
regular word languages. Ainite state synchronous transdugcer synchronous transducéor short, is a
finite word automaton with two tapes, that reads one lettenfeach tape at each transition. Formally, a
synchronous transducer is a tuflle= (£,Q,A,q,,F), where the components are as for word automata,
except for thdransition relationA C Q x Z x Z x Q. The (binary) relation recognized by a transduter

is denoted byT| C >* x 2*. Synchronous transducers are known to recognize the ssjuér relations
also calledsynchronized rational relationim the literature (see [8,)6] 3]). In the following, the siZeao
transduceiT, written |T |, will denote the size of its transition relatioff| = |A|.

Definition 5 A relational structurés a tuple.” = (D, {~ }icag,V) Where D is the (possibly infinite)
domainof., for each ic Ag,~i C D x D is a binary relation and \} AP — 2P is a valuation function.
V can alternatively be seen as a set of predicate intergmtatfor atomic propositions in AP.

Definition 6 A relational structure” = (D, {~i}icag,V) is aregular structur@ver a finite alphabek
if its domain DC Z* is a regular language ovex, for each i,~j C Z* x Z* is a regular relation and for
each pe AP, V(p) C Dis aregular language. Given deterministic word automafa and.c7, (p € AP),
as well as transducers; Tor i € Ag, we say that.«Zs, {Ti }icag, { % } peap) is arepresentatiorof .7 if
2L (o) =D, for each ic Ag, [Ti| =~ and for each ps AP, Z (<) =V (p).

Definition 7 For an epistemic modelZ = (W, {R }icag, V) and an event modeél = (E, {R; }icag, Pre, post,
we define the family of epistemic modgl# &M} by letting. #&° = .# and #E™ = 7 " &.
Letting, for each n,Z&" = (W™, {R'}icag, V"), we define the relational structure generated.#yand
& asME* = (D,{~ilicag, V), Where:

[ ] D = Unzown,
e h~ ' if there is some n such thathi € .#&" and hR'K, and
o V(p) =Un=oV"(P)

Proposition 1 If .# is an epistemic model anfl is a propositional event model, the#' &~ is a regular
structure, and it admits a representation of sBREAP) . (| 7|+ |£])CW.

Proof Let.# = (W,R V) be an epistemic model, l&f = (E,R,pre posy be a propositional event
model, and let# &* = (D, {~i }icag: VD)-

Define the word automatonp = (£,Q,9d,q,,F), whereZ =WUE, F ={q, | v C AP} andQ =
Fw{q }. For aworldw € W, we define itsvaluationasv(w) := {p € AP|w e V(p)}. We now define
9, which is the following partial transition function:

YweW, VeeE,
o(a, W) = dy(w) 0(q;,e) is undefined,

d(qy,w) is undefined &(qy,e) = {qv" Wi_th vi={p[vi=poste)(p)} v pfe(e)
undefined otherwise.

It is not hard to see tha¥ (p) = D, henceD is a regular language. Alseyp has 2*Fl + 1 states, and
each state has at mds#| + |&| outgoing transitions, so thatp | = 2°00AP) . (|z| + |&)).

Concerning valuations, take sonpec AP. Let <7, = (Z,Q,0,q,,Fp), whereF, = {qy | p € v}.
Clearly, Z(7,) = Vp(p), henceVp(p) is a regular language, and/,| = |-« |.

For the relations, leéte Agand consider the one-state synchronous transdigee(>, Q' , A, q,,F’),
whereQ' ={q}, g =q, F' ={q}, andA; = {(gqw,w,q) [ WRW}U{(qg,e,€¢,q) | eRi €}. Itis easy to see
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that~; = [Tj) D x D. Since[T;] is a regular relation anD is a regular languagey; is a regular relation
recognized by’ = Tp o Ty o Tp, WhereTp is a synchronous transducer that recognizes the idenléioe
overD (easily obtained from#). This transducer is of siz@/| = [Tp|2-|T;| = 2°00APD . (|.z| +|&])°W.
Finally, .#/ & is a regular structure that accetsp, { Ty’ }icag, {#p } pear) as a regular representation of
size PUAP) . (l.#| 4 |&|)°. One can check that this is also an upper bound on the timesdeed
compute this representation.

[]

5 Epistemic protocol synthesis

We first consider the problem of epistemic planning([7, 1idsd in the Dynamic Epistemic Logic
community. Note that our formulation slightly differs frottme classic one as we consider a unique event
model, but both problems can easily be proved inter-rediaiblinear time.

Definition 8 (Epistemic planning problem) Given a pointed epistemic mode#, ,w, ), an event model
&, asetof eventt C & and a goal formulap € ZEL, decide if there exists a finite series of events e,
in E such that(.#,,w,) ® (&,e1) ®...® (&,en) E ¢. Thepropositional epistemic planning problam
the restriction of the epistemic planning problem to prafjosal event models.

The epistemic planning problem is undecidable[[7, 1]. Havefd] proved that the problem is
decidable in the case of one agent and equivalence acdiggsédations in epistemic and event models.
More recently, [[1] and [19] proved independently that the agent problem is also decidable for K45
accessibility relations/| [19] also proved that restrigtio propositional event models yields decidability
of the epistemic planning problem, even for several agamdsagbitrary accessibility relations.

Theorem 2 ([19]) The propositional epistemic planning problem is decidable

Propositior 1l allows us to establish an alternative prodhisf result, with two side-benefits. First,
using automata techniques, our decision procedure cahesiné as a by-product a finite word automa-
ton that generates exactly the (possibly infinite) set okalution plans. Second, we obtain accurate
upper-bounds on the time complexity.

For an instancé.#, & ,E, ¢) of the epistemic planning problem, we define its size as the aiuts
components’ sizes, plus the number of atomic propositiowé; &, E, ¢ | = |.# |+ |& |+ |E|+ ||+ |AP|.

Theorem 3 The propositional epistemic planning problem is it k-ExPTIME for formulas of nesting
depth k. Moreover, it is possible to build in the same time igefiword automator” such thatZ’ (%)
is the set of all solution plans.

Proof sketch Let (.#,&,E,¢) be an instance of the problem. By Propositidn 1 we obtain @o-ex
nential size automatic representation of the forgst: the set of possible histories, as well as their
valuations, are represented by a finite automatgrand the epistemic relations are given by finite state
transducers. Because the epistemic relations are rativaaan use the powerset construction presented
in [13] in the context of uniform strategies [13,/14,] 12]. émdl, this construction easily generalizes to
the case oh relations, and even though in_]13] it is defined on game arédnz, in our context, be
adapted to regular structures. Lettikppe the maximal nesting depth of knowledge operatogs,ithis
construction yields an automatod of size k-exponential in the size of/, hence(k+ 1)-exponential

in |.Z,&,E,¢|, that still represents# &, and in whichg can be evaluated positionally. Keeping only
transitions labelled by events y and choosing for accepting states those that verjfye obtain the
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automaton? that recognizes the set of solution plans. Furthermorejirgplthe epistemic planning
problem amounts to solving the nonemptiness problenA¢r”); this can be done in time linear in the
size of 2, which isk+ 1-exponential in the size of the inpu#/, & ,E, ¢). []

In fact, the correspondence between the DEL framework atohaiic structures established in
Propositiori 1 allows us to solve a much more general probiem €pistemic planning.

We generalize the notion of epistemic planning in threeatiibas. First, we no longer consider finite
sequences of actions but infinite ones. As a consequencesauenot stick to reachability objectives as
in planning (where the aim is to reach a state of the world\bafies some formula), and we therefore
allow for any epistemic temporal formula as objective, vishie the second generalization. Finally, we
no longer look for a single series of events, but we try tolsgsize grotocol i.e. a set of plans.

Definition 9 Given an epistemic mode# and an event modef, an epistemic protocols a forest
PC . .#&*; itis rootedif it is a tree.

Definition 10 (Epistemic protocol synthesis problem)Given an initial pointed epistemic mode#,w),
a propositional event modef and aCTL* K, formula ¢, letting % = .# &* be the universe, decide if
there is an epistemic protocol ® % rooted in w such that = ¢, and synthesize such a protocol if any.

Again making use of Propositidd 1, the epistemic protocaltisgsis problem can be reduced to
synthesizing a uniform strategy in a game arena with regalations between plays. This can be solved
with the powerset construction from [13] and classic autianmechniques for solving games wifiT L*
winning condition. We finally obtain the following result.

Theorem 4 The epistemic protocol synthesis problem is decidable hdfriesting depth of the goal
formulas is bounded by k, then the problem isnax2,k+ 1)-EXPTIME.

6 Discussion

We have described a connection between DEL-generated shadélregular structures, which enabled
us to resort to a combination of mature automata techniquetsn@re recent ones developed for the study
of uniform strategies, in order to solve planning problemthi framework of DEL. We believe that this
is but a first step in applying classic automata techniquesldped for temporal logics to the study of
dynamic epistemic logic. As witnessed by classic works doraata-based program synthesis (see for
example [[15]_17]), automata techniques are well suiteddkldégproblems such as synthesizing plans,
protocols, strategies or programs, and we believe thavitldhalso be the case in the DEL framework; in
addition the complexity of solving classic automata proisesuch as nonemptiness has been extensively
studied, and this may help to settle the complexity of pnmisién DEL, such as the epistemic planning
problem.

As for future work, we would like to investigate the optintglof the upper-bounds that we obtained
on the time complexity of the epistemic planning problem goopositional event models, as well as
for our notion of epistemic protocol synthesis. Anothekediion for future research concerns the latter
problem: a next step would be to apply techniques from cotttienry and quantifiegi-calculus [16]
to synthesizemaximal permissiveepistemic protocols. In general such objects only existstfiety
objectives, but recently a weaker notionpeEfrmissive strategfias been studied in the context of parity
games|[5]. A strategy is permissive if it contains the betwarg of all memoryless strategies, and such
strategies always exist in parity games. Similar notiong braintroduced for protocols with epistemic
temporal objectives to capture concepts of “sufficientlynesive” protocols.
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