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Abstract: -Many recent computational photography techniquey gl significant role to avoid limitation of
standard digital cameras to handle wide dynamigeaf the real-world scenes, containing brightlg aoorly
illuminated areas. In many of these techniquess dften desirable to fuse details from images wagk at
different exposure settings, while avoiding visaaiifacts. In this paper we propose a novel teamitpr
exposure fusion in which Weighted Least Squares yMaptimization framework is utilized for weight ma
refinement. Computationally simple texture featuies detail layer extracted with the help of eggeserving
filter) and color saturation measure are prefefoedjuickly generating weight maps to control tloatribution
from an input set of multi-exposure images. Instehemploying intermediate High Dynamic Range (HDR)
reconstruction and tone mapping steps, well-expfssed image is generated for displaying on coneeat

display devices. A further advantage of the preseciinique is that it is well suited for multi-facumage



fusion. Simulation results are compared with a nembf existing single resolution and multi-resabuti

techniques to show the benefits of the proposedmsetfor variety of cases.

Key-Words: -Weighted least squares, high dynamic range, weitgy, texture features, base layer, detail

layer.

1 Introduction

In recent years several new techniques have beatoged that are capable of providing precise wartion

of complete information of shadows and highlightssent in the real-world natural scenes. The digeloit
gray and 24-bit RGB representation of visual daith) the standard digital cameras in single exppseattings,
often causes loss of information in the real-waténes because the dynamic range of most scehegasd
what can be captured by the standard digital casn&wach representation is referred to as Low Dyod&tange
(LDR) image. Digital cameras have the aperturérggtexposure time, and ISO value to regulate theumt

of light captured by the sensors. It is therefonportant to somehow determine exposure settingdotrolling
charge capacity of the Charge Coupled Device (C@Djnodern digital cameras, Auto Exposure Bracketing
(AEB) allows us to take all the images without toag the camera between exposures; provided thereais

on a tripod and a cable release is used. Handtiagcamera between exposures can increase the obfnce
miss-alignment resulting in an image that is narghor has ghosting. However, most scenes can recte
captured with nine exposures [1], whereas many rma@evithin reach of a camera that allows 5-7 eMpaEsto

be bracketed. When the scene's dynamic range extiedynamic range (DR) of camera it is exposettng
that determines which part of the scene will banogpily exposed in the photographed image. The DR of
digital camera is typically defined as the chargpacity divided by the noise [1, 2]. At single egpre setting,
either detail in the poorly illuminated area (ighadows) is visible with long exposure or brighlliyminated
area (i.e., highlights) with short exposure (segifé 1). Thus, image captured by the standardadlicsimera at
single exposure setting from a scene containingligigts and shadows is partially over or under-exgub As a

result, there will always be a need to capturedéteail of the entire scene with a sufficientmber and value of
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FIGURE 1: lllustration of proposed framework consigtof three principal blocks. (A) Base Layer anddild_ayer Extraction. The
input images are transformed into two scale decaitipa. (B) Weight map construction and refinemef@) Weighted Fusionfdase
layers and Detail Layers. The base layers andldayairs across input image series are fused wingle weighted average approach.

exposures. The process of collecting complete landa variations in rapid successions at differgpbsure
settings is known as exposure bracketing.

In principle, there are two major approaches tadlathe incapability of existing imag@pturing devices. The
first approach is to develop HDR [3-7] reconstrotifrom multi-exposureémages thatreconstruct full
dynamic range up to 8 order of magnitude and katee-map these images to adjust their tonal raleggome
extent, for depiction on typical display devicedDRI [3-7] imaging is called scene-referred represtbom
which represents the original captured scene valsedosely as possible. Such representatisanmgetimes
referred to as extrasensory data representatiom.oDthe important applications of HDR capturinght@iques
for security application is capturing video at antre of the buildings [1]. Conventional camerasnarteable to
faithfully capture the interior and exterior of ailding simultaneously while HDR camera, which &sbkd on
two-phase workflow, would be able to simultaneousd#gord indoor as well as outdoor activities. Other

important applications of HDR representation arelsge, scientific and medical imagery, in whiclatd is



analyzed and visualized to record more than whatsible to the naked eye. On the other hand, tsxah
limited contrast ratio, standard displays (LCD, GRifd printers are unable to reproduce full dynaraige
captured by the HDR devices. In such cases, HDR wle¢ds to be remapped [7] with a lower precisoon f
display on conventional devices. Tone mapping &lgms can be either spatially variant or spatiailyariant.
Specifically, spatially variant methods (also callecal operators) [7-10] exploit local adaptatimoperties of
Human Visual System (HVS), while spatially invatianethods [11-13] exploit global adaptation (alstled
global operators) of HVS.

Higher bit depths are usually not used becausditigay devices would not be able to reproduce suelges
at levels that are practical for human viewing [A]though for some real-world scenes low bit deph
sufficient to capture entire detail, there are ¢mas situations that are not accommodated by libwddpth.
Although HDR display devices will be developed e tnear future but conventional printers may lead t
inconsistencies which will responsible for lossdaftails in the output. Recently Sunnybrook techgiels,
BrightSide and Dolby prototypes of HDR display dm& have been proposed [1, 14, 15] that can disfldy
data directly. As a result, to avoid these incdesisies, we must use tonemapping operators [7elBidpare
HDR imagery for display on LDR devices. Alternativewe may directly generate 8-bit Low dynamic rang
(LDR) image that looks like a tone-mapped image [1]

The second approach for the purpose is combinint-exposure images directly into 8-bit single LIRage
that does not contain under-exposed and over-egposgions [16, 17]. Thus it provides convenient and

consistent way for preserving details in both hitigland poorly illuminated by skipping the constion of

(@) N (N O
FIGURE 2:Proposed results for different input multi-exposaeguences. (a) Carnival (Top: three input exposti@som: fusio
results), (b) House (Top: four input exposuresidiot fusion results) and (c) Bellavita (Top: two uhgxposureshottom: fusiol
results). Input image sequences are courtesy ofdeéRiRom, Tom Mertens.
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HDR image and use of tonemapping operators [7-13&. incorporation of the notion of combining mukip
exposures without typical HDR and tone mappingssisfknown as “exposure fusion”, as shown in Figure
The fundamental goal of exposure fusion is ofteimprove the chance of creating a realistic sceitleowt
HDRI representation and tone mapping step. The niyidg idea of various exposure fusion approachiés [
17] is based on the utilization of different locaéasures for generating weight map to preservealgiptasent

in the different exposures. The current manusdrgdongs to the second approach. The block diagraimma
representation of the present detail enhanced franheis shown in Fig. 1. We have used edge presetfiiter
based on partial differential equations (PDE) [fi8]two-scale decomposition that separates shaiplsl@nd
fine details across various input images with défe exposure levels. The current state-of-thevesthod for
automatic exposure fusion exploits the capabilftedge preserving filter [18, 19] to generate weilgimction
that guides the fusion of different exposures basedwo-scale decomposition. We propose WLS fij&)]
optimization framework and sigmoid function for wkf map refinement of base layers and detail layers
respectively. Farbman et al. [20] has utilized WIifser to construct a multi-scale edge-preserving
decomposition multi-scale tone and detail manipoatTo achieve the optimal contrast in the fusedge
current manuscript develops an appropriate maskdas weak textures and color saturation measure to
composite multi-exposure images. The method isiegdge for the fusion of broad range of textureGges.
See Figure. 2 for an example of our exposure fussalts for typical scene contain artificial liggdurce (i.e.
highlights), shadows, reflections, indoor detailsd outdoor details.

Texture features [21] refer to the characterizatibregions in an image by their spatial arrangeréolor or
intensities. Image textures are one way that camsbd to help in classification of images [22]. Wedges or
texture information are the ideal indicators toedébver (or under) exposed regions in the imagé Raman
and Chaudhuri [23] employ a Bilateral Filter (BLfgr compositing multi-exposure images, in which wea
edges were considered to design weight map. Integhs thus an analysis of weak textures seemnisetthe
definition of perceived contrast. We take advantafjsuch possibility and design the appropriatetimgt
function based on anisotropic diffusion for expesiusion.

To analyze an image texture, there are primarily approaches; structural approach and statistpyaioach.
Structural approach uses a set of primitive texalements in some regular or repeated patternamacterize

spatial relationship. While statistical approacHirdes an image texture as a quantitative measurthef



arrangement of intensities in a region. In genlettal approach is easier to compute and is morelyigsed in
computer graphics applications, since natural testiare made of patterns of irregular sub-eleméntsas
been noticed that simple averaging to fuse debail® multi-exposure image data yields low contiiasthe
fused image: especially in brightly and poorly ntltmated areas. In the present approach, textusslsietill
decide the contribution of corresponding pixel fralifferent exposures in the fused image. A richtuex
details means a maximum contribution, which teflattimage block has higher weight during the fusion
process. Such metric is used to quantify the peedelocal contrast of an image under different expe
settings and allows discarding under exposed ardegposed pixels. Therefore, to handle under expasd
overexposed regions, we propose a texture feahaigsas based on Anisotropic Diffusion (ANI) [18]1that
has the applicability to design weighting functiaa shown in Figure 1. Our goal is to exploit thgesd
preserving property of ANI to produce well exposetage from input images captured under different
exposure settings. The detailed description of BAHed two-layer decomposition and weight map coatiount

IS given in the later sections. Our main contribug in this paper are highlighted as:

1. Two-scale decomposition based on anisotropfagidn is proposed for fast exposure fusion, wiioks not
require optimization of number of scales as redliinethe traditional multi-scale techniques.

2. A novel weight construction approach is propogedombine texture features and saturation medsure
guiding image fusion process. For weight map cotitn, we seek to utilize the strength of textdetails
under the change of exposure setting that take latween an under-exposed and an over-exposee.ima
WLS filtering is proposed for weight refinement. riiermore, fast sigmoid function based weight map
generation for detail layers is proposed that redummputational complexity of the algorithm.

3. The important contribution of this paper is th@vantages include ease of implementation, quality
compositing, and the provision of detail layer exdeament without introducing artifacts.

The remainder of this paper is structured as faloBection 2 discusses the current available fite¥aSection

3 discusses description of separation of largeeseatiations and smaller scale details (i.e. texuetails)
based on ANI, consideration of smaller scale detaild saturation measure for weight map generaimhthe
WLS and sigmoid based weight map refinement thadyce single well-exposed image using simple

weighted average approach. Section 4 discussadilitye of proposed approach for multi-focus imafgsion



and the comparison with the popular single resmtugxposure fusion, multi-resolution exposure fosamd

popular tone-mapping operators. Section 5 sumnwatimepaper with future directions and conclusion.

2 Previous Work

2.1 HDR Imaging

There is a tremendous need to record a much widerug than standard 24-bit RGB. The practice of
assembling HDR image from multiple exposure imagesvers true radiance value present in the reddwo
scenes [2]. The camera response function recovered differently exposed images is used to credbRH
image whose pixel values are equivalent to the tagéance value of a scene. Radiance maps arelstoee
file format that can encode recovered HDR dataauthosing information. “Floating point tiff” formaend to
encode dynamic range upto79 orders of magnitudéhaadetter precision than the radiance formantrRed

et al. [1] has provided the description and evaédmabf formats available to store true radianceusal
However, the success of HDR image capture has shioatnt is possible to produce an image that dtdib
details in poorly and brightly illuminated areas.ofdover, HDR formats have since found widespread
applications in the computer graphics and HDR pdetohy.

The prototypes of HDR display devices provide dild®R display capabilities by means of a projeaior
Light Emitting Diode (LED) array that lights theduid Crystal Diode (LCD) from behind with a spdial
varying light pattern [14, 15]. Unfortunately, ca@mtional display devices (i.e. CRT and flat panspldy)
have dynamic ranges spanning a few orders of maggitmuch lower than those of the real world scenes
often less than 100:1. In order to display HDR igggn monitors or print them on paper [24], we mestap
the dynamic range of the HDR images to reproduee dgnamic range (LDR) images suitable for Human
visual System (HVS). In the literature, severaletonapping methods for converting real-world lumiresto
display luminances have been developed and falfilthe fast growing demand to be able to displayRHD
images on Low Dynamic Range [LDR] display devickkst tone-reproduction algorithms make use of
photoreceptor adaptation [25] to achieve visualbupible results. Local operators [7-10] involve tpatial
manipulation of local neighboring pixel values dhem the observation that HVS system is only sieesib
relative local contrast. Global operators [11-18]rabt involve spatial processing. Tonemapping ea@d by

applying spatially-invariant operator to treat every pixetiépendentlyBoth types of techniques have their



own advantages and disadvantages in terms of catmmel cost, easy implementation, halo effectsféats),
spatial sharpness, and practical application. Rethlet al. [1] give detailed review of various tanapping
operators.

A simple S-shaped curve (sigmoid function) has betlized as tone-mapping function [26]. The middle
portion of such sigmoidal function is nearly lineand thus resembles logarithmic behavior. Moreover,
sigmoidal functions have two asymptotes: one foy \®&mnall values and one for large values. Fattall.ef9]

has introduced gradient based approach to preshrials from HDR image. To simulate the adaptation
behavior of human visual system, they have attedngtadient modification at various scales. A rediidew
dynamic range image is then obtained by solvingoesden equation on the modified gradient field. The
algorithm has used local intensity range to redhieedynamic range in transform domain and preskeca
changes of small magnitudes. The method was alfmestof artifacts and does not require any manual
parameter tweaking.

Recently, dynamic range compression based on tale-stecomposition has been proposed [10]. The base
layer was obtained using a non-linear BLT filteB][and detail layer was computed by taking diffeeen
between the input image and the base layer. Omlyctimtrast of base layer was reduced, thereby piege
fine details.

2.1 Exposure Fusion

In recent years, various fusion algorithms havenbdeveloped to combine substantial information from
multiple input images into a single composite imaee principal motivation for image fusion is tatend the
depth-of-field, extend spatial and temporal coverdg increase reliability, extend dynamic rangehef fused
image and the compact representation of informatimaging sensor records the time and space valighg
intensity information reflected and emitted fromjemth in a three-dimensional observed physical scene
However, image fusion has a fundamental difficittyreventing artifacts and preserving local casitrahen
fusing the characteristics recorded from the intidadiations, such as exposure value, focusinglafitg, and
environmental conditions. The automated proceddirextracting all the meaningful details from theoum
images to a final fused image is the main motiveinadige fusion. To facilitate image fusion, it mag b
necessary to align input images of the same scaptered at different times, or with different seiss@r with

different exposure (EV) settings (called bracketingr from different viewpoint using local and gab
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registration methods [27, 28]. Normally it is assahthat the input images are captured with the detppod
mounting. Hence, in general, we expect point-byrpoorrespondence between different input exposofres
scene. From technical stand point, the fused imageals all details present in the scene withatbdtucing
any artifacts or inconsistencies which would dstrthe human observer or subsequent image progessin
stages. Orgden et al. [29] has proposed pyraniidiao for image fusion. The pyramid becomes a mult
resolution sketch pad to fill in the local spaiiormation at increasingly fine detail (as an sirloes when
painting). The Laplacian pyramid contains sevenadtial frequency bands which depicts certain edge
information [30]. Image gradient orientation colmere model based fusion has been proposed for bigndi
flash and ambient images [31, 32]. This model seekstilize the properties of image gradients tieahain
invariant under the change of lighting that takdésc@ between a flash and an ambient image. Region
segmentation and spatial frequency has been watifiae multi-focus image fusion [33]. A fast multidus
algorithm has recently been developed [34] whidlizas weighted non-negative matrix factorizatiorddocal
point analysis for preserving feature informatiorthe fused image.

Raman and Chaudhuri [23] have utilized edge-prasgriilter (i.e. bilateral filter) for the fusionfamulti-
exposure images, in which appropriate matte is geée@ based on local texture details for automatic
compositing process. Goshtasby [35] proposed expoBision method based on weights determined by
blending function. Information metric was considen® design blending function. Smaller weights were
assigned to an image block carrying less infornrmatidile higher weights were assigned to best-exppose
image block. Therefore, an image block was consifldrest-exposed within an area if it carries more
information about the area than any other imageksloTo maximize information content in the fusedge, a
gradient-ascent algorithm was used to determinignapblock size and width of the blending functioiitie
size of the block automatically varies with imagmient as the type of image is changed. Szeligi s
used multi-dimensional histogram as post-processpegator to achieve optimal contrast enhancenmetita
fused image, simple averaging was performed to #mooombine the pixels into a fused image. Thighod
was based on the observation that if the averagmsity of the image is maintained during the agera
operation using histogram equalization, then neagiencan be created with increased contrast.

Tom Mertens et al. [16] have used multi-resolutqpproach [31] for the fusion of multi-exposure iraagries.

The technique was designed to create a well-expwsade without extending the dynamic range and tone



mapping of the final image. This approach blenddtiple exposures in Laplacian-pyramid code based on
quality metrics like saturation and contrastpart of the technique was stitching of flash awodflash images,
which seems to be suitable for detail enhancemenhé fused image. The performance of this muliesc
technique is dependent on the number of decompodéiels, i.e. the pyramid height. However, thespnted
approach seems to be computationally expensiveerRlg, various fast and effective weighted averaased
exposure fusion approaches have been proposed.ghthese Guided filtering based two-scale decomiposit
fusion approach [37], Median filter and Recursilteffing based fusion approach [38] and global rafation
using generalized random walks for fusion [39] r@ducing fusion results with better quality. Thesethods
were utilizing different image feature for weiglalaulation and further refined weight were useddotrol the
contribution of pixels from input exposures. Insteave use anisotropic diffusion which is effectiee two-
scale decomposition and weight map generation baseihage feature such as weak textures. The major
advantage of our technique is that it is based inglesresolution weighted average approach. Gelgeral
speaking, due to computational simplicity the pnésgpproach can be used in various consumer cameras
entering the commercial market. Moreover, we ndtitet the present approach can be applied fomilkig-
focus image fusion and has much better results &xasting multi-focus and multi-exposure image €unsi

methods.

3 WLS Based Exposure Fusion

3.1 Overview

A new type of exposure fusion technique is devaldpeavoid the limitation of conventional digitaroera
to handle the luminance variation in the entirenscdhe primary focus of this paper is the develepnof a
fast and robust exposure fusion approach basedoahtexture features computed from edge-preseffilieg
Unlike most previous multi-exposure fusion methods, build on ANI, a non-linear filter introduced by
Perona et al. [18] in 1990 that has the abilitypteserve large discontinuities (edges). It derifresn
magnitude of the gradient of the image intensity eontrols diffusion strength in the image to pravaurring
across edges. As such, the algorithm implemented E&ure 4) include four steps:

1. A first step, in our algorithm, is two-scale deosition based on ANI which is used to separateser

details (base layer) and finer details (detail fageross each input exposure.
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2. Weak textures (detail layers computed in theiptes step) and saturation based weight mask georera
which provides precise control of contribution oflivexposed pixels from input image series.

3. WLS and sigmoid function based weight map refiaet is performed for coarser details and fineaitket
computed in the first step, respectively.

4. Weighted average based blending of coarserlsletad finer details is performed to form a comosi
seamless image without blurring or loss of detedmarge discontinuities.
3.1 Extraction of Coarser Details and Finer Details
Edge preserving filters have received considerattntion in computational photography over the¢ dezade.
BLT [40] and ANI [18] are the most popular edgegeeving operators. Standard BLT uses distances of
neighboring pixels in space and range. The spaggrgaweighting function is computed at a spacdigher
dimensionality than the signal being filtered. Aeeault, such filters have high computational c¢41§. ANI
has led to an excellent tool for smoothing fineadsetof an image while preserving the coarser tefae.
edges). It is modeled using partial differentiali&ipns (PDEs) and based on non-linear iteratioeg®ss. The

diffusion equation in two dimensions is defineda@®w:

(igt) _
o aMaiorDETT 1)

where the operatoll calculates the image gradient of an input imadé1l represents the magnitude of the
gradient of image intensityg(l 1) is a spatially varying non-linear operator thatosthes fine details while
avoids blurring of coarser detai(s,]) specifies spatial position, ahds the iteration parameter.

The diffusion strength in the image is determingdthe conduction coefficient which is influenced the
gradient of the image intensityhe principles of conduction coefficient are (i)athing the fine textures and
(ii) preserving coarser details in the image d&tach type of non-linear diffusion is achieved bysidering
image structure. On the other hand, fixed valuearfduction coefficient (i.eg(¢)=1), yield isotropic linear
diffusion that tends to have constant responsérfertextures and strong edges. Therefore to aeme-linear
diffusion the conduction coefficient is chostm satisfy g(i)—0 wheni—w so that the diffusion process is
“stopped” across the region boundaries (i.e. edgiee)cations of high gradients.

A diffusion functionsg(s) used in our approach can be defined as follows:

— a(=3I011/K)?)
g(dl)=e , )
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whereK is a scale parameter that is determined by enapicisnstant and the selection of scale parametgr ma
be different for a particular application [18]. dair algorithm the value d€=1/7 was fixed for all cases, which
is determined empirically to yield optimally diffed image for fine details extraction.

Anisotropic diffusion [18] for discrete signal ismputed as follows:

=1t LY g, o,
| 2 DO, (3)

S pD”s
where I; is a discrete version of input signaldetermine the sample position in the discreteadjgand #

determines iterations. The constanit a scalar that determines the rate of diffusigmepresents the spatial
neighborhoods of current sample positipand|z is the number of neighbors.

For discrete image, Nortfgy), South(gs), East(ge), and West(gy) spatial locations are considered for the
computation of conduction coefficients.our case, local window of siZ8x3) from input imagel( is chosen,
which intuitively appears most suitable for the potation of conduction coefficient at low compubaticost,
but other window sizes are possible as well. Serafomputing all the possible value of the conaurcti

coefficients for pixel positionsf in the discrete image, the diffused image isiokthas follows:
1 = |;+|,7y—|[gN.D g0 d+g 0 d+g,0 01 @

where 4, V., &, and IRy indicate the difference of North, South, East, Wbkt neighbor for pixel positios)
respectively.

Let I, be theny, source image which needs to be operated by an itBH. in order to separate coarser and finer
details, we first decompose source images intodeate representations by using anisotropic diffusithe
base layer (i.e. the diffused image defined in #qnd4)) of each source image is obtained as \figdlo
BL=ANIk (1) (5)

Once the base layer is obtained for eaghinput image, the detail layeDf) can be directly calculated by
subtracting the base layer from the source imadellasvs:

D=l +BL, (6)

3.2  Weight Estimation

The motivation behind weight map computation isyield non-linear adaptive function for controlline

contribution of pixels from base layers and ddtgiers computed across all input exposures.
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Interestingly, the detail layeD() computed fomy, source image in (6) yields analysis of weak teeduthat
seems to be indicator of contrast variation inithege. We adopted such metric to quantify the peedeocal
contrast of an image under different exposure rggttiand allow discarding under exposed and ovesexpo
pixels.

Furthermore, in order to accomplish optimal cortiasd color details in the fused image, we additiign
incorporate the color saturation measus&T) to our weighting function. In practice foy, RGB source

image,SAT, is computed fony, source image as the standard deviation withilRth& ', and B' channel, at

each pixel.

SA'E:\/%[( R-p)® +( G- p)® +( B- p)’] 7)

1o acn g
where,# = 3(R* G B)

As shown in Figure 1, in order to remove the infices of under-exposed and over-exposed pixels for
producing well-exposed image, the two image featuire., D, and SAT, are combined together by
multiplication to estimate combined featurE&y).

FR.=D,xSAT, (8)

Then FR, is convolved with the symmetric Gaussian low pessiel () having 5x5 kernel sizer() with

standard deviatiors()) 5 to construct the saliency maphi,.

SM, =|FR|OU, ,, ©)

Next, the saliency maps are compared to deterrhmeveight maps as follows:

wmk =2 if SMS = max(SM}, SM',....SM 10
" otherwise (10)

whereM is number of source images, SM¥ is the sajieatue of the pixekin then; image.

3.3 WLS Based Weight Refinement and Weighted Fusiaof Coarser Details and Finer Details

In this section, we propose WLS optimization framew[20] and sigmoid function [19] based weight map
refinement approach to obtain noiseless and smeetbht maps. First, WLS filtering is performed oach
weight mapWM, with the corresponding source image serving asdlece image for the affinity matrix [20].

The motivation behind weight maps refinement isoisws. The fusion rules (weight map) computedi0)
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are hard (the value of weight maps are changingpaly), noisy and not aligned with the object boarels.
Weight maps need to be as smooth as possible, sipitbchanges in the weight maps will introducanseind
artifacts in fused image.

3.3.1 WLS optimization framework

WLS [20] based edge-preserving operator may beadeas a compromise between two possible contragicto
goals. Given an input image we seek a new image which, on the one hand, is as close as possibleand

at the same time, is a smooth as possible evergwhgcept across significant gradients.ifo achieve these

objectives we seek to minimize the following quaidraunctional:

;[(wp. v, ) +A{qx, (w(g—vxvj rq, v(‘é—“y””] (11)

where the subscriptp’ denotes the spatial location of a pixel. The gufathe data termwy - v,;,r)2 is to
minimize the distance betweanandv, while the second (regularization) term striveatbieve smoothness by
minimizing the partial derivatives @f. The smoothness requirement is enforced in aadlyatiarying manner
via the smoothness weighgsandq,, which depend om. Finally, 1 is responsible for the balance between the
two terms; increasing the value/ofesults in progressively smoother images

Using matrix notation we may rewrite (11) in follmg quadratic form:

W=V (WY + AW FYQw WO YOY (g

HereV, andV, are diagonal matrices containing the smoothnesghte,(v) andqy(v), respectively, and the
matricesO, andO, are discretélifferentiation operators.

The vectow that minimizes (12) is uniquely defined as thaigoh of the linear system

(I, +AL,)wW =V, (13)

wherelq is the identity matrix and., = O}V, 0, + OV, 0,- Modulo the difference in notation, this is exgdtie
linear system used in [42], where it was primatiged to drive piecewise smooth adjustment maps tom
sparse set of constraints.

In the present approack), and O, are forward difference operators, and hemgend o] are backward

difference operators, which means thats a five-point spatially inhomogeneous Laplaaiaatrix. As for the

smoothness weights, we define in the same mannier42]:
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j q,p-w{

where /¢ is the log-luminance channel of the input imagehe exponeni (typically between 1.2 and 2.0)

qx,p-(\/):[

determines the sensitivity to the gradientsvpfvhile ¢ is a small constant (typically 0.0001) that prdsen
division by zero in areas wheves constant.

Equation (13) tells us that is obtained fronv by applying a nonlinear operatgy, which depends own
w=Z,(M=(ly+AL)7v (15)
In the present approacdWLS , .(v) represents the WLS filtering operation. Whére, ande are the parameters

which decide the degree of smoothness, sensitteitthe gradients and small constant of the WLSilt

respectively. In our cas&/M, computed in (10) serves as the input image to Wit (i.e. v= WM,). More

specifically, the coarser version of weight m&m, will serve as refined weight map foy, base IayeWnBL:

W =WLS, (Y (16)

Once the resulting weight maps for base layer @taied, sharp and edge-aligned weights are comipute
based on 1-D sigmoid function for fusing the ddajkers. As shown in Figure 1, the spatially smedttveight
maps of base layer are utilized to compute shaightenask of detail layer which preserve textureat® in

the fused image. Therefore, unlike [37], the pragosolution attempts computationally simple appnotc
estimate the best possible weight maps for detgdrl fusion.

Let w denote refined weight map fox, detail layer andsIG,, ,(W™)is the 1-D sigmoid function [19]

applied orWnBL, wherea0, t'O0, andd are the weight parameter, independent variablek tfzen parameter
which decide the threshold to further control tegreée of sharpness, respectively. Tihghis computed as:
wP=SIG,, ,(W™") I

In theory, the 1-D sigmoid is computed as:

1
S1G,6(0= Ty (18)

wheret'00 is the independent variabla 70 is a weight parameter of the sigmoid function érizk a fixed

threshold to further control the sharpness of sigrfunction.
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Once the resulting weight mapg®- andw?" are obtained, the pixel-wise weighted compositibbase layers

(i.e. fused base laydBLr), detail layers (i.e. fused detail layPg) and the resulting fused image can be

directly calculated as follows:

N
BL. =Y W™ BL, (19)
n=1
N
D, =>W2D, (20)
=1
|. =BL. + D, (21)

4 Experimental Results and Analysis

In order to evaluate the performance and effecégenof the proposed image fusion approach, we have
summarized the comparison of our fusion approach different exposure fusion, tone mapping and imult
focus image fusion methods. Two objective evalmatinetrics (i.e. quality score "8 [43] and visual
information fidelity for fusion VIFF [44]) were enmyed to access the fusion quality and to analiieeaffect

of free parameters used in the approach. Curreatlyexperimental results are generated by the d¥atl
implementation. Furthermore, to measure distoritiotne fused image and strengthen the evaluatipahibity

of @*®F and VIFF, we incorporate the Dynamic Range Indepenhdisible Difference Predictor (DRIVDP)

[45]. DRIVDP metric is sensitive to three typesstfuctural changes for distort

r - =

ions measurement (ass of

(d)
FIGURE 3:Lizard: Comparison with popular exposure fusion approadi@zes) Source images, (Besults of our new exposi
fusion method. Tree leaves and wall texture appear-exposed and blurry in (d) Ketan [46], (e) Rarf28] and (f) Mertas e
al. [16]. In the proposed results, it becomes atrpossible to presertexture and strong edge features simultaneolvsbyeover
by applying the proposed approach, the fine testare accurately enhanced. Ihpuage sequence is Eric Reinhard, Unive
of Bristol.
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visible contrast, amplification of invisible constaand reversal of visible contrast) between ireageder a
specific viewing condition.

4.1 Comparison with other exposure fusion, multi-fous image fusion and tone-mapping
methods

Figure 2, 3 and 4 depict examples of fused imagea the source multi-exposure images. It is notibed the
proposed approach enhances texture details whédeepting halos near strong edges. In order to check
effectiveness and robustness of present approbaeltalgorithm is tested on variety of multi-exposimage
series. The proposed approach is computationaitylsi and the results are comparable to severalsexgo
fusion and tone-mapping techniques. As shown inifeig) 2 (a-c) the details from all of the sourcegemare
perfectly combined and reveal fine textures whiesprving local contrast and natural color. In Fegu3 (a-d)
we compare our results to the recently proposedoaphpes. Figure 3 (d) depicts the results of ogation
framework [46] and Figure 3 (e) shows the mate-thdasion results using the edge preserving filteshsas
BLT [23]. It can be observed that other fusion noeiperform well in preserving image details whiiey fail
to reconstruct texture and color details in thelity illuminated areas. The result of Mertens le{X6] (see
Figure 3 (f)) appears blur and loses texture detaflile in our results (see Figure 3 (c)) the fieeture are
emphasized that are difficult to visible in Fig.(f3. This is because of utilization of Gaussiannetrfor
pyramid generation: as it removes Pixel-to-pixetrelations by subtracting a low-pass filtered cafythe
image from the image itself to generate Laplaciramid and result is a texture and edge detailsatazh in

the fused image. The results produced in 3 (ds® Msibility in a brightly-illuminated areas andtdils are lost

(a) o (b) © () @)

FIGURE 4: National Cathedral: Comparison with popwdaposure fusion and tone mapping methods.Rggults of our ne
exposure fusion method, (b) Mertens et al. [16],iGAMO06 [47], (d) WLS. [20] and (e) GRW [39Note that our method yiel
enhanced texture and edge features with better apfzearance. Input image sequence is courtesyarflions.
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(© (e) ) () (h)

(d) _ () 0) (K) ()
Proposed: Q%"= 0.75, VIFF=0.72, Qy = 4.56, Q= 6.7364 iCAM : @*®F=0.39 , VIFF=0.50, Qy

=3.35, Q= 5.7335

(m) (n) (0) () (a) (n (s) ® (u) v)
EF: *®F= 0.6880, VIFF= 0.6800, {p= 3.88, Q;= 6.2233 WLS: Q*®F=0.45, VIFF= 0.66, @ = 2.54, Q= 6.2511

FIGURE 5: Comparison of proposed results with iCAMBB,and WLS on the National Cathedral sequence WiRIYDP [45]. (a).
(b) The two source images give good exposurehipaintings on window glass and lamp, and the, nedpectively. In a diortior
map, green, blue, and gray pixels indicate vistdgatrast loss, amplification, and no distortiorsprectively. Proposed resukse
more effective in preserving local details and c®lthan the others. For the paintings on windovsgland lamp, and the wall
proposed results (see c-g) depict the least distorfollowed by iCAMO6 (see h-l), Mertens et ak Esee m-q), and WLS (see r-v).

in the tree leaves, and the texture on the wallashed out. Although the results of Raman [28k Figure 3
(e)) exhibit better color details in tree leavest &ppear slightly blurry. In our results (Figurécy) details are
preserved in the brightly-illuminated areas, yahatsame time fine details are well preservee (gaves, wall
texture, lizard).

To further compare our results visually with Medest al. [16], iICAMO6 [47], WLS [20] and GRW [39],
respectively, Figures 4(a), 4(b), 4(c), 4(d) ang)) 4lepict experimental results for National Cathédequence
(1024x768x3). Proposed fusion results shown in reigl(a) illustrate the ability of enhancing finettee
details. As well as having the ability to produ@®d color information with natural contrast. Thendoring an
increased illusion of depth to an image texturdwréfore, enhanced texture details in the fusegéntet you
get everything sharp and yield an accurate expdbatas entirely free of halo artifacts. Althougime mapped
results of iCAMO6 [47] and WLS [20] have producesimparable results, but they do not preserve cdntras
from input LDR image series. Figure 4 (b) and Fig(e) shows the results of pyramid approach [18]|@RW
optimization framework [39] respectively, which peeve global contrast but losses color informat@RW
[39] based exposure fusion is shown in Fig. 4 (&)ctv depicts less texture and color details in Hithg

illuminated regions (i.e. lamp and window glassptéthat Fig. 4 (a) retains colors, sharp edgesdatails
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while also maintaining an overall reduction in hfgbquency artifacts near strong edges. The repuiiduced

in Figures 4 (b-d) were generated by the prograrosigied by their respective authors. The HDR imafges
iICAMOG6 [47] and WLS [20] were generated using HORanstruction [2]. The results of GRW [39] shown in
Figure 4 (e) are taken from its paper. In ordegit@ a relatively fair comparison in our experingnte have
used default sets of parameters for tone-mappi®gd2] and exposure fusion [16] methods.

Figure 5 shows the distortion maps computed fromiMDR metric proposed by Aydin et al [45]. This gtal
assessment metric detects loss of visible confgaeen) and amplification of invisible contrastug@). The
main advantage of this metric is that it yields megful results even if the input images have
different dynamic range3hough we consider here DRIVDP based quality assest to compare proposed

method with one exposure fusion [16] method and twee-mapping methods [20, 47]. We assume that the

LDR images are shown in a typical LCD display wittaximum luminance 100 and gamma 2.2. We also

(€) (d)

FIGURE 6: Multi-focus image fusn results: (a, c) demonstrates the effect of fekefocus to capture more details from a partic
part of a scene and (b, d) images generated bgrtiposed approach. Note how in the fused imagealtrebjects appear all-ifecus
and enhance the loo and texture details present in the foreground background extracted from the original input ges: (inpu
sequence is courtesy of Adu andWang [34]).

(e) ) (9) (h)
FIGURE 7: Multi-focus image fusion results: (a, b,d3 denonstrates the effect of selective focus to capiooee details from
particular part of a scene and (e, f, g, h) imag@erated by the proposed approach. These resultsndtrate that present appro
has helped to handle typical situations of foregtband background present in the scene (input sequs courtesy Slavica Sayi
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assume that for all the LDR images, the viewindadise is 0.5 metres and the number of pixels paravi
degree is 30 and peak contrast is 0.0025. Signifeaf the choice of these parameters can be fivuptb].
Figures 5 (a-v) show a side-by-side comparisorhefloss of visible contrast (green), and amplifaatof
invisible contrast (blue) of proposed results vathers methods. To compute visible contrast |dgstrated in
Figure 5(d), 5(i), 5(n), and 5(s), respectively, fiased images in Figures 5(c), 5(h). 5(m), and, e under-
exposed image (i.e. Figure 5(a)) is used as referemage. Similarly, to compute visible contrassslo
illustrated in Figure 5(e), 5(j), 5(0), and 5(8spectively, for fused images in Figure 5(c), 58timn), and 5(r),
the over-exposed image (i.e. Figure 5(b)) is usegtference image. We ran invisible amplificatiogtrics on
fused images, which are generated using a simitaxeplure as used for loss of visible contrast metiie two
source images with good exposures respectivelytherbrightly illuminated region (i.e. window) anbet
poorly illuminated region (i.e. wall) are given kigure 5 (a) and 5 (b). The distortion maps farpmsed
method, iICAMO6 [47], Mertens [16] and WLS [20] ag&ren in Figure 5(c-g), Figure 5(h-1), Figure 5(M-q
and Figure 5(r-v), respectively, along with theddismages. In a distortion map, green, blue, aag pixels
indicate contrast loss, amplification, and no disdo, respectively. It can be noticed that thepmsed results
are more effective in preserving local contrast eoldr information than the other methods. Please that
visible contrast loss and distortions are the leesshg the proposed approach. Moreover, to comgse
performance of the proposed approach, iCam06, Megeal. and WLS, we have employed four fusiorityua
metrics i.e Q"®F, VIFF, Mutual Information Q) [48], and Spatial Frequenc®4s) [49].

Q"®F [43] evaluates the amount of edge informationsfemed from input images to the fused image. Aesob
operator is applied to yield the edge strengthaiehtation information for each pixel. For two inpmagesA
andB, and a resulting fused image(i.e. I computed in (21)), the Sobel edge operator isiegpd yield the

edge strengtk(n’,;m") and orientatiogg(n’,m’") information for each pixel as:

e(n,m)=y sti(m B+ sh m R (22)
B.(n',m) = tan™ {M} (23)
sby (i, )
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where sl (m, f)and sk (m, )are horizontal and vertical Sobel template canteregixel Po(n’,m’) and

convolved with the corresponding pixels of imageThe relative strength and orientation values ofrgut

imageA with respect td¢- are formed as:

o {[e"—j 4 Aatnm) | (', ) (24)
' ’ - ml2

where ¥ ={1 ooemm>elm) o
-1 otherwise

The process of edge information preservation vakidsfined in [43].

Finally, theQ”®*is defined as:

AF F
e 2 QW+ Qi
- )
ZDn‘, m V\{‘Am + V\)r? m

which evaluates the sum of edge information pregim values for both inpu®*" andQ®" weighted by local

Q* (26)

importance perceptual factaré andw?. We definedv(n’,m’) = [ea(n’,m")]" andwg(n’,m’) = [eg(n’,m’)]". L is

a constant. For the “ideal fusion®Q*®"= 1.

VIFF [44] first decomposes the source and fusedygadnto blocks. Then, VIFF utilizes the modelyisual
information fidelity (VIF) (i.e. Gaussian Scale Mixe (GSM) model, Distortion model and human visual
system (HVS) model) to capture visual informatioant the two source-fused pairs. With the help of an
effective visual information index, VIFF measurhs effective visual information of the fusion ir lallocks in

each sub-band. Finally, the assessment resullcglated by integrating all the information in eastib-band:

VIFE (L, ol £ )= Y PVIFF ek oo (27)
k

where P is a weighting coefficient. According\tIF theory, a high VIF yields a high quality testage.
Therefore, as VIFF increases, the quality of treeflimage improves.

The quality metricQy, measures how well the original information fromus® images is preserved in the

fused image.
QM|=2( MI(AF) . MI(®BF) j (28)
H(A)+H(F) H(B)+H(F)
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whereH(A), H(B) andH(F) are the marginal entropy &, B andF, andMI(A,F)is the mutual information
between the source imageand the fused imadge

MI(A,F)=H(A)+H(F)-H(AF) (29)

where H(A,F) is the joint entropy betweeA andF, H(A) and H(F) are the marginal entropy & andF,
respectively, andI(B,F) is similar toMI(A,F).

The fourth criterion iQsg The spatial frequency, which originated from tlhenlan visual system, indicates the
overall active level in an image and has led tefiective objective quality index for image fusipif]. The
total spatial frequency of the fused image is camgudrom row RF) and column CF) frequencies of the

image block an®sris defined as:

Qs =VRF?+ CF (30)

_ 1 N N L 31
RF \/—M'N'ZZ(IF(m'n) L (m, n- 1)y (31)

m'=1n'=1

wherelg(m’,n’) is the gray value of pixel at positigm’,n’) of imagelk.

- LSS - L (m-1, 32
CF \/M,N,ZZUF(m,n) I (m=1, n)y (32)

m=im=1
The quantitative performance analysis using theeafod evaluation indices are shown in the capifdfigure

(5). The present approach has outperformed the otle¢hods. We can see that the proposed method can
preserve more useful information compared with iG&@mMertens et al. and WLS fusion methods. In
particular, evaluation results in Figure 5 have destrated that @’F,VIFF, Qu and Qghave correspondence
with the DRIVDP-based evaluation.

Furthermore, to check the applicability of proposggbroach for other image fusion applications, ageh
presented the experimental results for multi-focuage fusion. In Figure 6, Figure 7, and Figuretds
demonstrated that proposed method is also suifablenulti-focus image fusion to yield rich contraetd
texture details. One of the key characteristicpresent approach for multi-focus image fusion aapion is
illustrated in Fig. 6 (b): the color details areegerved in the fused image with better visualiratib texture
details. It can also be noticed in Figure 6(d) thatedges and textures are relatively better thanof source
images. Fusion results of proposed method on thedandard test scenes (see Figures 7(a-d)) avensin

Figures 7(e-h). )). Note that, the strong edges fared texture details are accurately preservedchin fused
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(d) Tian et al

(a) our (b) Adu et al.

FIGURE 8: Comparison of Clock image results with rélgeproposed conventional mulidcus image fusion methods. (a) Propt
results, (b) Adu et al. [34], (c) DWT [50] and (@lan et al. [51]. It has been found that the proposgut@gch helps the viewer
observe enhanced texture and edge features sirmaiialy without depicting visible artifacts. Inpmadge sequence is colsyeot
Adu andWang.

(c) DWT

image without introducing halo artifacts. The haldifacts may stand out if the detail layer undes a
substantial boost. Comparisons of Adu [3@WT [50], Tian et al. [51], and our approach for Itihfocus
image fusion are illustrated in Figures 8(a-d). Tésult produced in Figure 8 (b) is taken frompéper [34].
Results of DWT [50] shown in Figure 8(c) were getted by the MATLAB Wavelet toolbox. For the DWT-
based methods, the low-pass subband coefficiedtgh@high-pass subband coefficients are simphgeteby
the averaging scheme and the choose-max selecti@mg, respectively. The DWT-based fusion algorithm
performed using five-level decomposition adliol3 wavelets are used in scale decomposifiére results of
Jing et al. shown in Figure 8 (d) are generatethftbe Matlab code provided by the author. Note that
method (see Figure 8 (a)) yields enhanced textuleedge features. We can significantly preserveea@nce
fine details separately because our approach essliie textures from the base layers.

4.2 Analysis of free parameters and fusion performace metrics

Proposed method has eight free parameters Key, a, 6, 4, a, & We fixt=5, K = 30,y =1/7,a= 3,6 =0.001,
A1=0.1,a = 1.2, ands=0.0001 in all experiments and they are set as Hgdatameters. It is preferred to have
a small number of iteratior{$§) to reduce computational time. The fusion perfarcegadoes not affected when
t<5 because present method does not depend much erabieparameter choice bfThe parameters selection
criterion forK, y and@ is given in [18] and [19] respectivelyWe have set K = 30,y =1/7 andf =0.001 as
default parameters for all experiments. In the gmeéspproach, the fusion performance is dependemivo
free parameters i.¢.anda. To analyze the affect of lambdg and free parametea)(on Q@®" [43], and VIFF

[44], we have illustrated four plots (see Figure@@l)) for input image sequence of Cathedral (XUB8x3),
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FIGURE 9: Sensitivity analysis of lambdg) @nd free parametea) which respectively control the smoothness in weiglabp:
computed for base layers and detail layers. (adhffeness of on ¢*®F, (b) Effectiveness of on VIFF, (c) Effectiveness af or
Q*®" and (d) Effectiveness afon VIFF.

Bellavita (800x535x3), and Book (569x758x3). Theaided description of & and VIFF is given in the
previous sub-section. To assess the affect of lanf)dind free parametea)(on fusion performance, the'¢y
and VIFF are experimented.

To analyze the influence éfanda on @®F and VIFF, other parameters are set, K=30,y =1/7,6 =0.001,

a = 2, ande= 0.0001. As shown in Figures 9 (a) and 9 (b), theofu performance will be worse when the
values ofi anda are too large or too small. It should be notigedFigure 9 that the 8" and VIFF decreases
when thel anda are too large or too small. The visual inspectibmaffect ofa’s on “Cathedral” sequence is
depicted in Figures 10 (a-c). It can easily beasatiin Figures 10(a-c) that asncreases, the strong edges and
textures get enhanced and therefore leads to & petserving fusion results. In order to obtairtio@l detail
enhancement and low computational time, we haveladad that the best results were obtained tEh K =
30,y =1/7,a = 3,6 =0.001,7 = 0.1, « = 1.2, ande= 0.0001, which yield reasonably good results and

satisfactory subjective performance for all cases.
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a=1 a=6 a=12
(a) (b) (c)
FIGURE 10: Visual inspection of fine detail enhaneeamin typical lighting situations: The free pardera in (18) controlsdetai
enhancement and sharpening. We have found thaitieeriof“a “between 3 and 6 is sufficient for fine details extraction and ¢
better results for various typical situations. Bpaking higher value &, the texture details are accurately enhanced. It also show
that selection of much higher value for detail erteanent does not introduce artifacts near objecintiaries due to detail-
enhancement. (&= 1, (b)a=6, (c)a=12.

To further demonstrate the analysis of errors thioed by the free parametay four fundamental error
performance metrics are adopted i.e. Root Mean i8duarror (RMSE), Normalized Absolute Error (NAE),

Laplacian Mean Squared Error (LMSE), and Peak $igmaNoise Ratio (PSNR). The RMSE measure the
differences between resulting image and referemegé. The error in a pixdﬂf is calculated using Euclidean
distance between a pixel in a resulting image @itfi and the corresponding pixel in the referencagjiﬂsd?.'Ef

with a=1, i.e., E(P") :HF?.* — P™'||. The total error in a resulting fused image is patad using square root of

the Mean Square Error (MSE), i#(l/M )Zi-E(F?-* )2 .

NAE is a measure of how far is the resulting fusedge (whera >1) from the reference fused image (when
a=1) with the value of zero being the perfect fitrgea value of NAE indicates poor quality of the iradg9].

NAE is computed as follows:

331 (e - Ty (m, )

NAE — m'=1n=1 (34)

Sl

m'=1n=1

LMSE is based on the importance of edges detaibareaent, which is also the most critical featareihage

quality assessment. The large value of LMSE mdaatsmage is poor in quality. LMSE is defined alofw:

. 2

LMSE= “‘Z:;%[Lm(l FN(m T “'))} (35)
2 2L, m)
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where L(I-(m',n")is laplacian operator:

L((m',nY)) =l (Mm+Ln)+ L (m=Ln) | (m',n+1
+l-(m',n-1)-4l. (m',n’)

(36)

PSNR is the ratio between the maximpossible pixel value of the fused imageAx, ) and the MSE,

which is computed as follows:

PSNR=10.Iogm{ MMA;(I';F J (37)
As shown in Figures 11 (a-c) the RMSE, LMSE, andBNiAcreases as paramegeincreases. It should be
noticed in Figure 11 (a) that when= 12, the total error introduced is still lessrth&. It is seen from the
computed values of objective measures like NAE laMI&E (see Figures 11 (b-c)) fa=2, 3,4, 5,6, 7, 8, 9,
10, 11, and 12, for input image sequence of CastheBellavita, and Book, the errors increases dtimaily as
free parametea in (18) becomes too large, but increases slowlgnvax6. Using graph presented in Figure 11
(d), we want to illustrate what can happen if PSBIRsed as distortion measure. It has been foustdRENR

decreases gradually as free paramatircreases and can be seen that the proposed appsoperforming

consistently for different value of free parametas. a) proposed for detail enhancement.
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FIGURE 11: Sensitivity analysis of errors introdudgdthe free parametex The errors increases dramaticallyaasecomes tc
large, but increases slowly whex6. It is observed in Figure (b) and Figure (c) thabr increases asincreases bustill the
deviation range is less. (a) Effectivenesa@in RMSE, (b) Effectiveness afon LMSE, (c) Effectiveness @ on NAE, and (d
Effectiveness o on PSNR.
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(d)
FIGURE 12: Visual inspection of contrast and dezathancement in multi-focus image fusion. The fraameter in (15) and ain
(18) controls detail enhancement and sharpeningeotisely. We are able to achieve aggressive detahancement and
exaggeration, while avoiding artifacts. Clock ima@94=0.5, a= 7, (b)A=0.5, a= 12, (c)4=0.5, a= 17. Leaves image: (d50.5, a
=7, (e)A=0.5,a= 12, (1=0.5,a=17.

Another interesting interactive tool for maniputegithe detail and contrast in the multi-focus imaggon has
been experimented. Figures 12 (a-f) show the egdherated for Clock and Leaves image series thith
parameterd=0.5,a = 7 (see Figure (a)}=0.5,a = 12 (see Figure (b)}=0.5,a = 17 (see Figure (c)), and
4=0.5,a = 7 (see Figure (d)}=0.5,a = 12 (see Figure (e)}=0.5,a = 17 (see Figure (f)), respectively. Here,
we demonstrate that we can generate highly dethérced fused image from multi-focus image sebefre
objectionable artifacts appear. We found that prespproach is very effective for boosting the antoof
local contrast and fine details. The effective matdtion range is very wide and will vary in accamde with
the texture details present in the input imageeseiit typically takes a rather extreme maniputatio cause

artifacts near strong edges to appear.

5 Conclusion and Future Scope

Our proposed technique constructs a detail enhanised image from a set of multi-exposure imagesdiyg
WLS optimization framework. When compared with #asting techniques which use multi-resolution and

single resolution analysis for exposure fusion pghesent method perform better in terms of enhanotwfe

texture details in the fused image. Our research mativated by the edge-preserving property ofcropic
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diffusion that has non-linear response for finduses and coarser details. The two layer deconipoditased
on anisotropic diffusion is used to extract fingttees for detail enhancement. Furthermore, ibieresting to
note here that our approach can also be appliechfidti-focus image fusion problem. More importantiiye
information in the resultant fused image can betrotled with the help of proposed free parametétslast,
the future work involves improvement of this metfodadaptively choosing the parameters of the iilt&

and checking the utilization for different kindsiofage fusion applications.
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