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Abstract—Intelligent Transportation Systems (ITS) are a class
of quickly evolving modern safety-critical embedded systems.
Dealing with their growing complexity demands a high-level
formal modeling language along with adequate verification tech-
niques. STeC has recently been introduced as a process algebra
that deals natively with both spatial and temporal properties.
Even though STeC has the right expressive power, it does not
provide a direct tooled support for verification. We propose to
encode STeC specifications as Timed Automata to provide such
a support and we illustrate our transformation strategy on a
simple example.

I. INTRODUCTION

A great variety of languages have been developed over the
last two decades to describe timed or untimed models (like
CSP[1], π-calculus[2], Timed-CSP[3], Timed Automata[4])
and timed or untimed properties (LTL, CTL, TCTL or PSL[5]).

Timed Automata, introduced by Alur and Dil, have inspired
a lot of works as they introduced real-valued clocks thus mak-
ing ’time’ a first-class citizen of the specification languages.
Sound and mature verification tools have also been developed
around Timed Automata, which makes them a good ’assembly
language’ for other high-level modeling languages in search
for a verification support.

In embedded systems, time is acknowledged as being of
central importance. In the domain of Intelligent Transportation
Systems (ITS), which is developing rapidly and is gaining a
growing attention, we believe that both models and properties
need to consider not only time but also spatial aspects.
That is why we consider STeC (Spatio-Temporal Consistence
Language) as a good candidate process algebra to build spatio-
temporal models([6], [7]). Indeed, STeC makes (physical)
location a first-class citizen of the specification. In this paper,
we propose to build a high-level verification framework for
spatio-temporal specifications. We use STeC to capture the
models and we rely on Timed Automata to provide the
foundational verification support. After discussing a global
high-level modeling framework to capture both models and
properties, we focus the discussion on a transformation from
STeC to Timed Automata. Expressing high-level properties
is not part of the discussion here and we rely on standard

temporal logics properties to illustrate our approach on a
simple train control system.

In order to provide a direct verification support for the
spatio-temporal models built by STeC. We propose a global
verification framework to illustrate our goal and main works.
In the framework we choose a specification language(called
CCSL [10]) for STeC-models and show globally how to
provide such a support by transforming them into Timed
Automata on which verification techniques can be applied.
Then we focus on the details of transformation from STeC to
Timed Automata—the main contribution of this paper.

In Section 2, some background knowledge and definitions
are given, which are essential for introducing the contribution
of this paper. In Section 3 we introduce a possible verification
framework for verifying STeC-models. In Section 4, we give
our main contribution of this paper. In Section 5, a summary
of this paper is given.

II. BACKGROUND AND DEFINITIONS

In this section, some basic definitions about STeC and
TA are introduced. These knowledge are prerequisite for the
contribution part. For the tranditional definitions and more
details, see [4], [6], [8] and [9].

A. An Introduction of STeC

Yixiang Chen introduced the Spatio-Temporal Consistence
Language in 2010[6] and set up its formal semantics with
his colleagues in [7]. Unlike the traditional formal modeling
languages, it stresses the location and the time of an event
of real-time systems, especially ITS. An event(or action) is
executed at a location and time. For example, in a Train
Scheduling System(see [6], [7]), trains travel from one plat-
form to another with very strict time restriction. If a train do
not arrive at a station at ’correct’ time, the collisions might
happen. This characteristic of STeC makes it a powerful and an
easy-understand formal modeling language for ITS(for more
examples modeled by STeC, see [6], [7]). However, despite
of its easy-expressing feature, STeC does not support for
verification considering there is no specification language used



to describe the spatio-temporal properties and we can not apply
traditional verification techniques which is based on automata
directly to the STeC-model.

The syntax and operational semantics of STeC are given as
below.

1) The Syntax of STeC: The syntax of STeC is as follows,
in Backus-Naur Form:

A ::= SendG⇀G′

(l,t) (m) | GetG↼G′

(l,t) (m)

B ::= α(l,t)(l
′, δ) | β(l,t)(δ) | B | B ∧B

P :: = StopG(l,t) | Skip
G
(l,t) | Send

G⇀G′

(l,t) (m) |GetG↼G′

(l,t) (m) |

αG(l,t)(l
′, δ) | βG(l,t)(δ) | P ;P | P [] P | P ‖ P | B → P |

[]i∈IBi → Pi | P Dδ P | P D ([]i∈IAi → Pi)

StopG(l,t), SkipG(l,t), SendG⇀G′

(l,t) (m), GetG↼G′

(l,t) (m),
αG(l,t)(l

′, δ) and βG(l,t)(δ) are atomic processes, P ;P is the
sequence operator and P ‖ P is the parallel operator. P []P is
the choice operator. []i∈IBi → Pi is a guard choice. P Dδ Q
behaves as P for up to δ time units and then behaves as Q.
P D([]i∈IAi → Pi) initially proceeds like P and is interrupted
on occurrence of the atomic command Ai and then process
like Pi. Here Ai is an interrupt command.

For more details about the syntax of STeC, refer to [6] and
[7].

2) The Operational Semantics of STeC: A storage σ is
introduced in STeC as the storage of messages between agents.
Let σ ⊆ 2M, M is the set of messages of the form mG→G′ .
Here we use Sto to represent the set of storages and it is easy
to see that: Sto ⊆ 22M

.
Let Loc be the set of locations. T ⊆ R is the set of time

space. An environment is a triple (a, u, σ) where σ is a storage,
a is a location and u is time. We use the notation E to represent
the set of all the environments: E = Loc× T× Sto.

Let B = {B|B is a ′B′ type formula in STeC}(see the
syntax in STeC). A function T : B→ {0, 1} is defined as the
truth valuation function. We have T (B) = 1(resp. T (B) = 0)
if B is true (resp. false).

A configuration of process P is defined
as a tuple 〈P, (a, u, σ)〉. Define Stconf =
{〈P, (a, u, σ)〉 | P is a process and for some a, u, σ} as
the set of all configurations in STeC.

The transition relation of STeC ↪→STeC is a function:

↪→STeC : Stconf → 2Stconf

The transition relation can be denoted as 〈P, (a, u, σ)〉 →
〈P ′, (a′, u′, σ′)〉 iff ↪→STeC (〈P, (a, u, σ)〉) =
〈P ′, (a′, u′, σ′)〉 holds.

The operational semantics of STeC is as follows. For more
detail, refer to [6].

• a=l,u=t

〈SendG⇀G′
(l,t)

(m),(a,u,σ)〉→〈E,(l,t,σ∪{mG→G′})〉

• a=l,u=t

〈GetG↼G
′

(l,t)
(m),(a,u,σ)〉→〈E,(l,t,σ\{mG→G′})〉

• a=l,u=t
〈α(l,t)(l′,δ),(a,u,σ)〉→〈E,(l′,t+δ,σ)〉

• a=l,u=t
〈β(l,t)(δ),(a,u,σ)〉→〈E,(l,t+δ,σ)〉

• a=l,u=t
〈StopG

(l,t)
,(a,u,σ)〉→〈StopG

(l,t+1)
,(l,t+1,σ)〉

• a=l,u=t
〈SkipG

(l,t)
,(a,u,σ)〉→〈E,(l,t,σ)〉

•
〈P,(a,u,σ)〉→〈P ′,(a′,u′,σ′)〉

〈P ;Q,(a,u,σ)〉→〈P ′;Q,(a′,u′,σ′)〉

•
〈P,(a,u,σ)〉→〈P ′,(a′,u′,σ′)〉

〈P ;Q,(a,u,σ)〉→〈P ′;Q,(a′,u′,σ′)〉

•
〈P,(a,u,σ)〉→〈P ′,(a1,u1,σ1)〉, 〈Q,(a,u,σ)〉→〈Q′,(a2,u2,σ2)〉
〈P []Q,(a,u,σ)〉→{〈P ′,(a1,u1,σ1)〉,〈Q′,(a2,u2,σ2)〉}

•
〈P,(a,u,σ)〉→〈P ′,(a′,u′,σ1)〉, 〈Q,(a,u,σ)〉→〈Q′,(a′,u′,σ2)〉

〈P‖Q,(a,u,σ)〉→〈P ′‖Q′,(a′,u′,σ1]σ2)〉

•
T (B)=1

〈B→P,(a,u,σ)〉→〈P,(a,u,σ)〉
T (B)=0

〈B→P,(a,u,σ)〉→〈StopG
(l,t)

,(a,u,σ)〉

•
T (Bi)=1

〈[]i∈IBi→Pi,(a,u,σ)〉→〈Pi,(a,u,σ)〉

•
〈P,(a,u,σ)〉→〈P ′,(a′,u′,σ′)〉 ∧ u′≤δ
〈PDδQ,(a,u,σ)〉→〈Q,(a′,u′,σ′)〉
〈P,(a,u,σ)〉→〈P ′,(a′,u′,σ′)〉 ∧ u′>δ
〈PDδQ,(a,u,σ)〉→〈Q,(a1,δ,σ1)〉

B. An Introduction of Timed Automata[4]
1) The Syntax of TA: Let C be a finite set of non-negative

real-valued variables called clocks. The set of guards G(C) is
defined by the grammar g := x ./ c | g ∧ g where g ∈ C,
c ∈ N and ./∈ {<,≤, >,≥}. A Timed Automata is a tuple
A = (Q,Σ, C, q0, E, I, AP,L, F ), where:
• Q is a finite set of states,
• Σ is a finite alphabet,
• C is a finite set of clocks,
• q0 ∈ Q is an initial state,
• E ⊆ Q×Σ×G(C)×2C×2Q is a finite transition relation,
• I : Q→ G(C) is an invariant-assignment function,
• AP is a finite set of atomic propositions,
• L : Q→ 2AP is a labeling function for the states,
• F ⊆ Q is a set of accepting states.
2) The Operational Semantics of TA: A clock valuation is

a function ν : C → T. We define ν + r as: for each clock
x ∈ C, (ν + r)(x) = ν(x) + r, where r ∈ T. If Y ⊆ C then
a valuation ν[Y := 0] is such that for each clock x ∈ C\Y ,
ν[Y := 0](x) = ν(x) and for each clock x ∈ Y , ν[Y :=
0](x) = 0. The satisfaction relation ν |= g for g ∈ G(C) is
defined in the natural way.

The operational semantics of a TA A =
(Q,Σ, C, q0, E, I, AP,L, F ) is a labeled transition system
(LTS):

↪→A (q, ν) : (Q× TC)⊥ → 2(Q×TC)⊥

where each mapping defines a transition relation 〈q, ν〉 →
〈q′, ν′〉, which is defined as follows:



↪→A (q, ν) =



{〈q, ν + α〉} if ∃α ∈ T ∧ (ν + α |= I)

{〈q′, ν′〉 | q′ ∈ Q′} if ∃〈q, a, g, Y,Q′〉 ∈ E
where ν |= g,ν′ = ν[Y := 0]

{〈q′, ν′〉 | q′ ∈ Q′} ∪ {〈q, ν + α〉} if both

⊥ otherwise

3) Transition Relation Function: The transition relation
function ψ : Q → 2Q is a function over the states of TA.
We declare that for any q ∈ Q, there exists a value of
ψ(q) if and only if there exists a tuple 〈q, a, g, Y,Q′〉 ∈ E,
denoted as ψ(q) = Q′. So we can say for each TA there is a
conrrespondent transition relation function.

III. THE VERIFICATION FRAMEWORK OF
SPATIO-TEMPORAL MODELS

One possible way to enhance STeC-model to be directly
verifiable is to transform it into Timed Automata. We introduce
a standard temporal logic specification language, called CCSL
and use it to specify properties of STeC-models. CCSL—The
Clock Constraint Specification Language, was firstly proposed
by Frederic Mallet in 2008[10]. It is aimed at describing
the temporal order of events for real-time systems. In CCSL
the concept of ’clock’ of each event was introduced and
the complexity logical relations between events are expressed
by the composition of such ’clock’. Because of this, some
properties are stated in a simpler way using CCSL than using
other temporal logic specification languages(such as LTL).
CCSL is well-defined in its syntax and semantics(see [10],
[11]), and can be encoded into Timed Automata in order to
support verification(for more information about CCSL, refer
to [5], [11], [10], [12], [13], [14] and [15]).

As shown in Fig. 1 below, to verify spatio-temporal spec-
ifications of STeC models, we transform STeC and CCSL
into Timed Automata(TA). M is the transformed transition
model from STeC, and Aϕ is the transformed TA specifying
properties. We can verify properties by combining the two
TAs—M × Aϕ. 1© is the main contribution of this paper,
which is discussed in the next Section. For more details about
2©, see [12].

IV. THE TRANSFORMATION FROM STEC TO TA

In this section, we mainly focus the transformation from
STeC to TA. We want to build a deductive mapping on
the structure of the syntax of STeC. But firstly, we have to
introduce three binary operations on TAs in order to form a
new TA from the old ones. Later in the Definition IV.6, we
see how to apply these three operations on the transformation.

A. The Definition of New Binary Operators

Firstly, we introduce some binary operations in TAs, which
are essential for building the transformation from STeC to TA.

STeC CCSL

TA→M TA→ Aϕ

LTS

M×Aϕ

1© 2©

specifying

Fig. 1. The Verification Framework of STeC-models

1) STeC-Concatenation: We introduce an binary operator
in TA, denoted as �STeC . Later in Definition IV.6, we can see
that for every R = P ;Q, we have AR = AP �STeCAQ, where
A∗ are the corresponding Timed Automatas of process ∗.

Definition IV.1. Set A = (Q,Σ, C, q0, E, I, AP,L, F ), A′ =
(Q′,Σ′, C′, q′0, E′, I ′, AP ′, L′, F ′) are two TAs. And Set ψ and
ψ′ are their transition relation functions correspondingly. We
define an operation called ”STeC-Concatenation” of two TAs
as a special case of the operator ”Concatenation” of TA. It
is defined as

�STeC : TA×TA → TA

where TA represents the set of all TAs. Let A′′ =
(Q′′,Σ′′, C′′, q′′0 , E′′, I ′′, AP ′′, L′′, F ′′) be a TA which satisfies
A′′ = A �STeC A′. We define it as follows:

• A′′ = (Q ∪ Q′,Σ ∪ Σ′, {x′′, y′′} ∪ C\{xA, yA} ∪
C′\{x′A, y′A}, q0, E

′′, I∪I ′, AP∪AP ′, L′′, F ′). {xA, yA}
and {x′A, y′A} are the clock x and the clock y for A
and A′ respectively, which has special meanings in the
transition of STeC to TA (will be introduced later). In A′′,
all constraints concerning about clock x and clock y in
A or A′ will be replaced with new clock x′′ and clock
y′′.

• E′′ is defined by replacing clock {x, y} with the new clock
{x′′, y′′} and defining the transition relation function ψ′′.
ψ′′(q) is defined as:



ψ′′(q) =


ψ(q) if q ∈ Q ∧ {q} ∩ F = ∅

ψ(q) ∪ ψ′(q) if q ∈ Q ∧ {q} ∩ F 6= ∅

ψ′(q) if q ∈ Q′

• The labelling function L′′ is defined as:

L′′(q) =


L(q) if q ∈ Q ∧ q /∈ F

L(q) ∪ L′(q) if q ∈ F

L′(q) if q ∈ Q′

2) STeC-Union: Denoted as ⊕STeC , like �STeC , it corre-
sponds to the ”choice” operator in STeC, for example, P []Q.

Definition IV.2. Let A = (Q,Σ, C, q0, E, I, AP,L, F ), A′ =
(Q′,Σ′, C′, q′0, E′, I ′, AP ′, L′, F ′) be two TAs. Define

⊕STeC : TA×TA→ TA

as the ”STeC-union” as a special case of the ”union” operator
of TA, which satisfies:
• Let A′′ = A ⊕STeC A′, then A′′ = (Q ∪
Q′ ∪ {q′′0},Σ ∪ Σ′, {x′′, y′′} ∪ C\{xA, yA} ∪
C′\{x′A, y′A}, q′′0 , E′′, I ′′, AP ∪AP ′, L′′, F ∪ F ′)

• We define E′′ by replacing clock {x, y} with the new clock
{x′′, y′′} and defining the transition relation function ψ′′.
ψ′′(q) is defined as:

ψ′′(q) =


ψ(q) if q ∈ Q

ψ′(q) if q ∈ Q′

{q0, q
′
0} if q = q′′0

• The labelling function L′′ is defined as:

L′′(q) =


L(q) if q ∈ Q

L′(q) if q ∈ Q′

∅ if q = q′′0

• The invariant-assignment function I ′′ is defined as:

I ′′(q) =


I(q) if q ∈ Q

I ′(q) if q ∈ Q′

{y ≤ 0} if q = q′′0

3) STeC-HandShaking: Denoted as ⊗STeC , it corresponds
to the ”parallel” operator in STeC, such as P ||Q.

Definition IV.3. Knowing A = (Q,Σ, C, q0, E, I, AP,L, F ),
A′ = (Q′,Σ′, C′, q′0, E′, I ′, AP ′, L′, F ′) are two TAs. The
definition of ”STeC-Union” is given as follows:

⊗STeC : TA×TA→ TA

set A′′ = A⊗STeC A′, it satisfies the following properties:
• A′′ = (Q × Q′,Σ ∪ Σ′, {x′′, y′′} ∪ C\{xA, yA} ∪
C′\{x′A, y′A}, 〈q0, q

′
0〉, E′′, I ′′, AP ∪AP ′, L′′, F × F ′)

• The definition of E′′ can be deduced by replacing clock
{x, y} with the new clock {x′′, y′′} and defining the
transition relation function ψ′′. ψ′′(〈q1, q2〉) is defined
as:

ψ′′(〈q1, q2〉) =

〈ψ(q1), ψ′(q2)〉 if 〈q1, q2〉 ∈ Q×Q′ ∧
∃〈q1,m!, g, Y,Q〉 ∈ E and
∃〈q2,m?, g′, Y ′, Q′〉 ∈ E′
OR
∃〈q1,m?, g, Y,Q〉 ∈ E and
∃〈q2,m!, g′, Y ′, Q′〉 ∈ E′

{ 〈ψ(q1), ψ′(q2)〉, 〈ψ(q1), q2〉, 〈q1, ψ(q2)〉 }
if 〈q1, q2〉 ∈ Q×Q′ ∧
∃〈q1, a, g, Y,Q〉 ∈ E and
∃〈q2, a

′, g′, Y ′, Q′〉 ∈ E′

〈ψ(q1), q2〉 if 〈q1, q2〉 ∈ Q×Q′ ∧
∃〈q1, a, g, Y,Q〉 ∈ E

〈q1, ψ(q2)〉 if 〈q1, q2〉 ∈ Q×Q′ ∧
∃〈q2, a

′, g′, Y ′, Q′〉 ∈ E′

where m is any message in STeC.
• The labelling function L′′ is defined as:

L′′(〈q1, q2〉) = L(q1)∪L′(q2) for all q1 ∈ Q and q2 ∈ Q′

• The invariant-assignment function I ′′ is defined as:

I ′′(〈q1, q2〉) = I(q1) ∪ I ′(q2) for all 〈q1, q2〉 ∈ Q×Q′

B. From SteC to TA: Induction on the Structure of STeC
Specification

After the essential operators are defined, we are trying to
define a mapping from STeC to TA. We need to define a
morphism from the set of language STeC to the set of TA
inductively.

Definition IV.4. We denote the set of all processes(formulas)
of STeC as:

PSTeC = { P | P is a process in STeC}

Definition IV.5. We denote the set of all TAs as:

MTA = { A | A is a Timed Automata}

Definition IV.6. Knowing that PSTeC and MTA are the sets of
processes of STeC and TAs respectively. We define a morphism
F : PSTeC →MTA which can be inductively built according
to the following rules:

i
F(SendG⇀G′

(l,t) (m)) = A =

({q0, q1}, {m!}, {x, y}, q0, E, I, {l}, L, {q1}).



where we know that A is a TA. 〈q0,m!, ∅, {y}, q1〉 is the
only element in E. I = ∅. AP = {l} and L is a labelling
function which satisfies(Fig. 2 shows the graph of the TA):

L(q) =

 l if q ∈ {q0, q1}

∅ otherwise

q0 {l}start q1 {l}
m! : {y}

Fig. 2. The TA of SendG⇀G′
(l,t) (m)

ii
F(GetG↼G′

(l,t) (m)) =

({q0, q1}, {m?}, {x, y}, q0, E, I, {l}, L, {q1})

where 〈q0,m?, ∅, {y}, q1〉 is the only element in E. I = ∅.
AP = {l} and L is a labelling function which satisfies:

L(q) =

 l if q ∈ {q0, q1}

∅ otherwise

Fig. 3 shows the TA of GetG↼G′

(l,t) (m).

q0 {l}start q1 {l}
m? : {y}

Fig. 3. The TA of GetG↼G′
(l,t) (m)

iii
F(αG(l,t)(l

′, δ)) =

({q0, q1}, {α}, {x, y}, q0, E, I, {l, l′}, L, {q1})

.
where 〈q0, α, y = δ, {y}, q1〉 is the only element in E.
I(q0) = {y ≤ δ}. AP = {l, l′}, L is a labelling function
which satisfies:

L(q) =


l if q = q0

l′ if q = q1

∅ otherwise

Fig. 4 shows the TA of atomic commmand αG(l,t)(l
′, δ).

q0 {l}

y ≤ δ
start q1 {l′}

α : y = δ : {y}

Fig. 4. The TA of αG
(l,t)

(l′, δ)

Similarly, we have the TA for βG(l,t)(δ)(a, u, σ):

iv F(βG(l,t)(δ)) = ({q0}, ∅, {x, y}, q0, E, I, {l}, L, {q0}).
The TA has only 1 state—q0. E = ∅ and I(q0) = {y ≤ δ}.
L(q0) = l (see Fig. 5).

q0 {l}

y ≤ δ
start

β : y = δ : {y}

Fig. 5. The TA of βG
(l,t)

(δ)

v For all R ∈ PSTeC , if R = P ; Q, then

F(R) = F(P ;Q) = F(Q) �STeC F(P ) = AQ �STeC AP

if and only if F(P ) = AP and F(Q) = AQ hold. It is
according to the of F’s preservation of sequence operator
in PSTeC .

p0start ... pn

q0start ... qn

Fig. 6. The TA of P and Q

p0start ...

pn (q0)

...qn

Fig. 7. The TA of P ;Q

vi For all R ∈ PSTeC , if R = P [] Q, then

F(R) = F(P [] Q) = F(Q)⊕STeC F(P )

= AQ ⊕STeC AP

if and only if F(P ) = AP and F(Q) = AQ hold. In other
words, F preserve choise operator in PSTeC .

newstart

p0 ... pn

q0 ... qn

Fig. 8. The TA of P []Q



vii For all R ∈ PSTeC , if R = P ‖ Q, then

F(R) = F(P ‖ Q) = F(Q)⊗STeC F(P )

= AQ ⊗STeC AP

if and only if F(P ) = AP and F(Q) = AQ hold. F
preserve parallel operator in PSTeC .

〈p0, q0〉start

〈p1, q0〉 ...

〈p0, q1〉 ...

〈pn, qn〉

Fig. 9. The TA of P ‖ Q

viii

F(B → P ) =

 F(P ) if T (B) = 1

∅ otherwise

ix For any process R = P Dδ Q, we consider to convert
it into a form which contains only the operator ”[]” and
”;”.
Let P = Pi ; P ′ where Pi always satisfies:

u ≤ δ ∧ u′ > δ

for any transition 〈Pi, (a, u, σ)〉 → 〈P ′i , (a′, u′, σ′)〉, then

R = P Dδ Q = []i∈XPi;Q

According to this, we have:

F(P Dδ Q) = F([]i∈XPi;Q) = ⊕i∈X(F(Pi;Q)) =

⊕i∈X(APi �STeC AQ)

Theorem IV.1. Let F : PSTeC → MTA be a morphism
descriped in Definition IV.6, then

dom(F) = PSTeC

Proof: It is obvious according to the definition of F .

C. One Example—Railroad Crossing Problem

Here is a classical example to show that how a STeC
model of system can be transformed into TA. This example
is descriped by STeC, we don’t explain in details how this
system can be modeled by STeC, for more information, refer
to [6].

Imagine a railroad crossing with several train tracks and
a common gate(here we only consider there is only one
track), such as the one depicted in Fig. 10. In order to avoid
collision, the gate must be closed when a train passes the
crossing point. This is a very classical problem for comparing

various specification and modeling language. It certainly can
be modeled by TA. Here, we use STeC to model it and
then transform it into TA using the morphism introduced in
Definition IV.6.

Fig. 10. Railroad Crossing Problem

1) Train Agent: The system model descripted by STeC is
as follows. Let PTrain and PGate be the process of train
agent and gate agent, ATrain and AGate be the corresponding
TA. Then we have(for more details about how to model this
example using STeC, refer to [6]):

PTrain = Run(∞); (Send(Lapp,t,G)(Appr) ‖

Approach(Laap,t)(Γ)).

Get(Lpass,t+Γ,G)(Cross)→ (Pass(Lpass,t+Γ)(4);
(Send(Lleav,t+Γ+4,G)(Lleav) ‖ PTrain))

8
Get(Lpass,t+Γ,G)(Noncross)→ (Stop(Lpass,t+Γ)(Υ);
Wait(Lstop,t+Γ+Υ,G)(Cross);Pass(Lstop,t′+Ω,G)(Ω);

(Send(Lleav,t′+Ω,G)(Lleav) ‖ PTrain))


Easy to see that PTrain is a recursive process. The train

is firstly approaching the crossing road, it send a message to
the gate, informing that there is a train coming. After Γ time
it tries to get a message from the gate. If it gets the ”Cross”
message, then the gate is now closed and it is safe for train to
pass the crossing road. After the train passed, it send a ”Lleav”
message to inform the gate and continuely run again. If it gets
the ”NonCross” message, then the train will stop and wait for
an inform by gate to pass again.

Applying Definition IV.6, we can use the function
F(PTrain) to transform the model PTrain into a TA induc-
tively as follows:

F(PTrain) = F(Run(∞);P ′Train)

= F(Run(∞)) �STeC F(P ′Train)

= ARun(∞) �STeC F( (Send(Lapp,t,G)(Appr) ‖

Approach(Laap,t)(Γ)).

Get(Lpass,t+Γ,G)(Cross)→ (Pass(Lpass,t+Γ)(4);
(Send(Lleav,t+Γ+4,G)(Lleav) ‖ PTrain))

8
Get(Lpass,t+Γ,G)(Noncross)→ (Stop(Lpass,t+Γ)(Υ);
Wait(Lstop,t+Γ+Υ,G)(Cross);Pass(Lstop,t′+Ω,G)(Ω);

(Send(Lleav,t′+Ω,G)(Lleav) ‖ PTrain))



)

= ARun(∞) �STeC F(P1 . P2) = ARun(∞) �STeC F(P1;P2)

= ARun(∞) �STeC F(P1) �STeC F(P2) = ...... = ATrain.

where P1 = Send(Lapp,t,G)(Appr) ‖ Approach(Laap,t)(Γ)
and

P2 =



Get(Lpass,t+Γ,G)(Cross)→ (Pass(Lpass,t+Γ)(4);
(Send(Lleav,t+Γ+4,G)(Lleav) ‖ PTrain))

8
Get(Lpass,t+Γ,G)(Noncross)→ (Stop(Lpass,t+Γ)(Υ);
Wait(Lstop,t+Γ+Υ,G)(Cross);Pass(Lstop,t′+Ω,G)(Ω);

(Send(Lleav,t′+Ω,G)(Lleav) ‖ PTrain))

Finally we can get the ATrain as the TA of the process
PTrain. The result of ATrain is shown in the following
figure(Fig. 11).

0start

9

y ≤ 0

1

y ≤ Γ

2

3

y ≤ 4

4

y ≤ 0

5

y ≤ Υ

6

7

y ≤ Ω

8

y ≤ 0

Run : {y}

Appr!

Approach : y = Γ : {y}

Cross? : {y} NonCross? : {y}

Pass : y = 4 : {y}

Leav!

Stop : y = Υ : {y}

Cross? : {y}

Pass : y = Ω : {y}

Leav!

Fig. 11. The TA of Train Agent

Set ATrain = (Q,Σ, C, q0, E, I, AP,L, F ) be the corre-
sponding timed-automata translated from STeC, the interpreta-
tions of each part of the tuple are listed as follows, from which
we can see the difference in the way of modeling behaviors
of a system by STeC and TA:
• Q = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} is the set of state of TA.
• Σ = {Run,Appr!, Cross?, Approach, Pass,Noncross?
, Stop, Cross?} corresponds to all the actions in STeC.

• C = {x, y}. Two clocks, one for recording total time from
the beginning and one for recording the delay of actions
in STeC.

• E ⊆ Q×Σ×G(C)× 2C × 2Q is a transition relation(as
shown above). In timed-automata, the delay of time only
happens in a state, action is executed instantaneously
when the guard is satisfied. For example, transition which

transit from state 1 to state 2 can be denoted as the
tuple—〈1, Approach, {y = Γ}, {y}, {2}〉. Remember
that G(C) is the set of constraints under the set of clocks
C, a clock constraint can be defined as a BNF form:

g := x ./ c | g ∧ g

where g ∈ C, c ∈ N and ./∈ {<,≤, >,≥}. 2C represents
the clocks that should be set to 0 once after transition
happened(here,in this example,clock y should be reset).

• q0 = 0 is the initial state.
• I : Q → G(C) is an invariant-assignment function.

It maps each state(or location) to a subset of G(C). It
specifies that how long the timed-automata can stay in
one state. For example,in our ATrain,we can only stay
at most 5 units of time and after that, any transition
which satisfies the guard condition must happen, or(if no
such transitions exists) no further progress is possible. In
some states, one transition must happen right after the
state is reached, for example, state 4 and state 8. Since
the invariant is y ≤ 0, so the action Send is executed
immediately which mimic the behavior of the actions that
take no time in STeC language.

• L : Q → 2AP is a labelling function which relates a set
L(s) ∈ 2AP of atomic propositions to any state s. In this
example, the set of atomic propositions represents the set
of locations in STeC, we have L(4) = {Lleav},L(1) =
{Lapp},L(2) = {Lpass},L(0) = ∅, etc.

2) Gate Agent: Follow the same procedure, we can get the
AGate from PGate.

PGate = (Get(Open,t,G)(Appr)→ Closing(Open,t+θ0)(Π));

(Closed(Closed,t+θ0+Π)(1)→
(Send(Closed,t+θ1,G)(Cross) ‖ (Closed(Closed,t+θ1)(∞)
.(Get(Closed,t+θ2)(Leav)
→ Opening(Closed,t+θ2)(ζ))));PGate
8
(Unclosed(Unclosed,t+θ0+Π)(0)→
(Send(Unclosed,t+θ0+Π,G)(NonCross) ‖
Clossing(Unclosed,t+θ0+Π)(π))
; (Closed(Closed,t+θ3)(0) ‖ (Send(Closed,t+θ3,G)(
Cross)) . (Get(Closed,t′+Ω,G)(Leav)
→ Opening(Closed,t′+θ4)(ζ));PGate


We can get F(PGate) = AGate which is shown as follows:

3) Railroad Crossing System: The corresponding TA of
railroad crossing system is:

ASys = F(PSys) = F(PTrain ‖ PGate)

= ATrain ⊗STeC AGate.

D. Summary of Results

In this section, in order to encode STeC into TA, we define
3 operations on TAs(Definition IV.1, IV.2 and IV.3), corre-
sponding to the three binary operators in STeC— sequence,
choice and parallel. Definition IV.4 and IV.5 define a two set
representing the set of language of STeC and TA. The main



0start
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y ≤ Π

2

y ≤ 0
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y ≤ 1

4

y ≤ 0

5

6

y ≤ ζ

7

y ≤ 0

8

y ≤ π

9

y ≤ 0

10

11

y ≤ ζ

Appr? : {y}

Closing : y = Π : {y}

Close : y = 1 : {y}

Cross! : {y}

Leav? : {y}

Opening : y = ζ : {y}

NonCross! : {y}

Closing : y = π : {y}

Close! : {y}

Leav? : {y}

Opening : y = ζ : {y}

Fig. 12. the TA of Gate Agent

result is Definition IV.6, where a transformation from STeC to
TA is inductively built on the structure of STeC specification.
At last, an example is given to explain the transformation
strategy.

V. CONCLUSION

In this paper, we introduce a spatio-temporal modeling
language—STeC and propose a possible verification frame-
work of STeC-models. We provide a support for verification
by encoding STeC into TA. We define the transformation in
a theoretical way and show how to transform through an
example.

This paper does not give more details about the verification
on STeC-models, and how to define CCSL as a specification
language of STeC-models. In the future, more works are
needed to give the details of that.
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