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Detection and Inpainting of Facial Wrinkles using
Texture Orientation Fields and Markov Random

Field Modeling
Nazre Batool,Member, IEEE,and Rama Chellappa,Life Fellow, IEEE

Abstract—Facial retouching is widely used in media and
entertainment industry. Professional software usually require
a minimum level of user expertise to achieve the desirable
results. In this paper, we present an algorithm to detect facial
wrinkles/imperfection. We believe that any such algorithm would
be amenable to facial retouching applications. The detection
of wrinkles/imperfections can allow these skin features to be
processed differently than the surrounding skin without much
user interaction. For detection, Gabor filter responses along
with texture orientation field are used as image features. A
bimodal Gaussian mixture model (GMM) represents distribu-
tions of Gabor features of normal skin vs. skin imperfec-
tions. Then a Markov random field model (MRF) is used to
incorporate the spatial relationships among neighboring pix-
els for their GMM distributions and texture orientations. An
Expectation-Maximization (EM) algorithm then classifies skin
vs. skin wrinkles/imperfections. Once detected automatically,
wrinkles/imperfections are removed completely instead of being
blended or blurred. We propose an exemplar-based constrained
texture synthesis algorithm to inpaint irregularly shaped gaps left
by the removal of detected wrinkles/imperfections. We present
results conducted on images downloaded from the Internet to
show the efficacy of our algorithms.

Index Terms—Facial Wrinkles, Skin Imperfections, Markov
Random Field, Gaussian Mixture Model, Gabor Features, Tex-
ture Orientation Fields.

I. I NTRODUCTION

D IGITAL image inpainting refers to the filling of the gaps
of arbitrary shapes in an image so that they seem to

be parts of the original image. Several applications of digital
inpainting have been reported in the last decade e.g. filling
occlusions/gaps, removal of objects, image reconstruction by
removing scratches or other degradation [1], [2], [3], [4],
[5], [6], [7], [8], [9], [10], [11], [12], [13]. Here we propose a
specific application of digital inpainting to remove facial wrin-
kles and imperfections. Traditionally, beautification of skin or
facial re-touching in images has been done by professionals
using high-end software e.g. Adobe PhotoshopTM. Several user
friendly smart phone applications (e.g. Visage LabTM [14],
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BeautifyTM [15], Perfect365TM [16]) which provide minimum
user interaction for facial touch ups have also been introduced.
However, both professional and user-friendly software have
limitations. Professional software require significant user in-
teractions where results are subjective, depending on user’s
expertise. Whereas user-friendly applications developed for
smart phones, while performing an overall beautification or
making up of skin with minimum user interaction, do not target
specific skin imperfections e.g. deep wrinkles, acne, scars etc.
An example is shown Fig. 1, where overall beautification of
skin fades wrinkles and moles but does not remove them
completely. The reason may be that these applications seem
to process all the skin regions equally and do not make
distinction between skin vs. skin imperfections. The results
can be improved if skin imperfections are detected as a
pre-processing step and then processed differently from the
surrounding skin.

The current state-of-the-art approach for the removal of
wrinkles is an imagepaintingalgorithm proposed by Georgiev
[17]. The algorithm is based on the widely used Poisson
image editing tool [18] and provides improved seamless
image cloning through better handling of lighting variations.
The algorithm works behind theHealing Tool in Adobe
PhotoshopTM. Image painting is slightly a different applica-
tion from image inpainting. The former deals with inclusion
(painting) of a smaller image region in a larger image where
both source and destination image regions are provided by
the user. The latter deals with the automatic filling of a
gap/occlusion, mostly provided by the user, in an image based
on local and/or global image characteristics and does not
require a source image. However, both applications share the
requirement of seamless boundaries. Our work is closer to
image inpainting than image painting because both source and
destination image areas are selected automatically. We make
the following observations about the current facial retouching
software as a motivation for our proposed work.

1) Significant user interaction is required with the Adobe
Healing Tool for the selection of source and destination
skin patches resulting in subjective results depending on
user expertise.

2) In the case of more user-friendly applications, facial
retouching results in the so-calledflawlessskin. The
processing of skin in an image smoothes wrinkles and
skin imperfections but does not remove them completely.

3) Regarding image inpainting techniques, both structure
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Fig. 1. Typical results of facial retouching for a smart phone application
[14]. (a) Original Image. (b) Image after retouching. Note that wrinkles on
forehead and brown spots on cheeks are deemphasized due to blending but
still visible.

and texture inpainting techniques are not applicable
directly to the skin. Wrinkles and skin imperfections do
not appear as edges/boundaries and, hence, structural
inpainting is not appropriate. Also, as wrinkles are not
homogeneous texture patterns, texture inpainting is not
effective.

The main contributions of this paper are as follows:

1) An algorithm based on the fusion of Gabor features and
texture orientation fields in the framework of Markov
field modeling (MRF) is proposed to detect wrinkles
and other imperfections in the surrounding skin.

2) A variation of exemplar-based texture synthesis is pro-
posed to fill the gaps of irregular shapes.

3) Both detection and inpainting of wrinkles are unsuper-
vised with minimum user interaction thus minimizing
the subjectivity introduced by the user’s expertise.

4) No ‘retouching’ or ‘beautification’ of the rest of
the facial skin is done while inpainting skin wrin-
kles/imperfections.

The organization of this paper is as follows. In section II, we
present an overview of some related work. In section III, we
present the details of our detection and inpainting algorithms.
Experiments and discussion are presented in section IV. Fi-
nally, we conclude the paper in section V.

II. RELATED WORK

Image inpainting methods target one or both of thestructure
and texture of an image. The difference between the image
attributes of structure and texture of an image requires different
inpainting methods. A detailed survey of image inpainting
methods can be found in [13], [10], [12]. Most texture in-
painting methods require user input or some masking function
to highlight the gap/occlusion to be filled (e.g. the work
by Criminisi [6]). Some examples of automatic filling of
scratches, rectangular blocks or random noise can be found in
[13], [1], [11]. Shi and Chang introduced a patch-based multi-
resolution/multi-layer approach to restore the paintings dam-
aged by red scratches [13]. Their approach involved a mecha-
nism to detect the damaged areas first where the variance in the
color of a patch at a specific resolution was used to determine

if a patch had damaged pixels. In contrast, the inpainting
methods in [11], [1] do not consider any explicit detection of
gaps to be filled. These techniques are based on the analysis of
different layers containing low vs. high frequency details. The
low frequency layer determines the piecewise smooth regions
of the image and the high frequency layer determines the
texture. The recovery of these layers automatically fills the
gaps without their being detected explicitly. In case where
more than one texture is surrounding the gap, sophisticated
techniques are used for combining different textures [8], [6].
Once a suitable combination of different textures has been
found, the gap is filled by existing texture synthesis techniques.
For example, Grossauer [8] used the exemplar-based texture
synthesis technique given in [19] and Criminisi et al. [6] used
a synthesis method similar to [20].

The specific application of wrinkle removal is different as
wrinkles are not artifacts or separate objects to be removed.
Wrinkles are an inherent part of the skin and are visible
only due to their discontinuous nature in surrounding skin
texture. Recently, the detection of wrinkles as sequences of
line segments/curves was reported by Batool and Chellappa
([21]). However, this method is not applicable here because
of two reasons. First, wrinkles are localized as curves and the
surrounding folds of skin due to a wrinkle are not detected.
Second, the method reported in [21] is based on line segments
and cannot be used to detect other oval like skin imperfections.

Our wrinkle inpainting approach is based on Poisson editing
and a variation of exemplar-based texture synthesis. However,
we use a novel approach to detect wrinkles and skin imper-
fections. In the following section we present our approach in
detail.

III. A PPROACH

An image inpainting technique for textures has three main
steps, (a) finding a suitable texture template in the image to fill
in the gap with, (b) calculating the seamless warping between
the template and the gap and (c) filling the gap via texture syn-
thesis. Since we are proposing unsupervised image inpainting,
an additional step is required to detect wrinkles automatically.
The process of wrinkling creates deep creases and causes
curvature in the surrounding skin. The resulting skin curvature
causes specific intensity gradients in skin images which look
like discontinuities in surrounding skin textures. An accurate
inpainting of wrinkles will require both the wrinkle crease and
the surrounding curved skin to be removed. In section III-A,
we present our approach for detection. Regarding step (a)
of image inpainting mentioned above, we select skin patches
surrounding the detected wrinkles. This is due to the fact that
the skin texture can vary significantly within a small region of
face. The skin patches closest to the wrinkles have the most
similar looking skin texture. Regarding steps (b) and (c), we
use an exemplar-based texture synthesis method based on the
work of Efros and Freeman [22]. The details of our texture
synthesis method will be presented section III-B.

A. Automatic Detection of Regions with Wrinkles

We use texture orientation field proposed by Rao and
Schunk [23] and Gabor filter responses as image features.
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Fig. 2. Image features used for segmentation. (a) Forehead image in gray scale. (b) Maximum Gabor amplitude response (values [4.8, 132] scaled to the
gray scale values [0,255]. (c) Texture orientation field.

The orientation field highlights the discontinuities in the
normal flow of skin texture whereas the Gabor filter responses
highlight the intensity gradients in any directions. The two
types of features are fused using Gaussian Mixture Models
(GMM) and Markov random field representation. The GMM
classifies filter responses as a bimodal distribution for skin
vs. skin imperfections. The MRF representation allows us to
incorporate spatial relationship among GMM distributions of
neighboring pixels and to fuse the orientation fields to reshape
the class probabilities.

1) Computation of Orientation Fields using Gabor Filters:
Several oriented feature detectors have been developed includ-
ing steerable Gaussian second-derivative filters, line operators
and Gabor filters. A comparative study can be found in [24]
where the real Gabor filters were assessed to be the best
detector of oriented features. The real Gabor filter kernel is
given by
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The parametersα and f denote the orientation angle and
frequency of the sinusoidal factor respectively and{σx1

, σx2
}

denote the standard deviations of the Gaussian envelope in 2D
plane. Let{gk(x1, x2), k = 0, · · · ,K − 1} denote the set of
real Gabor filters oriented at anglesαk = −π

2 + πk
K

whereK
is the total number of equally spaced filters over the angular
range

[

−π
2 , π2

]

. Let {I(x1, x2);x1 = 1 . . . N1, x2 = 1 . . .N2}

denote the input image in gray scale andI
f
k (x1, x2) denote

the image filtered by the filtergk(x1, x2). Then the orientation
field, θI(x1, x2) for the image is computed as follows:

θI(x1, x2) = argmaxkI
f
k (x1, x2) (3)

i.e. at every pixel, the orientation field is equal to the ori-
entation angle of the filter resulting in the maximum filtered
response at that pixel. The corresponding maximum amplitude
among the filtered responses is given as:

I ′(x1, x2) = max
k

I
f
k (x1, x2) (4)

The set of the maximum filter response and the orientation
angle at every pixel,{I ′(x1, x2), θI(x1, x2)}, constitutes im-
age features for automatic detection of wrinkle regions. Fig. 2

shows a forehead image with the corresponding maximum
responses and the orientation field. The orientation angle is
calculated at every pixel, however, the orientation field in
Fig. 2(c) is drawn by placing needles at every 3rd pixel. Every
needle is of length of 3 pixels and is placed in the direction
of the orientation angle.

At high resolution, skin texture appears to be granular
resulting in random orientation angles. However, the skin
creases of wrinkles and the skin pigments related to other
imperfections (e.g. brown spot, moles) smooth out the granular
skin texture. As a result, the orientation field depicts two
significant properties in wrinkled regions, (a) a dominant angle
of zero degrees and (b) pixels with zero orientation angle
appear in clusters. Fig. 3 depicts these two properties of
orientation field due to wrinkles. We exploit these observations
to formulate the GMM-MRF model based, two-class labeling
of images into wrinkles and non-wrinkle regions. The next
section describes the model in detail.

Fig. 3. (Right) Rectangle ’A‘ shows the skin texture used as template whereas
rectangle ’B‘ shows change in skin texture due to a wrinkle. (Left) Orientation
field at high resolution, note that sites corresponding to the wrinkle have
orientation angle of zero degrees.

2) Gaussian Mixture Model based on Markov Random
Field (GMM-MRF): The motivation behind using the GMM-
MRF model is the fact that the Gabor filter responses or the
texture orientation field, when used exclusively, are important
but insufficient features to detect the wrinkled regions. For
example, Fig. 4(a) shows the result of thresholding Gabor
amplitude responses in the range[4.8, 132] with the threshold
value of35 and Fig. 4(b) shows image sites with orientation
angles lying in the range[−5,+5]. Fig. 4(c) shows the product
of both results and resembles more closely to the actual
wrinkles by reducing false positive in either of the Fig. 4(a)
and Fig. 4(b). We make the following observations to justify
GMM-MRF modeling.

GMM:Histograms of Gabor response amplitudeI ′(x1, x2)
typically follow the Beta distribution with heavy
tails. For example Fig. 5 shows a histogram of the
Gabor amplitude response for the image in Fig. 2(a).
An intelligent thresholding of the Beta distribution
can provide a good starting point for any segmenta-
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Fig. 4. Results of thresholding. (a) Thresholding maximum Gabor amplitude at value 35. (b) Thresholding orientation field at absolute angle values of less
than 5 degrees. (c) Product of images in (a) and (b).

Fig. 5. Histogram of the Gabor features in Fig. 2(b).

tion technique. Modeling of Gabor responses as Beta
distribution may seem an obvious choice. However,
we take the simpler approach of Gaussian mixture
models for its more developed theory. A similar
approach can be found in [25] where the authors
used the GMM to model the Beta distribution for
segmentation of SAR images.

MRF: Since class labels do not depend solely on the Gabor
response amplitude, a simple thresholding of Beta
distribution does not work. There is always some
under segmentation or over segmentation present.
Texture orientation field has to be incorporated to
aid thresholding by reshaping the probability of each
class. An MRF framework enables not only the incor-
poration of spatial dependencies among neighboring
pixels but also the fusion of texture orientation fields
and Gabor amplitude responses.

We first present the GMM and MRF models and then discuss
how the MRF model is used to fuse the orientation field with
Gabor amplitude responses.

Under GMM, the density function for the observation at
pixel (x1, x2) is given as:

f(I ′(x1, x2)|Π,Θ) =

J
∑

j=1

πj
x1,x2

Φ(I ′(x1, x2)|µ
j , σj) (5)

where Φ(I ′(x1, x2)|µj , σj) is the standard Gaussian distri-
bution with meanµj and standard deviationσj and Θ =
{(µj , σj); j = 1, · · · , J} is the parameter set of Gaussian
mixture distributions. The set of mixing proportions,Π =
{πj

x1,x2
;x1 = 1, · · · , N1;x2 = 1, · · · , N2; j = 1, · · · , J}

satisfies the following constraints:

0 ≤ πj
x1,x2

≤ 1 and
∑

j

πj
x1,x2

= 1 (6)

Let I ′ denote the ensemble of random variablesI ′(x1, x2) as
follows:

I ′ = {I ′(x1, x2);x1 = 1, · · · , N2;x2 = 1, · · · , N2} (7)

Then, assuming statistical independence of individual pixel
sites, the joint conditional density function of the whole image
can be written as:

p(I ′|Π,Θ) =

N1
∏

x1=1

N2
∏

x2=1

J
∑

j=1

πj
x1,x2

Φ(I ′(x1, x2)|µ
j , σj) (8)

According to Bayes’ theorem, the posterior probability can be
written as follows:

p(Π|I ′,Θ) ∝ p(I ′|Π,Θ)× p(Π) (9)

Gaussian mixture models based on MRF (GMM-MRF) are
proposed to impose spatial smoothness constraints between
neighboring pixels [26]. Under MRF models , the prior distri-
bution of the mixing proportion of a pixel(x1, x2), denoted by
πj
x1,x2

, depends on those of its neighboring pixels. The prior
joint distribution ofπj

x1,x2
for all pixels is given by the Gibbs

distribution:

p(Π) =
1

Z
exp(−

U(Π)

T
) (10)

whereZ is the normalization constant,U(Π) is the Gibbs
energy function andT is a constant called temperature. Ac-
cording to (8), (9) and (10), the posteriori log-density function
can be derived as:

L(Π|I ′,Θ) = log p(Π|I ′,Θ)

=
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N2
∑

x2=1

log

⎧

⎨

⎩

J
∑

j=1

πj
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Φ(I ′(x1, x2)|µ
j , σj)

⎫

⎬

⎭

+ log p(Π)

=

N1
∑

x1=1

N2
∑

x2=1

log

⎧

⎨

⎩

J
∑

j=1

πj
x1,x2

Φ(I ′(x1, x2)|µ
j , σj)

⎫

⎬

⎭

− logZ−
U(Π)

T
(11)

The expectation maximization (EM) algorithm is usually used
to estimate the parameters of a GMM distribution. However,
the inclusion of prior distribution to GMM via an MRF
introduces additional complexity and the M-step of the EM
algorithm cannot be directly applied to estimate the model
parameters from the observations. Various approximations
have been introduced to tackle this problem. Recently, Nguyen
et al.[26] introduced a novel way of incorporating spatial
correlations in MRF model which allows a close form solution
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at the Maximization step. They introduced a factorG j
x1,x2

as
follows:

Gj
x1,x2

= exp

⎧

⎨

⎩

β

2|Nx1,x2
|

∑

i∈{Nx1,x2
}

(zji + π
j
i )

⎫

⎬
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(12)

whereNx1,x2
is the neighborhood of the pixel(x1, x2) and

z
j
i is the posterior probability (later defined in equation 21).

The factorGj
x1,x2

is proportional to the product of both pos-
terior probabilities and prior distributions of the neighboring
pixels and causes smoothing of prior probabilities due to the
averaging process. In regards with EM algorithm Nguyen et.
al. also proposed a new Gibbs energy function update at an
EM iterationt based onGj

x1,x2
as follows:

U(t+1)(Π|Θ) = −
N1
∑

x1=1

N2
∑

x2=1

J
∑

j=1

Gj,(t)
x1,x2

log πj,(t+1)
x1,x2

(13)

The factorGj,(t)
x1,x2

is dependent only on the value of the priors
and posteriors at the previous step in the EM algorithm. This
allows a simpler, closed-form solution for the update of mixing
proportionsπj

x1,x2
as will be shown in section III-A4.

Fig. 6. Binary labeling results. (a) Initial labels obtained after using GMM
functions in MatlabTM . (b) labeling results after 15 iterations of our GMM-
MRF method (c) labeling results using GMM-MRF method in [26] (d)
Resulting gaps in the skin image.

3) Fusion of Gabor Features and Texture Orientation Field:
Under the GMM-MRF model, each pixel shares a global
set of parameters of Gaussian distributions denoted byΘ.
However, each pixel has a different set of mixing proportions,
πj
x1,x2

, instead of a global set. In this section, we describe
our modifications to the GMM-MRF model of Nguyen et.
al. [26] for the fusion of texture orientation field and Gabor
features. These modifications provide better detection results
as compared to the original GMM-MRF model. Fig. 6 depicts
an example of differences in detection by both models.

The texture orientation field,θ(x1, x2), is considered a priori
field affecting the prior probabilities of mixing proportions.
Let Ω = {θx1,x2

;x1 = 1, · · · , N1;x2 = 1, · · · , N2} denote
the set of orientation angles of all pixels. Then, incorporating
Ω, equation 9 can be re-written as:

p(Π,Θ|I ′,Ω) ∝ p(I ′|Π,Θ,Ω)× p(Π|Ω)

∝ p(I ′|Π,Θ)× p(Π|Ω) (14)

where:

p(Π|Ω) =
1

Z
exp(−

U(Π|Ω)

T
) (15)

U(Π|Ω) = −
N1
∑

x1=1

N2
∑

x2=1

J
∑

j=1

Gj
x1,x2

(Ω) log πj
x1,x2

(16)

We introduce the factorGj
x1,x2

(Ω) as a function of the
orientation fieldΩ and is given as follows:

Gj
x1,x2

(Ω) = exp

⎧

⎨

⎩

∑

i∈{Nx1,x2
}

h(j, θi)(z
j
i + π

j
i )

⎫

⎬

⎭

(17)

The factorh(j, θi) controls the mixing proportions of a pixel
based on the orientation field angles in its neighborhood. In the
binary case, wherej = 0 denotes the distribution representing
background skin andj = 1 denotes the distribution of
wrinkled skin, the factor is defined as:

h(j, θi) =

{

1 for j = 0

β cos θi for j = 1

}

(18)

The parameterβ has a value greater than 1. So whenever a
pixel and its surrounding neighbors have orientation angles
closer to zero, the value of the factorh(j, θ i) increases. This
increases the mixing proportionπ j

i and that pixel’s probability
of being included in the wrinkled area.

4) Expectation Maximization (EM) Algorithm:We use the
EM algorithm to find mixing proportions and to maximize the
posterior distribution. At iterationt, the E-step of the EM al-
gorithm requires the formulation of the following optimization
function[27]:

QMAP (Θ,Π|Θ(t),Π(t))

=E
[

log p(I ′|Θ,Π)|I ′,Θ(t),Π(t)
]

+ log p(Π)

(19)

QMAP (Θ,Π|Θ(t),Π(t))

=

N1
∑

x1=1

N2
∑

x2=1

J
∑

j=1

zj,(t)x1,x2
(log πj,(t+1)

x1,x2

+ logΦ(I ′(x1, x2)|Θ
(t),Π(t)))

− logZ+
1

T

N1
∑

x1=1

N2
∑

x2=1

J
∑

j=1

Gj,(t)
x1,x2

(Ω) log πj,(t+1)
x1,x2

(20)

wherezj,(t)x1,x2
is given as follows:

zj,(t)x1,x2
=

π
j,(t)
x1,x2

Φ(I ′(x1, x2)|µj,(t), σj,(t))
∑J

j̃=1 π
j̃,(t)
x1,x2

Φ(I ′(x1, x2)|µj̃,(t), σj̃,(t))
(21)

The constantsZ andT do not effect the optimization function
are set equal to 1. The modified optimization function is then
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Fig. 7. Flow chart for our Constrained Texture Synthesis algorithm to fill image gaps.

given as:

QMAP (Θ,Π|Θ(t),Π(t))

=

N1
∑

x1=1

N2
∑

x2=1

J
∑

j=1

zj,(t)x1,x2
(log πj,(t+1)

x1,x2

+ logΦ(I ′(x1, x2)|Θ
(t),Π(t)))

+

N1
∑

x1=1

N2
∑

x2=1

J
∑

j=1

Gj,(t)
x1,x2

(Ω) log πj,(t+1)
x1,x2

(22)

Gj,(t)
x1,x2

(Ω) = exp

⎧

⎨

⎩

∑

i∈{Nx1,x2
}

(z
j,(t)
i + h(j, θi)π

j,(t)
i )

⎫

⎬

⎭

(23)
In the M-step of EM algorithm, the function
QMAP (Θ,Π|Θ(t),Π(t)) is maximized to obtain the updated
values of the parameters{Θ,Π}. After setting the derivative
of QMAP (Θ,Π|Θ(t),Π(t)) to zero, we obtain the following
expressions for updating parametersΘ:

µj,(t+1) =

∑N1

x1=1

∑N2

x2=1 z
j,(t)
x1,x2

I ′(x1, x2)
∑N1

x1=1

∑N2

x2=1 z
j,(t)
x1,x2

(24)

σj,(t+1) =

[

∑N1

x1=1

∑N2

x2=1 z
j,(t)
x1,x2

[

I ′(x1, x2)− µj,(t+1)
]2

∑N1

x1=1

∑N2

x2=1 z
j,(t)
x1,x2

]

1

2

(25)
The values of parametersΠ are obtained using the method of
Lagrange multiplier (See Appendix A for a detailed derivation)
and are given as follows:

πj,(t+1)
x1,x2

=
z
j,(t)
x1,x2

+G(Ω)
j,(t)
x1,x2

∑J
j̃=1

[

z
j̃,(t)
x1,x2

+G(Ω)
j̃,(t)
x1,x2

] (26)

For the EM algorithm, values of the parametersΠ,Θ are
initialized by using the MatlabTMfunction ‘gmdistribution’ to
train a GMM with two distributions. Then, following the
algorithm given in [26], we proceed with the following steps
to complete the automatic detection of wrinkled region.

• Evaluate the valueszjx1,x2
according to (21) using the

current parameter values.
• Update the factorGj

x1,x2
(Ω) using (23).

• Update the meansµj using (24) and variancesσj using
(25).

• Update the prior distributionsπj
x1,x2

using (26).
• Evaluate the log-likelihood in (22) and check the con-

vergence of either the log-likelihood function or the
parameter values. If the convergence criterion is not
satisfied, then go to step 2.

The result of the EM algorithm is a labeled image where
every pixel is assigned the labelj with the larger posterior
probability valuezj

x1,x2
.

B. Automatic Removal of Facial Wrinkles

The detected wrinkled regions are inpainted by surrounding
skin texture using texture synthesis. Texture synthesis tech-
niques can be categorized as parametric or exemplar-based.
In parametric methods, the parameters of a generative texture
model are learned from a sample texture. A texture image
can then be synthesized by sampling the learned model. The
exemplar-based methods focus on sampling patches from a
sample texture and then stitching them seamlessly, incorporat-
ing neighborhood details, to synthesize larger texture images.
The exemplar-based methods have become popular in recent
years to synthesize 2D texture images, [6], [19], [20], [22].
Parametric methods are appropriate for homogeneous (spa-
tially non-varying) textures where a single set of parameters
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can represent the whole texture sample completely. Since, skin
textures are slowly varying, inhomogeneous natural textures
within face, we adopt examplar-based approach for efficiency
and accuracy. In addition, examplar-based methods are more
suited to the ‘constrained texture synthesis’ problem dicussed
later in Section III-B2.

Our method is based on the exemplar-based texture syn-
thesis method proposed by Efros and Freeman [22]. In their
work, Efros and Freeman introduced a novel method called
image quiltingfor seamless stitching of small patches of the
exemplar texture. We use their method to stitch skin patches
together to fill the gaps left by removal of wrinkled regions.
Filling of gaps in images using texture synthesis is also called
as ‘constrained texture synthesis’ for the reason that the bound-
aries between the original texture and the synthesized texture
have to be invisible. In section III-B1, we briefly describe the
method of Efros and Freeman for seamless stitching of two
patches. Then, in section III-B2, we present our algorithm
of constrained texture synthesis to fill the gaps. Finally, in
section III-B3, we present our method of selecting the skin
source texture used for inpainting the gaps.

Fig. 8. Seamless stitching of two patches. (a) Patches with side portions to be
overlapped. (b) Minimum square distance boundary cut along the overlapped
portions. (c) Resulting stitching of the two patches.

Fig. 9. The constrained texture synthesis algorithm divides an irregular
shaped gap into a regular grid of patches. Each patch is then marked to be
painted if it overlaps any pixels of the gap.

Fig. 10. The sides of a patch used for seamless stitching are based on two
factors; the patch’s location in the grid and if the surrounding patches are
marked to be painted or not.

1) Patch based Image Quilting:Let ST denote a small
source texture sample from which the bigger texture image has
to be synthesized. LetT1 andT2 denote two square patches

Fig. 11. Wrinkle removal. (a) Original Image (b) Several wrinkled areas
detected by GMM-MRF (c) Inpainted image after removal of wrinkles. (d)
Patches from regular grid fitted on one gap which were actually inpainted.

Fig. 12. A close up view of wrinkle removal. (a) Original skin image.
(b) Template of the gap to be filled. (c) Skin Image after texture synthesis.
Comparing with original skin image in (a), note that wrinkle ‘A’ has been
removed since it was included in the gap whereas part of wrinkle ‘B’ is
re-painted. (d) Stitching of skin patches to fill the gap.

to be stitched together andlT denote the length of a side of a
patch. Let∆T1

and∆T2
denote portions of the patchesT1 and

T2 from any side as is shown in Fig. 8. The portions are set
to be of widthl∆ < lT . The problem of seamless stitching of
the two patches then boils down to finding a ragged boundary
in the overlapped portions∆T1

and∆T2
such that a minimal

discontinuity in texture flow is caused across the boundary.
This method is explained in Fig. 8.

GivenT1 (the firstT1 can be selected randomly fromST ),
the first step is to select a patch,T2, of the same size from
ST . This is done by finding one or more patches fromST

having cumulative square difference between the overlapping
regions,∆T1

and∆T2
, within a given tolerance. The patchT2

is then selected randomly from such patches. The next step
is to stitch the two patches seamlessly by founding the best
boundary cut.

Let E be a matrix of sizelT × l∆ representing the square
difference between∆T1

and∆T2
as follows:

Ei,j = (∆i,j
T1

−∆i,j
T2
)2 (27)

where the superscriptsi, j designate row and column of the
matrix. Then the ragged boundary is found as the cut through
E which minimizes the cumulative square difference along the
boundary and is found through the following steps.

• LetEc be a matrix of sizelT×l∆ denoting the cumulative
square difference for a boundary cut.

• Initialize the first row ofEc to be equal to the first row
of E i.e. Ei,·

c = Ei,·.



8

• Calculate the rest of the elements ofEc as follows:

Ei,j
c = Ei,j +min{Ei−1,j

c , Ei−1,j−1
c , Ei,j−1

c } (28)

• Find the minimum value in the last row ofEc. This is the
last element of the cut with the minimum square distance.
The best boundary can be found by tracing back vertically
the cut from this element to the first row ofEc.

2) Constrained Texture Synthesis to Fill Image Gaps:The
removal of wrinkled skin results in several gaps of irregular
shapes as can be seen in Fig. 11(b). Filling such gaps requires
modifications to the texture synthesis method presented in the
last section which was originally used to synthesis rectangular
texture samples. Fig. 7 presents our algorithm to fill irregular
gaps using constrained texture synthesis. The algorithm per-
forms two steps for every gap detected by the GMM-MRF
algorithm. The first step consists of finding the bounding box
for the current gap and fitting it with a rectangular grid of
square patches. Then, each patch in the grid is visited to
determine if it overlaps with any pixel(s) in the gap. Fig. 9
illustrates this step. The patches which do not overlap with the
gap are marked as ‘X’ and are not considered in the second
step. In the second step, the patches containing image gap
pixels are replaced with the patches of the source skin texture.
Each patch is stitched from two (top and left) or more sides
depending on its location in the grid. Fig. 10 illustrates this
step. Patches are visited in a raster scanning manner. Patch
‘A’ is stitched from top and left side with the rest of the skin
image. Patch ‘B’ is stitched from all four sides because there
is no patch to be visited on its right or bottom side. Patch
‘C’ is stitched from bottom side as there is no patch below it
to be visited. Fig. 11 depicts an example of detected wrinkles
(Fig. 11(b)) and a regular grid of patches to remove one of the
detected wrinkles (Fig. 11(c)). Fig. 12 shows a further close
up of the process of the removal of a wrinkle.

3) Selection of Texture Source Template:Usually a texture
sample image,ST , is provided to a texture synthesis algorithm.
However, in our case, to minimize the user interaction, a skin
texture source template has to be determined automatically.
Since facial skin texture varies greatly, for every patch to be
inpanited, we use the skin texture nearest to that patch as a
source template. A texture source template is selected so that
(a) it is of size1.3×T , where we choose1.3 because it is small
enough for faster computation time and big enough to provide
a compatible texture source, (b) it does not overlap with any
of the wrinkle gaps and (c) it is nearest to the current patch to
be inpainted. Once anST is selected this way, a suitable patch,
T , can then be found within this texture source template.

4) Compensation for Skin Tone Variations:This is a post-
processing step and is applied specifically to the areas under
eyes. This is due to the fact that the skin under eyes is
not only wrinkled, but, frequently, has discolorations due to
sagging, under-eye bags or dark circles as well. Although
image quilting provides seamless stitching of two patches, its
main focus is the overlapping areasδT of the two patches. In
under-eye regions, the interior of such patches may still present
a significant skin tone difference. Therefore, a simple stitching
step cannot provide the needed adjustment to the overall tone
of the inpainted patch. This is illustrated in Fig. 13 where

boundaries of several patches stitched together are obvious
due to the skin tone variation. We use the Poisson image
editing [18] to compensate for this tone variation. Bugeau
et al. [10] used a similar approach as a post-processing step
to compensate for the illumination discontinuities. In our
constrained texture synthesis algorithm, once the patch has
been stitched, in case of eyes, the Poisson image editing is
used as a post-processing step to compensate for the tone
variation. The difference in the inpainting results with and
without Poisson image editing is shown in Fig. 13.

Fig. 13. Poisson compensation for color variation under eyes. (a) Inpainted
skin without Poisson compensation. (b) Inpainted skin with Poisson compen-
sation.

Fig. 14. Level of user interaction. Users have to select polygonal skin patches
to remove wrinkles/skin imperfections from.

Fig. 15. A typical graph for the objective function vs. iterations of GMM-
MRF function. There is little variation in the function for most images after
10 iterations.

IV. EXPERIMENTS

A. Eperimental Setup

Experiments were conducted on two sets of images down-
loaded from the Internet. The first set consists of images of
public figures, e.g. celebrities and politicians, and was used to
remove facial wrinkles. The second set consists of portions of
facial images of other people and was used to remove other
skin imperfections. We had to crop portions of interest (e.g.
cheeks, forehead) from these facial images to hide identities of
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Fig. 16. Results of wrinkle detection and removal for a subject. (a) Original image. (b) Detected wrinkled areas. (c) Image after wrinkle removal.

Fig. 17. Results of wrinkle and dark spot detection and removal for a subject with darker skin. (a) Original image. (b) Detected wrinkled areas and dark
spots. (c) Image after inpainting, most of the dark spots are removed as well.

Fig. 18. Results of wrinkle and dark spot detection and removal for a subject with darker skin. (a) Original image. (b) Detected wrinkled areas and dark
spots. (c) Image after inpainting, most of the dark spots are removed as well.

Fig. 19. Results of wrinkle detection and removal for a subject. (a) Original image. (b) Detected wrinkled areas. (c) Image after wrinkle removal.
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subjects. All of the images were taken in uncontrolled settings
and varied in identity and age of the subjects, illumination and
expression. Facial images of public figures consisted of frontal
pose whereas other images consisted of side poses as well.
All of the images were of high resolution, larger than 1024
pixels x 768 pixels, showing detailed texture of skin. Here we
make an interesting observation that facial wrinkles were more
prominent in images of male celebrities than those of female
celebrities. Hence, most of our experiments were conducted
on images of male celebrities. Each image was cropped to
have face only and then resized so that the larger dimension
was equal to 1100 pixels.

One of the objectives of this work is to minimize user
interaction. The only user interaction was to provide polygonal
areas of skin to be investigated. Fig. 14 shows two polygonal
areas provided by a user to be inpainted for a facial image.
The only constraint for these patches was to contain skin and
no other facial parts. Since GMM-MRF detection is based on
Gabor features which depend on image gradients, the inclusion
of facial features other than skin, e.g. hair, eyes, would result
in erroneous detection results.

Regarding the parameters of the Gabor filter bank, the
spatial frequency of the sinusoid,f , was set to be15 cycles per
pixels. The variances of the Gaussian envelopes were chosen
to be σx2

= Lσx1
whereσx1

was set to 0.5 andL was set
to 25. The value ofK was set to be 180. In EM algorithm,
the number of iterations were selected to be in the range 5-
10 where a smaller number of iterations was sufficient for
smaller cropped facial regions. Fig. 15 shows a typical plot
between optimization function in EM algorithm and number
of iterations where the function depicts smaller variations after
10 iterations. In patch based image quilting the margin width,
l∆, was set to be equal to13 lT whereas the patch size,lT , was
set to be 11 pixels.

B. Results and Discussion

1) Removal of Wrinkles:Figures 16, 17, 18 and 19 show
the results of removal of wrinkles in facial images of public
figures. In all the figures, the original images are shown in
parts (a), the gaps resulted by GMM-MRF algorithm are
shown in parts (b) and inpainted images are shown in parts (c).
The user provided areas for these images contained wrinkles
due to aging on forehead and around eyes and mouth. Here
we would like to mention briefly the expression wrinkles.
Facial expressions not only highlight aging wrinkles but also
cause extra folds on facial skin. These folds of expressive
wrinkles are usually wider than those of aging wrinkles.
When inpainting images for the removal of wrinkles, we
make a distinction between expressive and aging wrinkles.
The removal of expressive wrinkles may result in unnatural
looking facial shapes. Fig. 17 and Fig. 18 show two examples
were wrinkles due to smiling were not removed.

Overall, our experiments demonstrate that most of the
wrinkles and skin imperfections are detected and inpainted.
However, a few with less contrast with the surrounding skin are
not detected. For example, small parts of wrinkles on the upper
ride sides of subjects’ foreheads in Fig. 16 and Fig. 18 remain

undetected. Similarly, very few wrinkles around the corners
of the eyes in Fig. 17 remain undetected as well. Regarding
areas under eyes, the algorithm removes most of the wrinkles
while maintaining the skin tone variation due to dark circles.
This effect was desirable as the goal was to remove wrinkles
without other beautification of the skin. The under eye dark
circles remain unaltered due to the skin tone compensation
step described in section III-B4.

2) Removal of Moles/Dark Spots/Scars:We also applied
our algorithm on other types of skin imperfections, e.g. moles,
dark/brown spots, acne, wound scars and freckles. These
imperfections also appear as a disruption in the surrounding
texture. Since these images did not contain full facial images
to hide the identities of the subjects, these was resized to
have the maximum dimension equal to 500 pixels instead
of 1100 pixels in case of full facial images. Fig. 20 and
Fig. 21 show results of removal of these imperfections for
subjects of different skin color. Overall, the detection is better
in images where skin imperfections have sharper color contrast
with the surrounding skin. The imperfections are removed
irrespective of the cause, color, size and shape. We observe
that acne or wound scars, moles and darker brown spots are
detected and removed. Lighter and smaller brown spots were
the most difficult kind of imperfection to be detected. Fig. 17
and Fig. 18 show two subjects with darker skin and several
moles/dark spots on cheeks which are removed along with
wrinkles by the inpainting algorithm.

Fig. 22 shows two examples where some of the brown
spots/freckles remained undetected. In part (a), the freckles
are over segmented due to their less color contrast with the
surrounding skin. In part (b), a large brown spot is present
along with few smaller spots. A significant color variation is
present within the larger spot which creates inhomogeneous
orientation texture field within the spot and not equal to zero
throughout the spot. Fig. 22 (b2) shows the inhomogeneous
orientation field. Hence, the areas within the brown spot
with nonzero, inhomogeneous orientation field are given lower
probability of being an imperfection according to the factor
h(j, θi) in equation 17 and are left out.

Fig. 24. Histograms of gradient orientations.
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Fig. 20. Results of detection and removal of skin imperfections including wound scars, acne, brown spots and moles. (a) Original images. (b) Detected
imperfections. (c) Images after inpainting.

Fig. 21. Results of detection and removal of skin imperfections including wound scars, acne, brown spots and moles. (a) Original images. (b) Detected
imperfections. (c) Images after inpainting.

Fig. 22. Challenges in the detection of brown spots. (a) Brown spots are over segmented due to lower contrast with surrounding skin. (b) Brown spot is not
detected due to the inhomogeneity of texture orientation field within the spot as shown in (b2).

Fig. 23. Changes in skin texture and corresponding GMM-MRF detection results and Gabor amplitude response after inpainting.
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C. Quantitative Evaluation of Inpainting Results

In this section, we present quantitative analysis of detec-
tion and inpainting results by evaluating smoothness of the
inpainted skin texture. In texture synthesis community, visual
evaluation of results is usually deemed sufficient. To the best of
our knowledge two pieces of work, Lin et al. [28] and AlMeraj
et al. [29], are available for the evaluation of texture synthesis
for regular to near-regular textures. Since skin textures are
natural, stochastic and irregular/inhomogeneous, the evaluation
techniques developed for regular textures are not applicable.
Here we present an alternate evaluation scheme based on
the assumption that the normal skin has irregular, granular
texture and imperfections appear as artifacts of some shape
(curvilinear, round) in surrounding skin texture. Hence, the
random intensity gradients of skin texture are changed by those
caused by imperfections. For example, Fig. 23 depicts Gabor
amplitude responses and GMM-MRF detection results before
and after image inpainting. The skin patch with wrinkles
results in distribution of high gradient sites localizied in areas
around wrinkles with dominant orientation angles. Whereas in
inpainted skin patch the high amplitude of intensity gradients
is more evenly distributed spatially. For this reason, we use the
orientations of intensity gradients as image features to assess
image inpainting.

Fig. 25. Quantitative evaluation: Plot betweendist(S,W )
B

(x-axis) and

dist
(S,P )
B

for wrinkles (12 images), scars (7 images) and acne (5 images).

1) Assessment of Changes in Texture Orientation Field
using Gradient Orientation Histograms:Our quantitative eval-
uation is based on the calculation of gradient orientation
histograms since the presence of skin impferections causes
dominant orientations in otherwise random skin texture orien-
tation field. After inpainting these imperfections can include
(a) any scars/wrinkles not detected by GMM-MRF algorithm
and (b) any artifacts introduced by the inpainting algorithm.
Hence, for quantitative evaluation, how far the gradient his-
tograms of inpainted skin is removed from that of normal
skin gives an indication of the remaining imperfections in the
skin patch. To begin with, this requires the knowledge of the

Image Original Exampler-based HSR Ours

dist
(S,W )
B

dist
(S,P )
B

dist
(S,P )
B

dist
(S,P )
B

Top 0.0065 0.0041 0.0063 0.0028
Middle 0.0062 0.0043 0.0068 0.0080
Bottom 0.0053 0.0070 0.0071 0.0050

TABLE I
COMPARISON OFBHATTACHARRYA DISTANCES.

gradient orientation histogram of normal skin. We estimate
the histogram of normal skin, denoted byHS, by manually
corpping 32 skin patches, free of any imperfections, from
different facial regions of 12 subjects. Then, the oreintation
field θI is calculated and divided into 90 bins for each patch.
The histogramHS is assumed to be equal to the average of
the 32 orientation histograms obtained from imperfection-free
skin patches. Let the calculated gradient orientation histogram
of a given skin patch before and after inpainting be denoted
by HW andHP respectively. Fig. 24 represents three plots,
HS , HW andHP where the estimated histogram of gradient
orientations for normal skin is similar to the difference of
Gaussians distribution. Based on our assumption,HP should
be more similar toHS as compared toHW .

Assuming a histogram with large number of bins to be a dis-
crete probability distribution, we calculate the Bhattacharyya
distance betweenHS andHW denoted bydist(S,W )

B and be-
tweenHS andHP denoted bydist(S,P )

B . Ideally, the distance
dist

(S,P )
B should be minimized after inpainting, however,

dist
(S,P )
B < dist

(S,W )
B is an indicator of removal of most

imperfections and inpainting without introducing artifacts.
That translates to the lower triangular part in the plot between
dist

(S,P )
B anddist(S,W )

B given in Fig. 25. We plotted the two
distances for 12 wrinkle images, 7 scar images and 5 acne
images. It can be seen from the plot that inpainting results
in reduction of dominant orientation caused by imperfections
for most of the images. The original and inpainted images
corresponding to the plot points ‘S1’, ‘W1’, ‘A1’, ‘S2’, ‘W2’
and ‘A2’ are shown in Fig. 26. The plot points ‘S1’, ‘W1’ and
‘A1’ are less than the desired results because inpainting caused
artifacts for the image ‘S1’ and did not improve original skin
texture significantly for the images ‘W1’ and ‘A1’ which had
very light impferections. For the points ‘S2’, ‘W2’ and ‘A2’
inpainting improved texture because the imperfections in these
images were more prominent. Images corresponding to other
plot points followed the same pattern.

Overall, we conclude that our algorithm performs much
better when the wrinkles, scars and moles are prominent in
the surrounding texture. Interestingly, these are the cases where
the available retouching software do not perform well as will
be described in the following section.

2) Comparison with existing techniques:Although our
method performs both detection and inpainting, in this sec-
tion, we persent comparison of our inpainting results only
with existing inpainting techniques [31], [7] and with two
pieces of software, Adobe PhotoshopTMand Perfect365TM. The
two inpainting techniques consist of examplar-based texture
filling [7] to remove objects and sparse dictionaries [31] to
reconstruct images by removing scratches/small occlusions.
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Fig. 26. Skin patches corresponding to plot points in Fig. 25

Fig. 27. Comparison of results of wrinkle removal with Adobe PhotoshopTM [30].

Fig. 28. Comparison of results of wrinkle removal with other inpainting techniques. (a) Original image (b) Sparse dictionaries based image recovery [31]
(c) Examplar-based texture filling [7] (d) Our method.

Three forehead images with two inpainting techniques along
with our method are shown in Fig. 28. The inpainting results
of examplar-based method in column (c) are visually more
similar to our method in column (d) but wrinkles are not
removed completely. On the other hand, our method introduces
some artifacts. The results of sparse dictionaries fill in the
gaps with smooth regions because of the smoothness priors.
Table I includes corresponding calculated histogram distances
for three inpainting techniques. Our method has decreased
dist

(S,P )
B as compared to other methods for top and bottom

images and has increaseddist(S,P )
B for the middle image

which can be attributed to the artifacts caused by texture
synthesis.

Regarding user-friendly smart phone applications, we se-
lected Perfect365TMbecause of its popularity and availability
of a trial version for PC. However, Perfect365TMprovided
the options of blemish removal and beautifacation only and
not that of wrinkle removal and required full facial images
instead of skin patches. Hence, we used images having
blemishes/acne marks for comparison with Perfect365TM. Fig-
ure 29 shows experimental results on images of three subjects
with mild to moderate acne where facial feature have been
masked to protect the subjects’ identities. It can be seen that
Perfect365TMremoves less number of blemishes especially on
forehead and chin as compared to our algorithm.

Fig. 27 shows an example of the removal of wrinkles with
Adobe PhotoshopTMand with our algorithm. The original and



14

Fig. 30. Results of wrinkle detection and removal for a subject with sagging skin. (a) Original image. (b) Detected wrinkled areas . (c) Image after inpainting,
most wrinkles are removed but skin sagging is visible.

the processed high-resolution images were downloaded from
the Internet [30] (with author’s permission). The differences in
results are visible in terms of overall beautification of skin. Our
algorithm removes most of the wrinkles (except expression
wrinkles around mouth) without any beautification of skin
whereas in PhotoshopTMresults, facial skin has been changed
drastically in addition to removal of wrinkles.

D. Challenges

1) Effect of Age/Sagging Skin:Advanced aging skin shows
signs of overall sagging of skin as well in addition to rough
texture and wrinkles. Facial images where subjects had sag-
ging of skin along with wrinkles posed specific challenges
to inpainting. In advanced ages, wrinkles are present very
closely, and the area of the non-wrinkled skin is limited.
This results in the selection of the same patch as a source
skin texture for several patches to be inpainted and results in
detectable repetitive patterns in the inpainted skin. Then, the
overall sagging of skin results in changes of facial muscles and
shape which are visible to the eye but not to the GMM-MRF
algorithm and hence cannot be detected and removed. Fig. 30
shows images of two subjects where most of the wrinkles have
been removed but the signs of sagging of skin around mouth,
jawline and under eyes remain.

2) Effect of Illumination: The images used in our exper-
iments had a variety of illumination settings. Overall, small
illumination variations did not effect the detection results.
However, in cases of significant illumination variations e.g.
due to pose or bright spots on skin, the intensity changes due
to wrinkles were masked by those due to illumination. Two
such examples are presented in Fig. 31. In Fig. 31(1a,1b),

wrinkles are masked by the dark areas due to low illumination
and in Fig. 31(2a,2b), wrinkles are masked by the bright
spots. However, in both figures, the wrinkles not masked
by illumination were correctly detected by the GMM-MRF
algorithm.

3) Artifacts due to the Repetition of Patches:In few cases,
the filling of gaps by the seamless stitching of patches resulted
in the artifacts which could be detected by a user. For example
in Fig. 18(c) and Fig. 30(2c), some of the inpainted areas
can be detected due to the slight change in the textures of
the inpainted and the surrounding skin. This happens when
the same non-wrinkled, texture source image is the nearest
to more than two patches to be inpainted. The algorithm
then uses the same source skin texture to paint more than
one patch. This results in the absence of randomness found
naturally in the slowly varying skin texture. The absence of the
randomness and the consistency of the painted texture looks
like an artifact to the eye. It was observed that a smaller patch
size l∆ provided better, natural looking inpainted skin texture
as it is easier to find smaller non-wrinkled, source skin texture
patches to inpaint from.

V. CONCLUSION

In this paper, we addressed some of the limitations of current
facial retouching applications. We presented an algorithm
incorporating Gabor features and texture orientation field of
facial skin in the framework of GMM and MRF representa-
tions to detect wrinkles and other skin imperfections. Then, we
presented an algorithm based on examplar-based texture syn-
thesis to automatically inpaint the irregular gaps left by the re-
moval of skin wrinkles/imperfections. Experiments on images
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Fig. 29. Comparison of results of acne removal with the user-friendly
application Perfect365TM .

Fig. 31. Effect of Illumination on Detection of Wrinkles. (1a,1b) Wrinkles
are masked by bright spots. (2a,2b) Wrinkles are masked by shadows.

downloaded from the Internet show the effectiveness of our
algorithms. With minimum user interaction, the algorithms are
able to detect and remove most of the wrinkles/imperfections.
We discussed some of the challenges in detection and in-

painting. Overall, our algorithm presents significant improved
inpainting in cases where skin imperfections are more visible
in the surrounding skin. This work can be extended to address
the sagging of skin in more advanced stages of aging as well
as to improve inpainting to address the artifacts caused by
repetition.

APPENDIX A

Let the Lagrange multipliers be denoted by{ηx1,x2
;x1 =

1, · · · , N ;x2 = 1, · · · , N}. Then the Lagrangian function is
given by:

Λ(x1, x2, ηx1,x2
) = QMAP−

N1
∑

x1=1

N2
∑

x2=1

ηx1,x2

⎛

⎝

J
∑

j=1

πj,(t)
x1,x2

− 1

⎞

⎠

(29)
The values of the Lagrange multipliers at a stationary point of
the functionΛ(x1, x2, ηx1,x2

) can be determined by solving
the following set of equations:

∂Λ(x1, x2, ηx1,x2
)

∂π
j,(t)
x1,x2

= 0 (30)

By solving partial derivatives, we obtain:

z
j,(t−1)
x1,x2

π
j,(t)
x1,x2

+
G

j,(t−1)
x1,x2

π
j,(t)
x1,x2

+ ηx1,x2
= 0 (31)

By taking sum of the above equation overJ classes and by
using the constraint

∑J

j=1 π
j,(t)
x1,x2

= 1, values of Lagrange
multiplies are determined as follows:

J
∑

j=1

(

z
j,(t−1)
x1,x2

π
j,(t)
x1,x2

+
G

j,(t−1)
x1,x2

π
j,(t)
x1,x2

+ ηx1,x2

)

= 0 (32)

∑J
j=1

(

z
j,(t−1)
x1,x2

+G
j,(t−1)
x1,x2

)

ηx1,x2

=

J
∑

j=1

πj,(t)
x1,x2

(33)

ηx1,x2
= 1 +

J
∑

j=1

Gj,(t−1)
x1,x2

(34)

By using the value ofηx1,x2
in (31), the optimal value for

π
j,(t)
x1,x2

can be obtained as:

πj,(t)
x1,x2

=
(z

j,(t−1)
x1,x2

+G
j,(t−1)
x1,x2

)
∑J

j̃=1(z
j̃,(t−1)
x1,x2

+G
j̃,(t−1)
x1,x2

)
(35)
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