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Detection and Inpainting of Facial Wrinkles using
Texture Orientation Fields and Markov Random

Field M

odeling

Nazre BatoolMember, IEEEand Rama Chellappaife Fellow, IEEE

Abstract—Facial retouching is widely used in media and
entertainment industry. Professional software usually require
a minimum level of user expertise to achieve the desirable
results. In this paper, we present an algorithm to detect facial
wrinkles/imperfection. We believe that any such algorithm would
be amenable to facial retouching applications. The detection
of wrinkles/imperfections can allow these skin features to be
processed differently than the surrounding skin without much
user interaction. For detection, Gabor filter responses along
with texture orientation field are used as image features. A
bimodal Gaussian mixture model (GMM) represents distribu-
tions of Gabor features of normal skin vs. skin imperfec-
tions. Then a Markov random field model (MRF) is used to
incorporate the spatial relationships among neighboring pix-
els for their GMM distributions and texture orientations. An
Expectation-Maximization (EM) algorithm then classifies skin
vs. skin wrinkles/imperfections. Once detected automatically,
wrinkles/imperfections are removed completely instead of being
blended or blurred. We propose an exemplar-based constrained
texture synthesis algorithm to inpaint irregularly shaped gaps left
by the removal of detected wrinkles/imperfections. We present
results conducted on images downloaded from the Internet to
show the efficacy of our algorithms.

Index Terms—Facial Wrinkles, Skin Imperfections, Markov
Random Field, Gaussian Mixture Model, Gabor Features, Tex-
ture Orientation Fields.

|I. INTRODUCTION

IGITAL image inpainting refers to the filling of the gaps

of arbitrary shapes in an image so that they seem
be parts of the original image. Several applications of digit
inpainting have been reported in the last decade e.g. filli
occlusions/gaps, removal of objects, image reconstruction
removing scratches or other degradation [1], [2], [3], [4]
[5], [6], [71, [8], [9], [10], [11], [12], [13]. Here we propose a

specific application of digital inpainting to remove facial wrin-.
kles and imperfections. Traditionally, beautification of skin of

-touching in images has been done by profession
using high-end software e.g. Adobe PhotosHbpSeveral user
friendly smart phone applications (e.g. Visage [*b[14],
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Beautify™ [15], Perfect365M [16]) which provide minimum
user interaction for facial touch ups have also been introduced.
However, both professional and user-friendly software have
limitations. Professional software require significant user in-
teractions where results are subjective, depending on user's
expertise. Whereas user-friendly applications developed for
smart phones, while performing an overall beautification or
making up of skin with minimum user interaction, do not target
specific skin imperfections e.g. deep wrinkles, acne, scars etc.
An example is shown Fig. 1, where overall beautification of
skin fades wrinkles and moles but does not remove them
completely. The reason may be that these applications seem
to process all the skin regions equally and do not make
distinction between skin vs. skin imperfections. The results
can be improved if skin imperfections are detected as a
pre-processing step and then processed differently from the
surrounding skin.

The current state-of-the-art approach for the removal of
wrinkles is an imag@aintingalgorithm proposed by Georgiev
[17]. The algorithm is based on the widely used Poisson
image editing tool [18] and provides improved seamless
image cloning through better handling of lighting variations.
The algorithm works behind thédealing Tool in Adobe
PhotoshopM. Image painting is slightly a different applica-
tion from image inpainting. The former deals with inclusion
painting) of a smaller image region in a larger image where

th source and destination image regions are provided by

e user. The latter deals with the automatic filling of a
p/occlusion, mostly provided by the user, in an image based

local and/or global image characteristics and does not
require a source image. However, both applications share the
requirement of seamless boundaries. Our work is closer to
image inpainting than image painting because both source and
estination image areas are selected automatically. We make

R following observations about the current facial retouching

software as a motivation for our proposed work.

1) Significant user interaction is required with the Adobe
Healing Tool for the selection of source and destination
skin patches resulting in subjective results depending on
user expertise.

2) In the case of more user-friendly applications, facial
retouching results in the so-calldthwlessskin. The
processing of skin in an image smoothes wrinkles and
skin imperfections but does not remove them completely.
3) Regarding image inpainting techniques, both structure



if a patch had damaged pixels. In contrast, the inpainting
methods in [11], [1] do not consider any explicit detection of
gaps to be filled. These techniques are based on the analysis of
different layers containing low vs. high frequency details. The
low frequency layer determines the piecewise smooth regions
of the image and the high frequency layer determines the
texture. The recovery of these layers automatically fills the
gaps without their being detected explicitly. In case where
more than one texture is surrounding the gap, sophisticated
techniques are used for combining different textures [8], [6].
Once a suitable combination of different textures has been
found, the gap is filled by existing texture synthesis techniques.
Fig. 1. Typical results of facial retouching for a smart phone applicatidnor example, Grossauer [8] used the exemplar-based texture
e o St o e e Seemmmties o blareinesi techniguie gven i [19] and Criminisi et . 6] used
still visible. ynthesis method similar to [20].
The specific application of wrinkle removal is different as
wrinkles are not artifacts or separate objects to be removed.
and texture inpainting techniques are not applicabM/rinkles are an inherent part of the skin and are visible
directly to the skin. Wrinkles and skin imperfections dmnly due to their discontinuous nature in surrounding skin
not appear as edges/boundaries and, hence, structteature. Recently, the detection of wrinkles as sequences of
inpainting is not appropriate. Also, as wrinkles are ndine segments/curves was reported by Batool and Chellappa
homogeneous texture patterns, texture inpainting is nf21]). However, this method is not applicable here because
effective. of two reasons. First, wrinkles are localized as curves and the
The main contributions of this paper are as follows: SUrrOUnding folds of skin due to a wrinkle are not detected.
n%econd, the method reported in [21] is based on line segments
texture orientation fields in the framework of Markovand cannot be used to detect other oval like skin imperfections.

field modeling (MRF) is proposed to detect wrinkles Our wrinkle inpainting approach is based on Poisson editing
and other imperfections in the surrounding skin and a variation of exemplar-based texture synthesis. However,

2) A variation of exemplar-based texture synthesis is pr(¥\_/etyse al n?r\]’ elf51|||c)pr9ach tot.detect wrmklets and skin |mr[1)<_ar—
posed to fill the gaps of irregular shapes. ections. In the following section we present our approach in

3) Both detection and inpainting of wrinkles are unsupelqeta'l'
vised with minimum user interaction thus minimizing 1. A PPROACH

B e e e An image npaning tehmiqu for fexures has tree main
the facial skin is done while inpainting skin wrin- St€PS; €) fln_dlng a suitable texture template in the_|mage to fill
Kles/imperfections, in the gap with, (b) calculating the_ seamless warping between

D ) ) . the template and the gap and (c) filling the gap via texture syn-
The organization of this paper is as follows. In section Il, Wg,o5i5 since we are proposing unsupervised image inpainting,
present an overview of some related work. In section Ill, Wy, 5qgitional step is required to detect wrinkles automatically.
present the details of our detection and inpainting algor|thr'n:1;he process of wrinkling creates deep creases and causes

Experiments and discussion are presented in section IV. i ature in the surrounding skin. The resulting skin curvature
nally, we conclude the paper in section V. causes specific intensity gradients in skin images which look
like discontinuities in surrounding skin textures. An accurate
Il. RELATED WORK inpainting of wrinkles will require both the wrinkle crease and
Image inpainting methods target one or both of $treicture the surrounding curved skin to be removed. In section IlI-A,
and texture of an image. The difference between the imagwe present our approach for detection. Regarding step (a)
attributes of structure and texture of an image requires differedft image inpainting mentioned above, we select skin patches
inpainting methods. A detailed survey of image inpaintingurrounding the detected wrinkles. This is due to the fact that
methods can be found in [13], [10], [12]. Most texture inthe skin texture can vary significantly within a small region of
painting methods require user input or some masking functiddce. The skin patches closest to the wrinkles have the most
to highlight the gap/occlusion to be filled (e.g. the worlsimilar looking skin texture. Regarding steps (b) and (c), we
by Criminisi [6]). Some examples of automatic filing ofuse an exemplar-based texture synthesis method based on the
scratches, rectangular blocks or random noise can be foundnark of Efros and Freeman [22]. The details of our texture
[13], [1], [11]. Shi and Chang introduced a patch-based multsynthesis method will be presented section I1I-B.
resolution/multi-layer approach to restore the paintings dam-
aged by red scratches [13]. Their approach involved a mecHd- Automatic Detection of Regions with Wrinkles
nism to detect the damaged areas first where the variance in th&Ve use texture orientation field proposed by Rao and
color of a patch at a specific resolution was used to determiBehunk [23] and Gabor filter responses as image features.

1) An algorithm based on the fusion of Gabor features a
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Fig. 2. Image features used for segmentation. (a) Forehead image in gray scale. (b) Maximum Gabor amplitude response (values [4.8, 132] scaled to the
gray scale values [0,255]. (c) Texture orientation field.

The orientation field highlights the discontinuities in theshows a forehead image with the corresponding maximum
normal flow of skin texture whereas the Gabor filter responsessponses and the orientation field. The orientation angle is
highlight the intensity gradients in any directions. The twaalculated at every pixel, however, the orientation field in
types of features are fused using Gaussian Mixture Moddtgy. 2(c) is drawn by placing needles at every 3rd pixel. Every
(GMM) and Markov random field representation. The GMMnheedle is of length of 3 pixels and is placed in the direction
classifies filter responses as a bimodal distribution for skof the orientation angle.
vs. skin imperfections. The MRF representation allows us to At high resolution, skin texture appears to be granular
incorporate spatial relationship among GMM distributions ofesulting in random orientation angles. However, the skin
neighboring pixels and to fuse the orientation fields to reshapesases of wrinkles and the skin pigments related to other
the class probabilities. imperfections (e.g. brown spot, moles) smooth out the granular
1) Computation of Orientation Fields using Gabor Filters:skin texture. As a result, the orientation field depicts two
Several oriented feature detectors have been developed inclsignificant properties in wrinkled regions, (a) a dominant angle
ing steerable Gaussian second-derivative filters, line operatofszero degrees and (b) pixels with zero orientation angle
and Gabor filters. A comparative study can be found in [24ppear in clusters. Fig. 3 depicts these two properties of
where the real Gabor filters were assessed to be the besdéntation field due to wrinkles. We exploit these observations
detector of oriented features. The real Gabor filter kernel e formulate the GMM-MRF model based, two-class labeling
given by of images into wrinkles and non-wrinkle regions. The next

section describes the model in detail.
1 -1 2 '2
g(z1,m3) = ——————exp [7 (x—l + x_;)] cos(2m fxl)
g

2M03, 00, 0%1 T2 ﬁ
1) —
where B
! cosa sinal |z
o ) (2) Fig.3. (Right) Rectangle *A’' shows the skin texture used as template whereas
J;’2 —sina cosa| |x2 rectangle 'B‘ shows change in skin texture due to a wrinkle. (Left) Orientation

. . field at high resolution, note that sites corresponding to the wrinkle have
The parametersy and f denote the orientation angle andorientation angle of zero degrees.

frequency of the sinusoidal factor respectively dod.,, o, }

plane. Let{gy(z1,22),k = 0,--- , K — 1} denote the set of Fje|g (GMM-MRF): The motivation behind using the GMM-
real Gabor filters oriented at angles = —5 + 53¢ whereK  MRF model is the fact that the Gabor filter responses or the
is the total number of equally spaced filters over the angulggxture orientation field, when used exclusively, are important
range [ 5", 5. Let {I(z1,22);21 = 1... Ni,22 = 1... N2} put insufficient features to detect the wrinkled regions. For
denote the input image in gray scale ahfi(z1,z2) denote example, Fig. 4(a) shows the result of thresholding Gabor
the image filtered by the filtey,, (1, x2). Then the orientation amplitude responses in the ranges, 132] with the threshold
field, 67 (x1,z2) for the image is computed as follows: value of 35 and Fig. 4(b) shows image sites with orientation
angles lying in the range-5, +5]. Fig. 4(c) shows the product
of both results and resembles more closely to the actual
i.e. at every pixel, the orientation field is equal to the oriwrinkles by reducing false positive in either of the Fig. 4(a)
entation angle of the filter resulting in the maximum filtereénd Fig. 4(b). We make the following observations to justify
response at that pixel. The corresponding maximum amplitu@&M-MRF modeling.

0r(x1,22) = argmaxklg(xl,xg) 3)

among the filtered responses is given as: GMM:Histograms of Gabor response amplituttéz; , z)
I'(z1,20) = max]g(th) 4 typically follow the Beta distribution with heavy
k tails. For example Fig. 5 shows a histogram of the
The set of the maximum filter response and the orientation Gabor amplitude response for the image in Fig. 2(a).
angle at every pixe{I'(z1,x2),01(x1,z2)}, constitutes im- An intelligent thresholding of the Beta distribution

age features for automatic detection of wrinkle regions. Fig. 2 can provide a good starting point for any segmenta-



Fig. 4. Results of thresholding. (a) Thresholding maximum Gabor amplitude at value 35. (b) Thresholding orientation field at absolute angle values of less
than 5 degrees. (c) Product of images in (a) and (b).

140~
120 - B
= 100 1 7' ={I'(x1,z2);21 =1,-- ,Nosp = 1,--- ,No}  (7)
% N | Then, assuming statistical independence of individual pixel
E N i sites, the joint conditional density function of the whole image
S I can be written as:
22 “ Ao bl b P(Z'|ILO) N Na A (8
100 120 140
Realva\ues Ufma)umum Gaburflterrespunse | H H Z 11’12 $1,$2)|ILL a ) ( )
rx1=1xz2=1 j=1
Fig. 5. Histogram of the Gabor features in Fig. 2(b). According to Bayes’ theorem, the posterior probability can be

written as follows:

tion technique. Modeling of Gabor responses as Beta p(I1|T7, ©) « p(T'|11, ©) x p(II) 9)

distribution may seem an obvious choice. However,

we take the simpler approach of Gaussian mixtufeaussian mixture models based on MRF (GMM-MRF) are

models for its more developed theory. A similafroposed to impose spatial smoothness constraints between

approach can be found in [25] where the authorgeighboring pixels [26]. Under MRF models , the prior distri-

used the GMM to model the Beta distribution forbution of the mixing proportion of a pixgk 1, z2), denoted by

segmentation of SAR images. 5., .z, depends on those of its neighboring pixels. The prior
MRF: Since class labels do not depend solely on the Gakjeint distribution ofzJ, . for all pixels is given by the Gibbs

response amplitude, a simple thresholding of Betgistribution:

distribution does not work. There is always some p(Il) = lexp(_@) (10)

under segmentation or over segmentation present. Z T

Texture orientation field has to be incorporated tavhere Z is the normalization constantJ(II) is the Gibbs

aid thresholding by reshaping the probability of eackenergy function and” is a constant called temperature. Ac-

class. An MRF framework enables not only the incoreording to (8), (9) and (10), the posteriori log-density function

poration of spatial dependencies among neighborir@@n be derived as:

pixels but also the fusion of texture orientation fields

and Gabor amplitude responses.

/ _ /
We first present the GMM and MRF models and then discuss L(|Z', ) = log (H|I ©)

how the MRF model is used to fuse the orientation field with N Ne
Gabor amplitude responses. =) > log Zﬂ—ml 2 @ (21, 2) |17, 07)
Under GMM, the density function for the observation at r1=lxzy=1
pixel (x1,x5) is given as: + log p(IT)
N1 N
F(I' (21, 2|11, ©) Zml 2@ (21,2) |7, 07)  (5) =33 log Zwm o @0 (01, 32) 117, 7
r1=122=1
where @(I’($17$2)|MJ70']) is the standard Gaussian distri- ClogZ — u() (11)
bution with mean/,ﬂ and standard deviation’ and © = T
{(w,07);j = 1,---,J} is the parameter set of Gaussiafrne expectation maximization (EM) algorithm is usually used
mixture d'St”bUt'O”S The set of mixing proportionH, = {5 estimate the parameters of a GMM distribution. However,
{Wz_l,agzvxl = L Nijzg = 1,000, Nogj = 1, ~»J} the inclusion of prior distribution to GMM via an MRF
satisfies the following constraints: introduces additional complexity and the M-step of the EM
) algorithm cannot be directly applied to estimate the model
0<m, ., <1land Zﬂxl e =1 (6) parameters from the observations. Various approximations
J have been introduced to tackle this problem. Recently, Nguyen

Let 7’ denote the ensemble of random variablé&e,, z2) as et al.[26] introduced a novel way of incorporating spatial
follows: correlations in MRF model which allows a close form solution



at the Maximization step. They introduced a faof®f, ,, as where:

follows:

1 U(II|Q

; p(Ime) = & exp(—%

G =P oo 2, EH+m)p  (12) i s
2|'/\[9317932| iE{Nwl,wz} H|Q Z Z ZGTl Tz logﬂ-’rl T2 (16)

r1=1x2=1 j=1

) (15)

where NV, ., is the neighborhood of the pixgl:;,z) and

z] is the posterior probability (later defined in equation 21\We introduce the factorGI1 2, (§2) as a function of the
The factorG?, =, IS proportional to the product of both pos-orientation field2 and is given as follows:

terior probabllltles and prior distributions of the neighboring

pixels and causes smoothing of prior probabilities due to the

averaging process. In regards with EM algorithm Nguyen et. G, (§) = exp Y hl,6)(=] + ) (17)

al. also proposed a new Gibbs energy function update at an i€{Nay 20}

EM iterationt based onG? as follows:

I I G, r2 W The factorh(j, 6;) controls the mixing proportions of a pixel
based on the orientation field angles in its neighborhood. In the
N Mo binary case, wherg¢ = 0 denotes the distribution representing
urtame) =- > Z G35, logml 5D (13)  packground skin andj — 1 denotes the distribution of

i=lzo=1j=1 wrinkled skin, the factor is defined as:

The factorGi’ff}z is dependent only on the value of the priors ‘ 1forj=0

and posteriors at the previous step in the EM algorithm. This h(j,0:) = Beos, for j =1 (18)

allows a simpler, closed-form solution for the update of mixing ! J

proportionsr?, . as will be shown in section I1I-A4.

The parameteps has a value greater than 1. So whenever a
pixel and its surrounding neighbors have orientation angles
closer to zero, the value of the factb(j, 0;) increases. This
increases the mixing proportlorf and that pixel’s probability

of being included in the wrinkled area.

4) Expectation Maximization (EM) Algorithmi/e use the
EM algorithm to find mixing proportions and to maximize the
posterior distribution. At iteration, the E-step of the EM al-
gorithm requires the formulation of the following optimization
function[27]:

Fig. 6. Binary labeling results. (a) Initial labels obtained after using GMM 0 (t) 1r(t)
functions in MatlabM. (b) labeling results after 15 iterations of our GMM- QMAP(O’ H|@ 11 )

MRF method (c) labeling results using GMM-MRF method in [26] (d) _ / 1 ) 11(t)
Resulting gaps in the skin image. =E [Ing(I |0, 1ID|Z", 0, II'"| + log p(11)
(19)

3) Fusion of Gabor Features and Texture Orientation Field:
Under the GMM-MRF model, each pixel shares a global
set of parameters of Gaussian distributions denoteddby — Qarap (O, H|®(“ )

However, each pixel has a different set of mixing proportions, N1 Ny
7, 2, iNStead of a global set. In this section, we describe =y > Zziltgz (log w5V
our modifications to the GMM-MRF model of Nguyen et. z1=123=1 j=1

al. [26] for the fusion of texture orientation field and Gabor | 150 @(1 ’(Jn 22)|0®), H(“))

features. These modifications provide better detection results N No

as compared to the original GMM-MRF model. Fig. 6 depicts ~ 7, (t+1)

an example of differences in detection by both models. ~logZ+ Z Z Z ’“’“ Dlogms, (20)
The texture orientation field(x 1, x2), is considered a priori

field affecting the prior probab|l|t|es of m|xmg proportions. wherez_%l( 922 is given as follows:

Let @ = {04, 4p;21 = 1,--- ,Nyj22 = 1,--- , Ny} denote

the set of orientation angles of all pixels. Then, incorporating

(2, equation 9 can be re-written as: ) ngl(,tﬂ)fzq)(ll(xhx2)|uj7(t)’O-j7(t)) 21)

T D01 (e, ) 0, 030

Tl 1zo=1j=1

!/ /
p(IL O[T, &) p(I/|H, ©,0) x p(II|Q) The constantZ andT do not effect the optimization function
p(Z'[I1, ©) x p(11]$2) (14)  are set equal to 1. The modified optimization function is then
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Fig. 7. Flow chart for our Constrained Texture Synthesis algorithm to fill image gaps.
given as: For the EM algorithm, values of the parametéfso are
Q o, 1‘I|@(t) 1) initialized by using the MatlabB'function ‘gmdistribution to
MAP N train a GMM with two distributions. Then, following the
1 2 . . . . .
Z Z Z 230) (log 7i-(t+1) algorithm given in [26], we proce_ed with the foIIOW|r_19 steps
e L1522 L1522 to complete the automatic detection of wrinkled region.
z1=1z2=1 j= . .
« Evaluate the values/ according to (21) using the
+10g@(1/($1,$2)|@(t) n)) e

current parameter values
N No ) « Update the factors/ using (23).
+ Z Z Z GJ (f) IOg 7.‘.j,(t-i-l) (22) p z1, 12( ) g ( )

s ( T1,12 « Update the meang’ using (24) and variances’ using
r1=1z2=1 j=1 (25)
« Update the prior distributions;hm2 using (26).
G () _ 5 4 0, 3.(6) « Evaluate the qu—llkellhood in (2?) and chegk the con-
whrs (2) = exp ie{/\; }(Z’ 1G5, Ba)m ) vergence of either the log-likelihood function or the
. (23) parameter values. If the convergence criterion is not

In the M-step of EM algorithm, the function satisfied, then go to step 2.

Quap(©,10W TIM) is maximized to obtain the updatedThe result of the EM algorithm is a labeled image where
values of the parametef®, IT}. After setting the derivative every pixel is assigned the labglwith the larger posterior
of Quap(0,11|0W TI1) to zero, we obtain the following probability valuez], ...

expressions for updating parameters

B. Automatic Removal of Facial Wrinkles
Egll:l N; 1 ;1(221(%,%2)

N N 50 (24) The detected wrinkled regions are inpainted by surrounding
211:1 za=1 22,22 skin texture using texture synthesis. Texture synthesis tech-
niques can be categorized as parametric or exemplar-based.

N N. t i 2 i i
i) _ [E 1 2 51 [I/(th) — M]:(tJrl)] * In parametric methods, the parameters of a generative texture

ph D —

I

— 2z, x .
e 1N1 - N> .00 model are learned from a sample texture. A texture image
PONERD DN e (25) can then be synthesized by sampling the learned model. The
exemplar-based methods focus on sampling patches from a

The values of p grameteft are obFamed using t.he met.hod. of ample texture and then stitching them seamlessly, incorporat-

Lagrange_multlpher (See Appendix A for a detailed denvaﬂonﬁ]g neighborhood details, to synthesize larger texture images.

and are given as follows: The exemplar-based methods have become popular in recent
Pk (tm + G(Q )gg ) years to synthesize 2D texture images, [6], [19], [20], [22].

W%ffj;l) b - — (26) Parametric methods are appropriate for homogeneous (spa-

23:1 Z:rl :r2 +G(Q ):rl,xz tially non-varying) textures where a single set of parameters




can represent the whole texture sample completely. Since, skin
textures are slowly varying, inhomogeneous natural textures
within face, we adopt examplar-based approach for efficiency
and accuracy. In addition, examplar-based methods are more
suited to the ‘constrained texture synthesis’ problem dicussed
later in Section 111-B2.

Our method is based on the exemplar-based texture syn-
thesis method proposed by Efros and Freeman [22]. In their
work, Efros and Freeman introduced a novel method called
image quiltingfor seamless stitching of small patches of th€ig. 11.  Wrinkle removal. (a) Original Image (b) Several wrinkled areas
exemplar texture. We use their method to stitch skin patchg@ected by GMM-MRF (c) Inpainted image after removal of wrinkles. (d)

. . . atches from regular grid fitted on one gap which were actually inpainted.
together to fill the gaps left by removal of wrinkled regions.
Filling of gaps in images using texture synthesis is also called
as ‘constrained texture synthesis’ for the reason that the bound-
aries between the original texture and the synthesized texture
have to be invisible. In section 111-B1, we briefly describe the
method of Efros and Freeman for seamless stitching of two
patches. Then, in section IlI-B2, we present our algorithm
of constrained texture synthesis to fill the gaps. Finally, in
section IlI-B3, we present our method of selecting the skin
source texture used for inpainting the gaps.

Boundary cut

Fig. 12. A close up view of wrinkle removal. (a) Original skin image.

(b) Template of the gap to be filled. (c) Skin Image after texture synthesis.
i Comparing with original skin image in (a), note that wrinkle ‘A" has been

Ly o idn|pnt T T T Ty L removed since it was included in the gap whereas part of wrinkle ‘B’ is
re-painted. (d) Stitching of skin patches to fill the gap.

(1] (b} (c)

Fig. 8. Seamless_s;itching of two p_atches. (a) Patches with side portions tq@(?)e stitched together arigh denote the length of a side of a
overlapped. (b) Minimum square distance boundary cut along the overlappée

portions. (c) Resulting stitching of the two patches. patch. LetAr, andAr, denote portions of the patch#&s and
T, from any side as is shown in Fig. 8. The portions are set
to be of widthia < 7. The problem of seamless stitching of

Template copteseatiog gup o oo illed the two patches then boils down to finding a ragged boundary
g 4 in the qverlap_ped portlonATl_and Ar, such that a minimal
4 p el f discontinuity in texture flow is caused across the boundary.
Bounding bos of el T This method is explained in Fig. 8.
i s L Given T} (the firstT) can be selected randomly froffy),
1 VX X X 1 X the first step is to select a patch,, of the same size from
< . : 88 8- St. This is done by finding one or more patches fréhp
f:.ﬂdms“-'“hzf?ﬁilﬁ;d" not overlap with having cumulative square difference between the overlapping

regions, A, andAr,, within a given tolerance. The patdfh
Fig. 9. The constrained texture synthesis algorithm divides an irregu!gr then,seleCted randomly from such patches. The next step
shaped gap into a regular grid of patches. Each patch is then marked tSh#0 Stitch the two patches seamlessly by founding the best
painted if it overlaps any pixels of the gap. boundary cut.

Let F be a matrix of sizdr x [a representing the square
difference betweed\ r, and Ar, as follows:

s - Bii — (A}’f _ Aijg)Q (27)

where the superscripts j designate row and column of the
matrix. Then the ragged boundary is found as the cut through
Fig. 10. The sides of a patch used for seamless stitching are based on Bvgvhich minimizes the cumulative square difference along the
factors; the patch’s location in the grid and if the surrounding patches ffBundary and is found through the following steps

marked to be painted or not.
o Let E. be a matrix of sizér xIa denoting the cumulative
1) Patch based Image QuiltingtLet S+ denote a small square difference for a boundary cut.
source texture sample from which the bigger texture image hase Initialize the first row of E. to be equal to the first row
to be synthesized. Léf, and T, denote two square patches of Eie. B = Eb,




« Calculate the rest of the elements 6f as follows: boundaries of several patches stitched together are obvious
i i . =1 il —1 pmij—1 due to the skin tone variation. We use the Poisson image
Ee? = BY 4 min{ B, BT B (28) editing [18] to compensate for this tone variation. Bugeau
« Find the minimum value in the last row &f.. This is the et al. [10] used a similar approach as a post-processing step
last element of the cut with the minimum square distancé compensate for the illumination discontinuities. In our
The best boundary can be found by tracing back verticallyonstrained texture synthesis algorithm, once the patch has
the cut from this element to the first row &f.. been stitched, in case of eyes, the Poisson image editing is
2) Constrained Texture Synthesis to Fill Image Gapse used as a post-processing step to compensate for the tone
removal of wrinkled skin results in several gaps of irregulavariation. The difference in the inpainting results with and
shapes as can be seen in Fig. 11(b). Filling such gaps requivgthout Poisson image editing is shown in Fig. 13.
modifications to the texture synthesis method presented in the

last section which was originally used to synthesis rectangular . et T
texture samples. Fig. 7 presents our algorithm to fill irregular

gaps using constrained texture synthesis. The algorithm per-

forms two steps for every gap detected by the GMM-MRF @ ®

algorithm. The first step consists of finding the bounding box

for the current gap and fitting it with a rectangular grid ofig. 13. Poisson compensation for color variation under eyes. (a) Inpainted
square patches. Then, each patch in the grid is visited ig?o\rl]v.lthout Poisson compensation. (b) Inpainted skin with Poisson compen-
determine if it overlaps with any pixel(s) in the gap. Fig. 9
illustrates this step. The patches which do not overlap with the
gap are marked as ‘X’ and are not considered in the second
step. In the second step, the patches containing image gap
pixels are replaced with the patches of the source skin texture.
Each patch is stitched from two (top and left) or more sides
depending on its location in the grid. Fig. 10 illustrates this
step. Patches are visited in a raster scanning manner. Patch
‘A is stitched from top and left side with the rest of the skin
image. Patch ‘B’ is stitched from all four sides because thergy. 14. Level of user interaction. Users have to select polygonal skin patches
is no patch to be visited on its right or bottom side. Patcla remove wrinkles/skin imperfections from.

‘C’ is stitched from bottom side as there is no patch below it
to be visited. Fig. 11 depicts an example of detected wrinkles
(Fig. 11(b)) and a regular grid of patches to remove one of the
detected wrinkles (Fig. 11(c)). Fig. 12 shows a further close
up of the process of the removal of a wrinkle.

3) Selection of Texture Source Templatésually a texture
sample imageS'r, is provided to a texture synthesis algorithm.
However, in our case, to minimize the user interaction, a skin
texture source template has to be determined automatically.
Since facial skin texture varies greatly, for every patch to be
inpanited, we use the skin texture nearest to that patch as a
source template. A texture source template is selected so that
(a) itis of sizel.3xT', where we choosé.3 because it is small
enough for faster computation time and big enough to provide o s Y e e % o
a compatible texture source, (b) it does not overlap with any
of the wrinkle gaps and (c) it is nearest to the current patch fé- 15. A typical graph for the objective function vs. iterations of GMM-

. . . . . MRF function. There is little variation in the function for most images after
be inpainted. Once afi is selected this way, a suitable patchy g jierations.
T, can then be found within this texture source template.

4) Compensation for Skin Tone Variationghis is a post-
processing step and is applied specifically to the areas under
eyes. This is due to the fact that the skin under eyes is )
not only wrinkled, but, frequently, has discolorations due té- EPerimental Setup
sagging, under-eye bags or dark circles as well. Although Experiments were conducted on two sets of images down-
image quilting provides seamless stitching of two patches, i@aded from the Internet. The first set consists of images of
main focus is the overlapping areé&s of the two patches. In public figures, e.g. celebrities and politicians, and was used to
under-eye regions, the interior of such patches may still preseemove facial wrinkles. The second set consists of portions of
a significant skin tone difference. Therefore, a simple stitchirfgcial images of other people and was used to remove other
step cannot provide the needed adjustment to the overall tasién imperfections. We had to crop portions of interest (e.qg.
of the inpainted patch. This is illustrated in Fig. 13 whereheeks, forehead) from these facial images to hide identities of

Optimization Function

IV. EXPERIMENTS
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Fig. 16. Results of wrinkle detection and removal for a subject. (a) Original image. (b) Detected wrinkled areas. (c) Image after wrinkle removal.

Wrinkles
due to agin,

Wrinkles/Skin
folds
prominent
due to smiling

(a) (b) (e}

Fig. 17. Results of wrinkle and dark spot detection and removal for a subject with darker skin. (a) Original image. (b) Detected wrinkled areas and dark
spots. (c) Image after inpainting, most of the dark spots are removed as well.

Wrinkles

Wrinkles/Skin
folds
prominent
due to smiling

(©

Fig. 18. Results of wrinkle and dark spot detection and removal for a subject with darker skin. (a) Original image. (b) Detected wrinkled areas and dark
spots. (c) Image after inpainting, most of the dark spots are removed as well.

Fig. 19. Results of wrinkle detection and removal for a subject. (a) Original image. (b) Detected wrinkled areas. (c) Image after wrinkle removal.
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subjects. All of the images were taken in uncontrolled settingsdetected. Similarly, very few wrinkles around the corners
and varied in identity and age of the subjects, illumination anaf the eyes in Fig. 17 remain undetected as well. Regarding
expression. Facial images of public figures consisted of frontateas under eyes, the algorithm removes most of the wrinkles
pose whereas other images consisted of side poses as wellile maintaining the skin tone variation due to dark circles.
All of the images were of high resolution, larger than 102Z his effect was desirable as the goal was to remove wrinkles
pixels x 768 pixels, showing detailed texture of skin. Here weithout other beautification of the skin. The under eye dark
make an interesting observation that facial wrinkles were moo&cles remain unaltered due to the skin tone compensation
prominent in images of male celebrities than those of fematgep described in section 111-B4.
celebrities. Hence, most of our experiments were conducted?) Removal of Moles/Dark Spots/Scardle also applied
on images of male celebrities. Each image was cropped dar algorithm on other types of skin imperfections, e.g. moles,
have face only and then resized so that the larger dimensigark/brown spots, acne, wound scars and freckles. These
was equal to 1100 pixels. imperfections also appear as a disruption in the surrounding
One of the objectives of this work is to minimize usetexture. Since these images did not contain full facial images
interaction. The only user interaction was to provide polygonab hide the identities of the subjects, these was resized to
areas of skin to be investigated. Fig. 14 shows two polygoniadve the maximum dimension equal to 500 pixels instead
areas provided by a user to be inpainted for a facial imagef 1100 pixels in case of full facial images. Fig. 20 and
The only constraint for these patches was to contain skin afily. 21 show results of removal of these imperfections for
no other facial parts. Since GMM-MRF detection is based aubjects of different skin color. Overall, the detection is better
Gabor features which depend on image gradients, the inclusiprimages where skin imperfections have sharper color contrast
of facial features other than skin, e.g. hair, eyes, would reswlith the surrounding skin. The imperfections are removed
in erroneous detection results. irrespective of the cause, color, size and shape. We observe
Regarding the parameters of the Gabor filter bank, thkat acne or wound scars, moles and darker brown spots are
spatial frequency of the sinusoifl, was set to b(% cycles per detected and removed. Lighter and smaller brown spots were
pixels. The variances of the Gaussian envelopes were chosies® most difficult kind of imperfection to be detected. Fig. 17
to beo,, = Lo,, whereo,, was set to 0.5 and. was set and Fig. 18 show two subjects with darker skin and several
to 25. The value ofK’ was set to be 180. In EM algorithm, moles/dark spots on cheeks which are removed along with
the number of iterations were selected to be in the range \rinkles by the inpainting algorithm.
10 where a smaller number of iterations was sufficient for Fig. 22 shows two examples where some of the brown
smaller cropped facial regions. Fig. 15 shows a typical plepots/freckles remained undetected. In part (a), the freckles
between optimization function in EM algorithm and numbegre over segmented due to their less color contrast with the
of iterations where the function depicts smaller variations afteurrounding skin. In part (b), a large brown spot is present
10 iterations. In patch based image quilting the margin widtfaJong with few smaller spots. A significant color variation is
I, was set to be equal thl; whereas the patch sizk;, was present within the larger spot which creates inhomogeneous
set to be 11 pixels. orientation texture field within the spot and not equal to zero
throughout the spot. Fig. 22 (b2) shows the inhomogeneous
orientation field. Hence, the areas within the brown spot
with nonzero, inhomogeneous orientation field are given lower

1) Removal of WrinklesFigures 16, 17, 18 and 19 showpropability of being an imperfection according to the factor
the results of removal of wrinkles in facial images of publi,(; ¢,) in equation 17 and are left out.

figures. In all the figures, the original images are shown in
parts (a), the gaps resulted by GMM-MRF algorithm are
shown in parts (b) and inpainted images are shown in parts (¢) oo
The user provided areas for these images contained wrinkle:
due to aging on forehead and around eyes and mouth. Her
we would like to mention briefly the expression wrinkles.
Facial expressions not only highlight aging wrinkles but also
cause extra folds on facial skin. These folds of expressive
wrinkles are usually wider than those of aging wrinkles.
When inpainting images for the removal of wrinkles, we
make a distinction between expressive and aging wrinkles.
The removal of expressive wrinkles may result in unnatural
looking facial shapes. Fig. 17 and Fig. 18 show two examples
were wrinkles due to smiling were not removed.

Overall, our experiments demonstrate that most of the T Y T
wrinkles and skin imperfections are detected and inpainted. Orientation angle in degrees
However, a few with less contrast with the surrounding skin are
not detected. For example, small parts of wrinkles on the uppfd$- 24. Histograms of gradient orientations.
ride sides of subjects’ foreheads in Fig. 16 and Fig. 18 remain

B. Results and Discussion
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1(a) 1(b) 1(c)

4(b) 4(c)

3) 3(0) TG 4(a)

Fig. 20. Results of detection and removal of skin imperfections including wound scars, acne, brown spots and moles. (a) Original images. (b) Detected
imperfections. (c) Images after inpainting.

1(a) L) 1(c)

3(a) 3(b)
Results of detection and removal of skin imperfections including wound scars, acne, brown spots and moles. (a) Original images. (b) Detected

Fig. 21.
imperfections. (c) Images after inpainting.

fal) a2) 1] (bz] b3

Fig. 22. Challenges in the detection of brown spots. (a) Brown spots are over segmented due to lower contrast with surrounding skin. (b) Brown spot is not
detected due to the inhomogeneity of texture orientation field within the spot as shown in (b2).

Before

After

(c) Gradient amplitude

(b) GMM-MRF results

(a Skin ath

Fig. 23. Changes in skin texture and corresponding GMM-MRF detection results and Gabor amplitude response after inpainting.
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C. Quantitative Evaluation of Inpainting Results Image dios:?gﬁ,') Exji";fgf)ased disHt?SI?P) disct)fsrfp)

In this section, we present quantitative analysis of deted- Top 0.0065 0.0041 0.0063 0.0028
tion and inpainting results by evaluating smoothness of thg Middle | 0.0062 0.0043 0.0068 0.0080
inpainted skin texture. In texture synthesis community, visual-2otom [ 0.0053 0.0070 0.0071 ] 0.0050
evaluation of results is usually deemed sufficient. To the best of TABLE |

. . . COMPARISON OFBHATTACHARRYA DISTANCES.
our knowledge two pieces of work, Lin et al. [28] and AlMeraj

et al. [29], are available for the evaluation of texture synthesis

for regular to near-regular textures. Since skin textures are

natural, stochastic and irregular/inhomogeneous, the evaluatigiydient orientation histogram of normal skin. We estimate
techniques developed for regular textures are not applicabjge histogram of normal skin, denoted B¥s, by manually
Here we present an alternate evaluation scheme basedc@fpping 32 skin patches, free of any imperfections, from
the assumption that the normal skin has irregular, granulggferent facial regions of 12 subjects. Then, the oreintation
texture and imperfections appear as artifacts of some shapgq ¢, is calculated and divided into 90 bins for each patch.
(curvilinear, round) in surrounding skin texture. Hence, thghe histogrami s is assumed to be equal to the average of
random intensity gradients of skin texture are changed by thogR 32 orientation histograms obtained from imperfection-free
caused by imperfections. For example, Fig. 23 depicts Gabgéin patches. Let the calculated gradient orientation histogram
amplitude responses and GMM-MRF detection results befogg 5 given skin patch before and after inpainting be denoted
and after image inpainting. The skin patch with wrinklegy Hy,, andHp respectively. Fig. 24 represents three plots,
results in distribution of high gradient sites localizied in areagy; H,, andH p where the estimated histogram of gradient
around wrinkles with dominant orientation angles. Whereas H}ientations for normal skin is similar to the difference of

inpainted skin patch the high amplitude of intensity gradient§ayssians distribution. Based on our assumpfidip, should

is more evenly distributed spatially. For this reason, we use thg more similar ta s as compared t&yy .

orientations of intensity gradients as image features to asses@ssuming a histogram with large number of bins to be a dis-

Image Inpainting. crete probability distribution, we calculate the Bhattacharyya
distance betweeH ¢ andHy, denoted b)distg’w) and be-

tweenHg andH p denoted b)distggs’P). Ideally, the distance

0.0z T T T T

o018+ o SearsiMoles ........ OO ST L diSt?P) should be minimized after inpainting, however,
' L rinkles A dist';"”) < dist'S"") is an indicator of removal of most
0016 imperfections and inpainting without introducing artifacts.
0014 - That translates to the lower triangular part in the plot between
ool o : distg’P) anddistg’w) given in Fig. 25. We plotted the two

distances for 12 wrinkle images, 7 scar images and 5 acne
; images. It can be seen from the plot that inpainting results
ool e ' 5 : 5 : § in reduction of dominant orientation caused by imperfections
: : 5 : : for most of the images. The original and inpainted images
; o ; ; : 5 corresponding to the plot points ‘S1’, ‘W1’, ‘Al’, ‘S2’, ‘W2’
0004w : ,‘52 ......... e s SO SO i and ‘A2’ are shown in Fig. 26. The plot points ‘S1’, ‘W1’ and
R g @" ..... . b i O.U'fr.e.rf-.n.@.}g{.}_@- ‘Al’ are less than the desired results because inpainting caused
: ! : : : ; : region of désired] . . cans . . .. .
; : : ; : : results artifacts for _the image ‘S1 gnd did not improve ongl_nal skin
00 0002 oot oooe noos 001 o0z 004 0o oois oo texture significantly for the images ‘W1’ and ‘A1’ which had
Bhattacharyya distance between histograms BEFORE inpainting very ||ght impferections. For the points ‘S2’, ‘W2’ and ‘A2’
inpainting improved texture because the imperfections in these
Fig. 25. Quantitative evaluation: Plot betweetist;;""") (x-axis) and images were more prominent. Images corresponding to other
distg’P) for wrinkles (12 images), scars (7 images) and acne (5 imagesplot points followed the same pattern.
Overall, we conclude that our algorithm performs much
1) Assessment of Changes in Texture Orientation Fielibtter when the wrinkles, scars and moles are prominent in
using Gradient Orientation Histogram®ur quantitative eval- the surrounding texture. Interestingly, these are the cases where
uation is based on the calculation of gradient orientaticthe available retouching software do not perform well as will
histograms since the presence of skin impferections caudesdescribed in the following section.
dominant orientations in otherwise random skin texture orien- 2) Comparison with existing techniquesAlthough our
tation field. After inpainting these imperfections can includenethod performs both detection and inpainting, in this sec-
(a) any scars/wrinkles not detected by GMM-MRF algorithntion, we persent comparison of our inpainting results only
and (b) any artifacts introduced by the inpainting algorithmwith existing inpainting techniques [31], [7] and with two
Hence, for quantitative evaluation, how far the gradient higpieces of software, Adobe PhotosH#jand Perfect368". The
tograms of inpainted skin is removed from that of normaiwo inpainting techniques consist of examplar-based texture
skin gives an indication of the remaining imperfections in thélling [7] to remove objects and sparse dictionaries [31] to
skin patch. To begin with, this requires the knowledge of theeconstruct images by removing scratches/small occlusions.

Bhattacharyya distance between histograms  AFTER inpainting
o]
=
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51 Al

Fig. 26. Skin patches corresponding to plot points in Fig. 25

Original image GMM-MRF detection Inpainting result Photoshop result

Fig. 27. Comparison of results of wrinkle removal with Adobe PhotoSHhdg0].

s 2 5 gt —
(c) (d)

Fig. 28. Comparison of results of wrinkle removal with other inpainting techniques. (a) Original image (b) Sparse dictionaries based image recovery [31]
(c) Examplar-based texture filling [7] (d) Our method.

Three forehead images with two inpainting techniques along Regarding user-friendly smart phone applications, we se-
with our method are shown in Fig. 28. The inpainting resultected Perfect36%'because of its popularity and availability
of examplar-based method in column (c) are visually moref a trial version for PC. However, Perfect36%rovided
similar to our method in column (d) but wrinkles are nothe options of blemish removal and beautifacation only and
removed completely. On the other hand, our method introducest that of wrinkle removal and required full facial images
some artifacts. The results of sparse dictionaries fill in thastead of skin patches. Hence, we used images having
gaps with smooth regions because of the smoothness pridiemishes/acne marks for comparison with Perfect86%ig-
Table | includes corresponding calculated histogram distance® 29 shows experimental results on images of three subjects
for three inpainting techniques. Our method has decreaseidh mild to moderate acne where facial feature have been
distggs’P ) as compared to other methods for top and bottomasked to protect the subjects’ identities. It can be seen that
images and has increaseﬁstg’P) for the middle image Perfect365"removes less number of blemishes especially on
which can be attributed to the artifacts caused by textuferehead and chin as compared to our algorithm.
synthesis. Fig. 27 shows an example of the removal of wrinkles with
Adobe PhotoshofY'and with our algorithm. The original and
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- 2(a) 2(c)

Fig. 30. Results of wrinkle detection and removal for a subject with sagging skin. (a) Original image. (b) Detected wrinkled areas . (c) Image after inpainting,
most wrinkles are removed but skin sagging is visible.

the processed high-resolution images were downloaded framinkles are masked by the dark areas due to low illumination
the Internet [30] (with author’s permission). The differences iand in Fig. 31(2a,2b), wrinkles are masked by the bright
results are visible in terms of overall beautification of skin. Owspots. However, in both figures, the wrinkles not masked
algorithm removes most of the wrinkles (except expressidy illumination were correctly detected by the GMM-MRF
wrinkles around mouth) without any beautification of skiralgorithm.

whereas in Photosholresults, facial skin has been changed 3) Artifacts due to the Repetition of Patchds: few cases,

drastically in addition to removal of wrinkles. the filling of gaps by the seamless stitching of patches resulted
in the artifacts which could be detected by a user. For example
D. Challenges in Fig. 18(c) and Fig. 30(2c), some of the inpainted areas

1) Effect of Age/Sagging Skikidvanced aging skin shows €an be detected due to the slight change in the textures of
signs of overall sagging of skin as well in addition to roughhe inpainted and the surrounding skin. This happens when
texture and wrinkles. Facial images where subjects had sdge same non-wrinkled, texture source image is the nearest
ging of skin along with wrinkles posed specific challenge® more than two patches to be inpainted. The algorithm
to inpainting. In advanced ages, wrinkles are present Veﬂg,en uses the same source skin texture to paint more than
closely, and the area of the non-wrinkled skin is limited®ne patch. This results in the absence of randomness found
This results in the selection of the same patch as a souftiurally in the slowly varying skin texture. The absence of the
skin texture for several patches to be inpainted and results'@domness and the consistency of the painted texture looks
detectable repetitive patterns in the inpainted skin. Then, tke an artifact to the eye. It was observed that a smaller patch
overall sagging of skin results in changes of facial muscles aff€!a provided better, natural looking inpainted skin texture
shape which are visible to the eye but not to the GMM-MRRS it is easier to find smaller non-wrinkled, source skin texture
algorithm and hence cannot be detected and removed. Fig. Rgches to inpaint from.
shows images of two subjects where most of the wrinkles have
been removed but the signs of sagging of skin around mouth, V. CONCLUSION
jawline and under eyes remain. In this paper, we addressed some of the limitations of current

2) Effect of lllumination: The images used in our exper-facial retouching applications. We presented an algorithm
iments had a variety of illumination settings. Overall, smaihcorporating Gabor features and texture orientation field of
illumination variations did not effect the detection resultsfacial skin in the framework of GMM and MRF representa-
However, in cases of significant illumination variations e.gions to detect wrinkles and other skin imperfections. Then, we
due to pose or bright spots on skin, the intensity changes dpiesented an algorithm based on examplar-based texture syn-
to wrinkles were masked by those due to illumination. Twehesis to automatically inpaint the irregular gaps left by the re-
such examples are presented in Fig. 31. In Fig. 31(1a,1mpval of skin wrinkles/imperfections. Experiments on images
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painting. Overall, our algorithm presents significant improved
inpainting in cases where skin imperfections are more visible

o . . ;
& in the surrounding skin. This work can be extended to address
5 the sagging of skin in more advanced stages of aging as well
; as to improve inpainting to address the artifacts caused by
repetition.
2 p
(1]
APPENDIXA
Let the Lagrange multipliers be denoted By, 5,; 21 =
& 1,---,N;z2 =1,---,N}. Then the Lagrangian function is
% given by:
g N1 N» J
T OA@L D) = Quar— Y D Ny ), -1
% r1=1z2=1 j=1
£ (29)
@  The values of the Lagrange multipliers at a stationary point of
the functionA(z1, z2, 7, 2,) can be determined by solving
_g the following set of equations:
w
3 OA .
g (J)l; C‘I;_‘Q(;?xth) _ 0 (30)
;.' 0Tz 2
E By solving partial derivatives, we obtain:
& G(t=1) (1)
T1,T2 T1,T2 —
X0) G e =0 (31)
T1,T2 T1,T2
o By taking sum of the above equation ouérclasses and by
o using the constraingjzlvri’fzz = 1, values of Lagrange
3 multiplies are determined as follows:
L5}
u J J,(t—1) 3, (t—1)
z 2zh e G7, e
= St tee | =0 (32)
o J=1 \ TZy.az Ty, s
=
“ i (Z’J”’l(vt-’;l) * G;’fffgl)) 0 33
Fig. 29. Comparison of results of acne removal with the user-friendly Nay,xo o Zﬂzl’“ (33)
application Perfect388. ’ j=1
J
Nayay = 1+ Z ch’ffazzl) (34)
j=1

2{a)

By using the value ofy,, ., in (31), the optimal value for
2(Y) " can be obtained as:

7T$17$2
j,(t—1 j,(t—1
7Tj7(t) — (2%1(7372 ) + Gg”l(TQ )) (35)

Z1,T2 J
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