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Abstract

In this thesis we address some of the problems in the field of piecewise linear approxima-
tion of k-dimensional smooth submanifolds of Euclidean space Rd . The main goal of this
thesis was to develop algorithms that solve these problems with theoretical guarantees, i.e.
the output being homeomorphic to the submanifold, and also have intrinsic dimension
sensitive complexity, i.e. time and space complexity depend exponentially on the intrinsic
dimension k of the submanifold and linearly on the the ambient Euclidean dimension d.

The two standard questions in this field are the following:

• Manifold reconstruction. From a dense point sample P ⊂ Rd , from an unknown
smooth k-dimensional submanifoldM of Rd , we want to build a simplicial approxi-
mation M̂ ⊂ Rd ofM with theoretical guarantees.

• Sampling and meshing manifolds. For a given parameter ε and a k-dimensional
smooth submanifold, known through some standard oracles, we want to generate a
dense sample P ⊂M, according to the prescribed parameter ε, and built a simplicial
approximation M̂ ofM on top of the sample P with theoretical guarantees.

In this thesis we try to chip away at both these problems with the following results:

• For a dense point sample P of a smooth submanifoldM of Rd we give sufficient
conditions under which the tangential Delaunay complex, defined in [BF04, Flö03,
Fre02], build using the point sample P is homeomorphic and a close geometric
approximation ofM.

• We give an algorithm, whose complexity is intrinsic dimension sensitive, to recon-
struct smooth k-dimensional submanifolds of Rd from a dense point sample P using
tangential Delaunay complexes. We show, using the above result, that the output
is homeomorphic and a close geometric approximation ofM. To the best of our
knowledge, this is the first certified algorithm for manifold reconstruction whose
complexity is intrinsic dimension sensitive.

• We give an algorithm to sample and mesh a k-dimensional smooth submanifoldM
of Rd . According to the prescribed parameter ε, the algorithm generates a dense
sample of M and a mesh with theoretical guarantees. The algorithm uses only
simple numerical operations. We show that the size of the sample is O(ε−k) and the
asymptotic complexity of the algorithm is T (ε) =O(ε−k

2−k) (for fixedM, d and k).

• We provide a counterexample to the result announced by Liebon and
Letscher [LL00]. We show that density of the sample points on a manifold M



ii

alone cannot guarantee that the nerve of the intrinsic Voronoi diagram, i.e. the
intrinsic Delaunay triangulation, is homeomorphic to the manifoldM.

• We introduce a parameterized notion of δ-generic point set for Delaunay triangu-
lations. We show that Delaunay triangulation of a δ-generic point sample is (1)
combinatorially stable under small perturbation of the underlying metric and vertex
positions, and (2) simplices of Delaunay triangualtion are well shaped.

• Using the stability results of Delaunay triangulations of δ-generic point set, we show
that, for any sufficiently regular submanifold of Euclidean space, and appropriate ε
and δ, any sample set which meets a localized δ-generic ε-dense sampling criteria,
intrinsic Delaunay triangulation is equal to restricted Delaunay triangulation and
tangential Delaunay triangulation, and intrinsic Delaunay triangulation is homeo-
morphic to the submanifold. We also give a refinement algorithm for generating
intrinsic Delaunay triangulations of submanifolds.

Keywords. Delaunay complex, intrinsic Delaunay complex, manifold reconstruction,
meshing, slivers, stability of Delaunay triangualtion, Voronoi diagram, and weighted
points.
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Chapter 1

Introduction

In this thesis, we will investigate the following problems

• Manifold reconstruction

• Sampling and meshing manifolds

One of the main goals of the thesis was to come up with algorithms whose complexity is
intrinsic dimension sensitive, i.e. the complexity of the algorithm depends exponentially
on the intrinsic dimension k of the manifold rather than the ambient dimension d. The
state of affairs as of now is that the complexity of the above problems is exponentially in
d, and whether the complexity can be made only polynomial in d (while still exponential
in k) has been an open question.

Using the ideas from the papers [She05, BWY08], which can be summarized as building
locally and fitting globally, the notion of tangential Delaunay complex introduced in [BF04,
Flö03, Fre02], and the techniques of sliver removal by weighting the sample points and
sliver refinement developed in [CDE+00a, Li03a], we were able to give new algorithms
with intrinsic dimension sensitive complexities in:

• Manifold reconstruction (Chapter 3). We give an intrinsic dimension sensitive
(complexity) and provably correct algorithm to reconstructs smooth submanifolds
of Rd from a dense point sample.

• Triangulating manifold (Chapter 5). We give an algorithm to sample and mesh
smooth submanifoldsM of Rd according to the prescribed sampling parameter ε. If
the intrinsic dimension of the manifold is k, then we show that the size of the sample
is O(ε−k) and the asymptotic time complexity of the algorithm is T (ε) =O(ε−k

2−k)
(for fixedM, d and k). We also show that the output mesh is homeomorphic and a
close geometric approximation ofM.

To show that the output returned by our algorithms is homeomorphic toM we will use
the following result:

• Properties of Tangential Delaunay complex (Chapter 4). We give sufficient con-
ditions under which tangential Delaunay complex is homeomorphic and a close
geometric approximation of the underlying manifoldM. We also show that under
these conditions tangential Delaunay complex is isotopic toM.
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We also study the stability of Delaunay triangulations with the view towards better
understanding intrinsic Delaunay triangulations on manifolds:

• Obstruction to intrinsic Delaunay triangulation (Chapter 6). We give a coun-
terexample, to the announced result of Liebon and Letscher [LL00], showing that
density of the sample points on a manifold alone cannot guarantee that the nerve of
the intrinsic Voronoi diagram, i.e. the intrinsic Delaunay complex, is homeomorphic
to the manifold.

• Stability of Delaunay triangulations (Chapter 7). We introduce a parameterized
notion of δ-generic point set for Delaunay triangulations. We show that Delaunay
triangulation of a δ-generic point sample is (1) combinatorially stable under small
perturbation of the underlying metric and vertex positions, and (2) simplices of
Delaunay triangualtion are well shaped.

• Constructing intrinsic Deluanay triangulations (Chapter 8). We show that, for
any sufficiently regular submanifold of Euclidean space, and appropriate ε and δ,
any sample set which meets a localized δ-generic ε-dense sampling criteria, intrinsic
Delaunay triangulation is equal to restricted Delaunay triangulation and tangential
Delaunay triangulation, and intrinsic Delaunay triangulation is homeomorphic to
the submanifold. We also give an algorithm for generating δ-generic point sets.

1.1 Manifold reconstruction

Manifold reconstruction consists of computing a piecewise linear approximation of an
unknown manifoldM⊂ Rd from a finite sample of unorganized points P lying onM or
close toM. The special case of reconstruction of two-dimensional surfaces embedded in
R3 have been studied extensively in the fields of Computational Geometry, Computer
Graphics and Computer Vision. Refer to [CG06, Dey06] for recent results. The output of
those methods is a triangulated surface that approximatesM.

The general problem in higher dimensions is also of great practical interest in
data analysis and machine learning. Well-known global techniques have been devel-
oped for approximating linear manifolds, like principal component analysis (PCA)
or multi-dimensional scaling (MDS). When the manifold is nonlinear, more local
techniques have attracted more attention. Among the prominent algorithms are
Isomap [TdSL00], LLE [RS00], Laplacian eigenmaps [BN02], Hessian eigenmaps [DG03],
diffusion maps [LL06, NLCK05], principal manifolds [ZZ04]. Most of those methods
reduce to computing an eigendecomposition of some connection matrix. In all cases, the
output is a mapping of the original data points into Rk where k is the estimated intrinsic
dimension ofM. These methods come with no or very limited guarantees. To be able to
better approximate the sampled manifold, another approach is to extend the work on
surface reconstruction and to construct a piecewise linear approximation ofM from the
sample in such a way that, under appropriate sampling conditions, the quality of the
approximation can be guaranteed. All attempts to extend those geometric approaches
from surface reconstruction to more general manifolds have led to algorithms whose
complexities depend exponentially on d [BGO09, CL08, CDR05a, NSW08a].

In Chapter 3, we extend the geometric techniques developed in small dimensions
and propose an algorithm that can reconstruct smooth k-manifolds of arbitrary topology
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while avoiding the computation of data structures in the ambient space. The complexity
of the algorithm is linear in d, quadratic in the size n of the sample, and exponential in k.
Our work builds on [BGO09] and [CDR05a] but dramatically reduces the dependence
on d. To the best of our knowledge, this is the first certified algorithm, with theoretical
guarantees (proved using results from Chapter 4), for manifold reconstruction whose
complexity depends only linearly on the ambient dimension d.

We based our approach on two key ideas: the notion of tangential Delaunay complex
introduced in [BF04, Flö03, Fre02], and the technique of sliver removal by weighting the
sample points [CDE+00a]. The tangential complex is obtained by gluing stars, extracted
from local (Delaunay) triangulations, at each sample point. The tangential complex is a
subcomplex of the d-dimensional Delaunay triangulation of the sample points but the
stars can be computed using mostly operations in the k-dimensional tangent spaces at the
sample points. This is the key reason why the complexity of the algorithm depends expo-
nentially on k rather than d. However, due to the presence of so-called inconsistencies, the
local triangulations may not form a triangulated manifold. The idea of removing inconsis-
tencies among the stars that have been computed independently has already been used for
maintaining dynamic meshes [She05] and generating anisotropic meshes [BWY08]. Our
approach is close in spirit to the one in [BWY08]. We also show that, under appropriate
sample conditions, we can remove inconsistencies by weighting the sample points. We
can then prove that the approximation returned by our algorithm is ambient isotopic to
M, and a close geometric approximation ofM.

1.2 Triangulating manifold

In Chapter 5, we study the algorithmic problem of sampling and meshing a k-manifold
M of positive reach embedded in Rd . Manifolds of positive reach have been introduced
by Federer [Fed59, Fed69] and include in particular C2-manifolds. By mesh, we mean
simplicial approximation of M. We are especially interested in the case where the
dimension k of M is much smaller than d, and intend to design an algorithm whose
complexity depends on k rather than on d. Applications can be found in scientific
computing for solving partial differential equations where the domain of interest has
the structure of a manifold, in dynamical systems for computing the topology of space
attractors, and in statistics and machine learning to approximate statistical manifolds.

The problem of triangulating manifolds has a long history in the mathematical lit-
erature. In differential topology, seminal contributions are due to Whitney [Whi57a],
Cairns [Cai61], Munkres [Mun66], Whitehead [Whi40] to name a few. Although these
papers are not of an algorithmic nature, they introduce and study several interesting
concepts that have been extensively used in Computational Geometry recently such as
Voronoi diagrams restricted to a manifold, ε-sample of a manifold, fat (or thick) triangu-
lations. However, these papers do not discuss the geometric quality of the approximation
nor the size of the sample. The optimal sampling and approximation of convex bodies
is also a long standing problem in convex optimization with major contributions by
Gruber [Gru93, Gru04] and Dudley [Dud74]. Recently, Clarkson [Cla06] extended this
line of work to non-convex smooth manifolds of arbitrary dimensions. However, his
algorithm follows an intrinsic point of view which makes it difficult to use in practice
since it requires to compute geodesic distances on the manifold which may be quite
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complicated in practice [PC05]. Other, more practical algorithms for approximating
convex bodies, including the well-known sandwich algorithm, have been analyzed by
Kamenev [Kam08]. We are not aware of similar studies for non convex manifolds except
for the case of surfaces embedded in R3 which has been extensively studied in the Com-
putational Geometry literature. See [CG06] for a recent survey. As in the case for surface
reconstruction algorithms mentioned earlier, these methods start by computing some
subdivision of the embedding space (such as a grid or a triangulation of the sample points)
and their direct extension to higher dimensions would face an exponential dependence
on d. A step in this direction is the extension of the celebrated Marching Cube algorithm
to manifolds of higher dimensions [BWC02, Min03]. Continuation methods [Hen02] do
not use any subdivision of the ambient space and are close in spirit to our approach but
they lack theoretical guarantees.

We follow the extrinsic approach but show that we can avoid using any d-dimensional
data structure (except in the initialization step). The algorithm starts with a sufficiently
dense sample ofM and then refines the sample and builds a mesh that approximates
M so as to satisfy a prescribed sampling rate ε. The size of the initial sample does not
depend on ε but only onM.

In the same spirit as the manifold reconstruction algorithm in Chapter 3, we build
the mesh by glueing local stars, extracted from local (Delaunay) triangulations, at each
sample point. These stars can be computed using mostly operations in the tangent spaces
at the sample points. As discussed in the case of manifold reconstruction, these stars do
not glue coherently to output a piecewise linear manifold due to the presence of so called
inconsistencies. The crucial observation is that by refining the sample, we can ensure that
all the stars become coherent leading to a k-dimensional mesh M̂. For ε small enough, we
show that the size of the sample is O(ε−k) and that M̂ (output) is a good approximation
ofM. Our bound on the Hausdorff distance between M̂ andM matches the lower bound
of Clarkson [Cla06] (up to a multiplicative constant that depends onM).

To refine the mesh according to a sampling parameter ε, we need an oracle to query the
manifold and to compute new points onM. This is a critical issue with respect to practical
efficiency. In our algorithm, we only need to compute a point in the (0-dimensional)
intersection of M with a (d − k)-flat. The asymptotic complexity of the algorithm is
O(ε−k

2−k) for fixed k, d, and M. Hence, while our approach is extrinsic, the ambient
dimension appears only in the constant hidden in the big-O.

1.3 Stability of Delaunay structures and intrinsic Delaunay tri-
angulations

Delaunay triangulations, introduced by B. Delaunay in 1934, have been extensively
studied in Computational Geometry and have found applications in many domains of
science. Rather surprisingly though, the stability of those structures has not been studied
in a systematic way. Our motivation comes from the recent attemps to extend Delaunay
triangulations beyond Euclidean spaces. A first attempt in that direction is the generation
of anisotropic meshes where a metric tensor field is given that varies over a domain of Rd

we want to mesh. A related (and more general) question is to define intrinsic Delaunay
triangulations on a Riemannian manifold [LL00]. We might expect that, when the density
of points is dense enough, all these Delaunay-like structures are similar. In fact this is the
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type of result that can be found in [LS03] and in [LL00]. However, the result of Labelle
and Shewchuk [LS03] is limited to the 2-dimensional case and the paper of Leibon and
Letscher [LL00] contains a flaw. We give a counterexample to the claimed results if Leibon
and Letscher [LL00] in Chapter 6. These papers in fact miss an important fact that the
general (non-Euclidean) Delaunay triangulation are not well behaved when the points
are roughly cospherical, even if they are not exactly cospherical, when the dimension is
greater than two.

In Chapter 7, we introduce a parametrized notion of genericity for Delaunay trian-
gulations which, in particular, implies that the Delaunay simplices of δ-generic point
sets are well shaped. Using the above framework, in Chapter 8, we study the stability of
Delaunay triangulations under perturbations of the metric and of the vertex positions.
We prove that for a regular submanifold of Euclidean space, and appropriate ǫ and δ, any
sample set which meets a localized δ-generic ǫ-dense sampling criteria yields an intrinsic
Delaunay triangulation homeomorphic to the manifold. Finally in Chapter 8, we give a
provably correct algorithm to produce intrinsic Delaunay triangulations of submanifolds.





Chapter 2

Backgrounds and notations

This chapter gives the notations, basic definitions, and variants and generalization of the
standard results from [BG11, ELS+00, Li00, Li03a, LT01, Whi57a], which will be used in
the thesis.

2.1 General notations

In this thesis, unless stated otherwise, M denotes a compact smooth k-dimensional
submanifold of Rd without boundary, and P a finite set of points onM. The tangent space
at x ∈M is denoted by TxM and the normal space by NxM.

Within the context of the standard d-dimensional Euclidean space Rd , we denote the
the standard Euclidean norm by ‖·‖, i.e. for all x = (x1, . . . , xd ) and y = (y1, . . . , yd ) in Rd ,

‖x − y‖ =

√√√
d∑

i=1

(xi − yi )2 .

For a point p in Rd and r ≥ 0, B(p,r) (B(p,r)) denotes the d-dimensional open (topolog-
ical closure of B(p,r)) ball centered at p of radius r with respect to the standard Euclidean
norm, i.e B(p,r) = {x ∈ Rd | ‖p − x‖ < r} and B(p,r) = {x ∈ Rd | ‖p − x‖ ≤ r}.

Generally, we denote the topological closure of a set X by X, the interior by int(X),
and the boundary by ∂X. The convex hull is denoted conv(X), and the affine hull is aff(X).

For a given point p in the point set P, nn(p) denotes the distance of p to tis nearest
neighbor in P \ {p}, i.e.

nn(p) = min
x∈P,x,p

‖x − p‖.

If U and V are vector subspaces of Rd , with dim(U ) ≤ dim(V ), the angle between
them is defined by

∠(U,V ) = max
u∈U

min
v∈V

∠(u,v) = arccos inf
u∈U

sup
v∈V

uTv

‖u‖‖v‖ ,

where u and v are vectors in U and V respectively. This is the largest principal angle
between U and V . The angle between affine subspaces is defined as the angle between
the corresponding parallel vector subspaces.

The following lemma directly follows from the definition of the angle between affine
spaces.
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Lemma 2.1.1 Let U and V be affine spaces of Rd with dim(U ) ≤ dim(V ), and let U⊥ and
V⊥ are affine spaces of Rd with dim(U⊥) = d −dim(U ) and dim(V⊥) = d −dim(V ).

1. If U⊥ and V⊥ are the orthogonal complements of U and V in Rd , then ∠(U,V ) =
∠(V⊥,U⊥).

2. If dim(U ) = dim(V ) then ∠(U,V ) = ∠(V ,U ).

Proof Without loss of generality we assume that the affine spaces U, V , U⊥ and V⊥ are
vector subspaces of Rd , i.e. they all passes through the origin.

1. Suppose ∠(U,V ) = α. Let v∗ ∈ V⊥ be a unit vector. There are unit vectors u ∈ U ,
and u∗ ∈U⊥ such that v∗ = au + bu∗. We will show that ∠(v∗,u∗) ≤ α. First note that this
angle is complementary to ∠(v∗,u), i.e.,

∠(v∗,u∗) =
π

2
−∠(v∗,u). (2.1)

There is a unit vector v ∈ V such that ∠(u,v) = α0 ≤ α. Viewing angles between unit
vectors as distances on the unit sphere, we exploit the triangle inequality: ∠(v∗, v) ≤
∠(v∗,u) +∠(u,v), from whence

∠(v∗,u) ≥
π

2
−α0.

Using this expression in (2.1), we find

∠(v∗,u∗) ≤ α0 ≤ α,

which implies, since v∗ was chosen arbitrarily, that ∠(V⊥,U⊥) ≤ ∠(U,V ).
Since dimV⊥ ≤ dimU⊥, and the orthogonal complement is a symmetric relation on

subspaces, the same argument yields the reverse inequality.
2. Let ∠(U,V ) = α, and let P :U → V denotes the projection map of the vector space

U on V .
Case a. α , π/2. Since α , π/2 and dim(U ) = dim(V ), the projection map P is an

isomorphism between vector spaces U and V . Therefore, for any unit vector v ∈ V there
exist a vector u ∈U such that P(u) = v. From the definition of angle between affine space
and the linear map P, we have ∠(u,v) (= ∠(v,u)). This implies, ∠(V ,U ) ≤ ∠(U,V ) = α.
Using the same arguments we can show that ∠(U,V ) ≤ ∠(V ,U ) hence ∠(U,V ) = ∠(V ,U ).

Case b. α = π/2. We have ∠(V ,U ) = π/2, otherwise using the same arguments as in
Case 1 we can show that α = ∠(U,V ) ≤ ∠(V ,U ) < π/2. �

2.2 Sampling conditions

Medial axis and local feature size. The medial axis ofM is the closure of the set of
points of Rd that have more than one nearest neighbor onM. The local feature size of
x ∈M, lfs(x), is the distance of x to the medial axis ofM [AB99]. As is well known and
can be easily proved, lfs is Lipschitz continuous, i.e., lfs(x) ≤ lfs(y) + ‖x − y‖.

The infimum of lfs overM is called the reach ofM. In this thesis, we assume that the
reach ofM is (strictly) positive.
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Sampling definitions. A point sample P is said to be a (ε,δ)-lfs sample (where 0 < δ <
ε < 1) if

(C1) for any point x ∈M, there exists a point p ∈ P such that ||x − p|| ≤ ε lfs(x), and

(C2) for any two distinct points p,q ∈ P, ||p − q|| ≥ δ lfs(p).

The parameter ε is called the sampling rate, δ the sparsity, and ε/δ the sampling ratio of
the sample P. If P satisfy only condition (C1) or (C2) then P is called ε-lfs sample or δ-lfs
sparse sample of P respectively.

The following lemma, proved in [GW04a], states basic properties of manifold samples.
As before, we write nn(p) for the distance between p ∈ P and its nearest neighbor in P \ {p}.

Lemma 2.2.1 Given a (ε,δ)-lfs sample P ofM, we have

1. δ lfs(p) ≤ nn(p) ≤ 2ε
1−ε lfs(p).

2. For any two points p,q ∈ M such that ||p − q|| = t lfs(p), 0 < t < 1, sin∠(pq,Tp) ≤ t/2 .

3. Let p be a point in M. Let x be a point in Tp such that ||p − x|| ≤ t lfs(p) for some

0 < t ≤ 1/4. Let x′ be the point onM closest to x. Then ||x − x′ || ≤ 2t2 lfs(p) .

A point sample P is said to be a (ε,δ)-rch sample ofM, if P satisfies conditions (C1)
and (C2) are satisfied when we replace lfs by rch in those conditons. Similarly, we can
define ε-rch sample and δ-rch sparse sample ofM.

The Lemma 2.2.1 (2) and (3) holds exactly if we replace lfs(p) with rch(M).

Lemma 2.2.2 1. For any point q ∈ M such that ‖p − q‖ = ε rch(M) for some 0 < ε < 1,
sin∠(pq,TpM) ≤ ε/2 .

2. Let q be a point in TpM such that ‖p − q‖ = ε rch(M) for some 0 < ε ≤ 1/4. Let q′ be the
point onM closest to q. Then ‖q − q′‖ ≤ 2ε‖p − q‖ .

2.3 Simplices

A j-dimensional simplex (or j-simplex for short) σ is the convex hull of j + 1 affinely
independent points p0, . . . ,pj . We write σ = [p0, . . . ,pj ] and, for convenience, we may
confound a simplex and the set of its vertices. We write cσ for the circumcenter of σ (i.e.
the center of its minimum enclosing d-ball), aff(σ) for the j-dimensional affine hull of
σ , Nσ for the (d − j)-dimensional affine space normal to aff(σ) and passing through cσ
(which lies in aff(σ)).

For any j-simplex σ , we denote by Rσ the circumradius of σ (i.e. the radius of its
minimum enclosing d-ball), by Lσ (or ∆σ ) the length of its shortest (or longest) edge, by
ρσ = Rσ /Lσ the radius-edge ratio of σ , and by vol(σ) the j-dimensional volume of σ . For
a vertex p of σ , we write σp = σ \ {p} for the (j − 1)-dimensional face of σ opposite to p,
and Dσ (p) for the distance from p to the affine hull aff(σp) of σp. We will call Dp(σ) the
altitude of p in σ . In addition, we define the fatness of σ as

Θσ =

{
1 if j = 0

vol(σ)/∆
j
σ if j > 0

(2.2)
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Part (1) and (2) of the following lemma follows directly from the definition of fatness,
and part (3) is a generalization of Torus Lemma from [ELS+00].

Lemma 2.3.1 (Properties of simplices) Let σ = [p0, . . . , pj ] be a j-simplex and p be a vertex
of σ .

1. Θσ ≤ 1
j!

2. j!Θσ ≤ Dσ (p)
∆σ
≤ j 2j−1ρj−1σ × Θσ

Θσp

3. The distance of p from the (j − 1)-sphere ∂B(cσp ,Rσp )∩ aff(σp) is less than b(σ)Dσ (p),
where

b(ρσ ) = 1+
1

1−
√
1− 1

4ρ2σ

.

Proof 1. Without loss of generality we assume that σ = [p0, . . . , pj ] is embedded in Rj .
From the definition of fatness we have

∆
j
σΘσ = vol(σ) =

|det(p1 − p0 . . . pj − p0)|
j!

≤ ∆
j
σ

j!
.

2. Using the bound from Lemma 2.3.1 (1) and the definition of fatness, we get

Dσ (p) =
j vol(σ)
vol(σp)

≥ jΘσ ∆
j
σ

∆
j−1
σp /(j − 1)!

≥ j!Θσ ∆σ .

We deduce, using Rσ /ρσ = Lσ ≤ ∆σ ≤ 2Rσ ,

Dσ (p)
∆σ

=
j vol(σ)

∆σ vol(σp)
= j

Θσ ∆
j−1
σ

Θ
j−1
σp ∆

j−1
σp

≤ j
Θσ ∆

j−1
σ

Θσp L
j−1
σp

≤ j 2j−1ρ
j−1
σ × Θσ

Θσp

.

3. Let p∗ be the point closest to p on ∂B(cσp ,Rσp )∩aff(σp) and p′ be the point closest to p
on aff(σp). We denote byH the distance of cσ from aff(σp), Q = ‖p′−p∗‖, and by t the angle
between q cσp and q cσ , where q is a vertex of σp (see Figure 2.1). Then Dσ (p) = ‖p − p′‖
and Rσp = Rσ cos t, which implies that

cos t =
Rσp
Rσ
≥
Lσp
2Rσ

≥ Lσ
2Rσ

=
1

2ρσ
.

We also have H = Rσ sin t = Rσp tan t. Note that the points cσ , cσp , p, p
∗ and p′ lie on a

2-dimensional affine space. We have to consider the following cases:
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HRσ

Rσ −H

t

p

q p∗
p′ Q

cσ

cσp
Dσ(p)

Rσp

Figure 2.1: Refer to the proof of Lemma 2.3.1 (3), Case (a).

(a) p′ ∈ B(cσ ,Rσ ), and cσ and p lie on opposite sides of aff(cσp p
∗). We have

Dσ (p)
Q
≥ Rσ −H

Rσp
≥ Rσ −H

Rσ
≥ 1− sin t ,

see Figure 2.1. The distance from p to p∗ is less than

Dσ (p) +Q ≤
(
1+

1
1− sin t

)
Dσ (p) .

HRσ

Rσ −H

t

p

q p∗
p′

Q

cσ

cσp

Dσ(p)

Rσp

Figure 2.2: Refer to the proof of Lemma 2.3.1 (3), Case (b).

(b) p′ ∈ B(cσ ,Rσ ), and cσ and p lie on the same side of aff(cσp p
∗). We have

Dσ (p)
Q
≥ Rσ +H

Rσp
≥ Rσ
Rσp
≥ 1 ,

see Figure 2.2. The distance from p to p∗ is less than

Dσ (p) +Q ≤ 2Dσ (p).
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H
Rσ p

q
p∗

p′

Q

cσ

cσp

Dσ(p)

Rσp

p

p′′

Figure 2.3: Refer to the proof of Lemma 2.3.1 (3), Case (c).

(c) p′ < B(cσ ,Rσ ). From Figure 2.3 we can see that p should lie on the right hand side of
aff(p∗ p̄). From Intersecting Secants Theorem, we have

Q × (2Rσp +Q) = ‖p′ − p‖ × ‖p′ − p′′‖ (2.3)

Using Eq. (2.3) the facts that ‖p′ − p′′‖ ≤ 2H , and H = Rσp tan t, we have

Q ≤
Q(2Rσp +Q)

2Rσp
=
‖p′ − p‖‖p′ − p′′‖

2Rσp
≤Dσ (p) tan t

The distance from p to p∗ is less than

Dσ (p) +Q ≤ (1 + tan t)Dσ (p) .

The lemma follows by observing that

1 +
1

1− sin t ≥ 1+
sin t (1 + sin t)

cos2 t
= 1+

tan t (1 + sin t)
cos t

≥ 1+ tan t

and
sin2 t = 1− cos2 t ≤ 1− 1/4ρ2σ

�

The following lemma is due to Whitney [Whi57a]. The proof is included in Ap-
pendix A for completeness.

Lemma 2.3.2 (Whitney’s angle bound) Let σ = [p0, . . . , pj ] be a j-dimensional simplex and
let H be an affine flat such that σ is contained in the offset of H by η (i.e. any point of σ is at
distance at most η from H). If u is a unit vector in aff(σ), then there exists a unit vector uH in
H such that

sin∠(u,uH ) ≤
2η

(j − 1)!ΘσLσ
.
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We deduce from the above lemma the following important corollary that bounds the
angle between a simplex and the tangent space at a vertex of the simplex. See also Lemma
1 in [Fu93] and Lemma 16 in [CDR05a].

Corollary 2.3.3 (Tangent approximation) Let σ be a j-simplex, j ≤ k, with vertices onM,
and let p be vertex of σ . Assuming that ∆σ < lfs(p), we have

sin∠(aff(σ),TpM) ≤ ∆
2
σ

ΘσLσ lfs(p)
≤ 2ρσ∆σ

Θσ lfs(p)
.

Proof It suffices to take H = TpM and to use η = ∆
2
σ /2lfs(p) (from Lemma 2.2.1 (2)) and

Rσ /ρσ = Lσ ≤ ∆σ ≤ 2Rσ . Hence

sin∠(aff(σ),TpM) ≤ 2η
(j − 1)!ΘσLσ

≤ 2η
ΘσLσ

≤ ∆
2
σ

ΘσLσ lfs(p)
≤ 2ρσ∆σ

Θσ lfs(p)

�

The property of a simplex having a good (or bad) radius-edge ratio is defined in terms
of a parameter ρ0. The value of ρ0 will be fixed in the respective chapters.

Definition 2.3.4 (Good/bad radius-edge ratio) Given a positive parameter ρ0, a simplex
σ is said to have good (bad) radius-edge ratio if ρσ ≤ ρ0 (ρσ > ρ0).

A sliver is a special type of flat simplex. The property of being a sliver is defined in
terms of a parameter Θ0. The value to Θ0, to be fixed later.

The following definition is a variant of a definition given in [Li03a].

Definition 2.3.5 (Θ0-fat simplices and Θ0-slivers) Given a positive parameter Θ0, a sim-
plex σ is said to be aΘ0-fat if for all subsimplex σ ′ of σ , we haveΘσ ′ ≥Θ

k
0 where the dimension

of σ ′ is k.
A simplex σ of dimension 2 is a Θ0-sliver if all the proper subsimplices of σ is Θ0-fat, and

Θ(σ) <Θ
k
0 where k is the dimension of the simplex σ .

2.4 Weighted Delaunay triangulation

Weighted points. A weighted point is a pair consisting of a point p of Rd , called the
center of the weighted point, and a non-negative real number ω(p), called the weight of
the weighted point. It might be convenient to identify a weighted point (p,ω(p)) and the
hypersphere (we will simply say sphere in the sequel) centered at p of radius ω(p).

Two weighted points (or spheres) (p,ω(p)) and (q,ω(q)) are called orthogonal when
‖p − q‖2 = ω(p)2 +ω(q)2, further than orthogonal when ‖p − q‖2 > ω(p)2 +ω(q)2, and closer
than orthogonal when ‖p − q‖2 < ω(p)2 +ω(q)2.

Given a point set P = {p1, . . . ,pn} ⊆ Rd , a weight function on P is a function ω that
assigns to each point pi ∈ P a non-negative real weight ω(pi ): ω(P) = (ω(p1), ...,ω(pn)). We
write pωi = (pi ,ω(pi )) and Pω = {pω1 , . . . ,pωn }.

We define the relative amplitude of ω as

ω̃ = max
p∈P, q∈P\{p}

ω(p)
||p − q|| . (2.4)

Unless stated otherwise, we will assume the following hypothesis.
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Hypothesis 2.4.1 ω̃ ≤ ω0, for some constant ω0 ∈ [0,1/2)

Observe that, under this hypothesis, all the balls bounded by weighted spheres are
disjoint.

Given a subset σ of d + 1 weighted points whose centers are affinely independent,
there exists a unique sphere orthogonal to the weighted points of σ . The sphere is called
the orthosphere of σ and its center oσ and radius Φσ are called the orthocenter and the
orthoradius of σ . If the weights of the vertices of σ are 0 (or all equal), then the orthosphere
is simply the circumscribing sphere of σ whose center and radius are respectively called
circumcenter and circumradius. If σ is a j-simplex, j < d, the orthosphere of σ is the
smallest sphere that is orthogonal to the (weighted) vertices of σ . Its center oσ lies in
aff(σ).

A finite set of weighted points Pω is said to be in general position if there exists no
sphere orthogonal to d +2 weighted points of Pω.

Weighted Voronoi diagram and Delaunay triangulation. Let ω be a weight function
defined on P. We define the weighted Voronoi cell of p ∈ P as

Vorω(p) = {x ∈ Rd : ||p − x||2 −ω(p)2 ≤ ||q − x||2 −ω(q)2,∀q ∈ P}. (2.5)

The weighted Voronoi cells and their k-dimensional faces, 0 ≤ k ≤ d, form a cell complex
that decomposes Rd into convex polyhedral cells. This cell complex is called the weighted
Voronoi diagram or power diagram of P [Aur87].

Let σ be a subset of points of P and write Vorω(σ) =
⋂
x∈σ Vor

ω(x). We will assume
that the points of P are in general position. Then, Vorω(σ) = ∅ when |σ | > d +1, and the
collection of all simplices conv(σ) such that Vorω(σ) , ∅ constitutes a triangulation called
the weighted Delaunay triangulation Delω(P). The mapping that associates to the face
Vorω(σ) of Vorω (P) the face conv(σ) of Delω(P) is a duality, i.e. a bijection that reverses
the inclusion relation.

Alternatively, a d-simplex σ is in Delω(P) if the orthosphere oσ of σ is further than
orthogonal from all weighted points in Pω \σ .

Observe that the definition of weighted Voronoi diagrams makes sense if, for some
p ∈ P, ω(p)2 < 0, i.e. some of the weights are imaginary. In fact, since adding a same
positive quantity to all ω(p)2 does not change the diagram, handling imaginary weights
is as easy as handling real weights. In the sequel, we will only consider real positive
weights, except in Lemma 2.4.2.

The weighted Delaunay triangulation of a set of weighted points can be computed
efficiently in small dimensions and has found many applications, see e.g. [Aur87].We
use weighted Delaunay triangulations for two main reasons. The first one is that the
restriction of a d-dimensional weighted Voronoi diagram to an affine space of dimension
k is a k-dimensional weighted Voronoi diagram that can be computed without computing
the d-dimensional diagram (see Lemma 2.4.2). The other main reason is that some flat
simplices named slivers can be removed from a Delaunay triangulation by weighting the
vertices (see [BGO09, CDE+00a, CDR05a] and Section 3.3).

Lemma 2.4.2 Let H be a k-dimensional affine space of Rd . The restriction of the weighted
Voronoi diagram of P = {p0, . . . ,pm} to H is identical to the k-dimensional weighted Voronoi
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Vorω(pipj)

p′i

pi

x∗

pj

p′j

H

Figure 2.4: Refer to Lemma 2.4.2. The grey line denotes the k-dimensional plane H and
the black line denotes Vorω(pipj ).

diagram of P′ = {p′0, . . . , p′m} in H , where p′i denotes the orthogonal projection of pi onto H and
the squared weight of p′i is

ξ(p′i )
2 = ω(pi )

2 − ‖pi − p′i‖2 +λ2

where λ =maxpj∈P ‖pj − p
′
j‖ is used to have all weights non-negative. In other words,

Vorω(pi )∩H = Vorξ (p′i )

where

Vorξ (p′i ) = {x ∈H : ‖x − p′i‖2 − ξ(p′i )2 ≤ ‖x − p′j‖2 − ξ(p′j )2, ∀p′j ∈ P′ }.

Proof By Pythagoras theorem, we have ∀x ∈ H ∩ Vorω(pi), ‖x − pi‖2 −ω(pi)2 ≤ ‖x −
pj‖2 −ω(pj )2 ⇔ ‖x − p′i‖2 + ‖pi − p′i‖2 −ω(pi)2 ≤ ‖x − p′j‖2 + ‖pj − p′j‖2 −ω(pj )2, where p′i
denotes the orthogonal projection of pi ∈ P onto H . See Figure 2.4. Hence the restriction
of Vorω(P) to H is the weighted Voronoi diagram Vorξ (P′) of the points P′ with the weight
function: ξ : P′→ [0,∞), with

ξ(p′i )
2 = −‖pi − p′i‖2 +ω(pi )2 +λ2

where λ =maxpj∈P ‖pj − p
′
j‖. �

2.4.1 Properties of weighted Delaunay triangulation

Circumradius and orthoradius. The following lemma states some basic facts about
weighted Voronoi diagrams when the relative amplitude of the weighting function is
bounded. Similar results were proved in [CDE+00a].

The following lemma states some basic facts about weighted Voronoi diagrams when
the relative amplitude of the weighting function is bounded. Similar results were proved
in [CDE+00a].

Lemma 2.4.3 Assume that Hypothesis 2.4.1 is satisfied. If τ is a simplex of Delω(P) and p
and q are any two vertices of τ, then
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1. ∀z ∈ aff(Vorω(τ)), ‖q − z‖ ≤ ‖p−z‖√
1−4ω2

0

.

2. ∀z ∈ aff(Vorω(τ)),
√
‖z − p‖2 −ω2(p) ≥Φτ .

3. ∀ σ ⊆ τ, Φσ ≤Φτ .

p

q

z

x
τ

oτ oτx

aff(Vorω(τ ))

Figure 2.5: For the proof of Lemma 2.4.3.

Proof Refer to Figure 2.5.

1. If ‖z− q‖ ≤ ‖z−p‖, then the lemma is proved since 0 <
√
1− 4ω2

0 ≤ 1. Hence assume

that ‖z − q‖ > ‖z − p‖. Since z ∈ aff(Vorω(τ))

‖z − p‖2 = ‖z − q‖2 +ω(p)2 −ω(q)2

≥ ‖z − q‖2 −ω(q)2

≥ ‖z − q‖2 −ω2
0 ‖p − q‖2

≥ ‖z − q‖2 −ω2
0 (‖z − p‖+ ‖z − q‖)2

> ‖z − q‖2 − 4ω2
0 ‖z − q‖2 = (1− 4ω2

0)‖z − q‖2.

2. We know that oτ = aff(Vorω(τ))∩ aff(τ). Therefore, using Pythagoras theorem,

‖z − p‖2 −ω(p)2 = ‖p − oτ‖2 + ‖oτ − z‖2 −ω(p)2

= Φ
2
τ + ‖oτ − z‖2 ≥ Φ

2
τ .

3. The result directly follows from part 2 and the fact that aff(Vorω(τ)) ⊆ aff(Vorω(σ))
(since σ ⊆ τ). �
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Excentricity. Let σ be a simplex and p be a vertex of σ . We define the excentricity
Hσ (p,ω(p)) of σ with respect to p as the signed distance from oσ to aff(σp). Hence,
Hσ (p,ω(p)) is positive if oσ and p lie on the same side of aff(σp) and negative if they lie on
different sides of aff(σp). The following lemma bounds the excentricity of a simplex.

The following lemma is a generalization of Claim 13 from [CDE+00a]. It bounds the
excentricity of a simplex σ with respect to a vertex p ∈ σ as a function of the weight ω(p).

Lemma 2.4.4 Let σ be a simplex of Delω(P) and let p be any vertex of σ . We have

Hσ (p,ω(p)) =Hσ (p,0)−
ω(p)2

2Dσ (p)
.

L

aff(σp)
oσp

oσ
p′ p

p′′

δ

R ω(p)

Hσ(p,ω(p))

r

Figure 2.6: For the proof of Lemma 2.4.4.

Proof Refer to Figure 2.6. For convenience, we write R = Φσ for the orthoradius of
σ and r = Φσp for the orthoradius of σp. The orthocenter oσp of σp is the projection of
oσ onto aff(σp). When the weight ω(p) varies while the weights of other points remain
fixed, oσ moves on a (fixed) line L that passes through oσp . Now, let p′ and p′′ be the
projections of p onto L and aff(σp) respectively. Write δ = ‖p − p′‖ for the distance from
p to L. Since p and L (as well as all the objects of interest in this proof) belong to aff(σ),
‖p′ − oσp‖ = ‖p − p′′‖ =Dσ (p).

We have R2 +ω(p)2 = (Hσ (p,ω(p))−Dσ (p))2 + δ2. We also have R2 =Hσ (p,ω(p))2 + r2

and therefore Hσ (p,ω(p))2 = (Hσ (p,ω(p))−Dσ (p))2 + δ2 −ω(p)2 − r2. We deduce that

Hσ (p,ω(p)) =
Dσ (p)2 + δ2 − r2

2Dσ (p)
− ω(p)2

2Dσ (p)
.

The first term on the right side is Hσ (p,0) and the second is the displacement of oσ when
we change the squared weight of p to ω(p)2. �



20 2. BACKGROUNDS AND NOTATIONS

2.5 Definitions and results from topology

In this section, we will give the standard definitions and results from topology used in
this thesis. See, for example, [Bre94, Dug66, Mun00].

Definition 2.5.1 (Homeomorphism) A function f : X → Y between topological spaces is
called a homeomorphism if f −1 : Y → X (i.e., f is bijective) and both f and f −1 are continuous.

Definition 2.5.2 (Hausdorff space) A topological space X is a Hausdorff space if for any
two points x, y (, x) there are disjoint open spaces U and V with x ∈U and y ∈ V .

Definition 2.5.3 (Covering) A covering of a topological space X is a collection of sets whose
union is X. It is an open covering if the sets are open. A subcover is a subset of this collection
which still covers the space.

Definition 2.5.4 (Compact) A topological space X is said to be compact if every open cover-
ing of X has a finite subcover.

Theorem 2.5.5 If X is a Hausdorff space, then any compact subset of X is closed.

Theorem 2.5.6 If X is compact and f : X→ Y is continuous, then f (X) is compact.

Theorem 2.5.7 If X is compact, Y is a Hausdorff space and f : X→ Y is continuous, injective,
surjective, then f is a homeomorphism.

Definition 2.5.8 (Connected) A topological space is connected if it is not the disjoint union
of two nonempty open sets.

Proposition 2.5.9 If f : X→ Y is continuous and X is connected, then f (X) is connected.

Lemma 2.5.10 If {Yi} is a collection of connected sets in a topological space X and if no two of
the Yi are disjoint, then

⋃
Yi is connected.

Lemma 2.5.11 The relation “p and q belong to a connected subset of X" is an equivalence
relation.

Definition 2.5.12 (Components) The equivalence classes of the equivalence relation in
Lemma 2.5.11 are called the components of X.

Lemma 2.5.13 For a topological space X:

1. Components of space X are connected and closed.

2. Each connected subset is contained in a component of X.

3. Components are either equal or disjoint, and fill out X.

Definition 2.5.14 (Open map) A function f : X→ Y is an open map if for any open set U
in X, the image f (U ) is open in Y .
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Lemma 2.5.15 Let f : X→ Y is a continuous map which is also a open map. If f is a bijection
then, then f is a homeomorphism.

Theorem 2.5.16 (Invariance of domain generalized) If M and N are topological k-
manifold without boundary and f :M→N is a continuous function which is locally one-one,
i.e., for every point p ∈M there exists a open set Up ⊂M with p ∈Up and f restricted to Up is
injective, then f is an open map.

Definition 2.5.17 (Cr-diffeomorphism) Let U ⊆ Rm and V ⊆ Rn. A bijective Cr-function
f :U → V is called Cr-diffeomorphism if f −1 map is a Cr-function.

Definition 2.5.18 (Isotopy) Let X, Y be topological space. The map F : X × [0,1]→ Y is
called an isotopy of X if the family of maps

Ft : X→ Y, x 7→ F(x, t)

are homeomorphism between X and Ft(X).

We will now recall the definition of covering space. See, e.g. [Hat02, Mas67].

Definition 2.5.19 (Covering space) Let X be a topological space. A covering space of X
is a space X̃ together with a continuous surjective map f : X̃ → X satisfying the following
condition: There exist an open cover {Uα} of X such that for each α, f −1(Uα) is a disjoint union
of open sets in X̃, each of which is mapped homeomorphically unto Uα by p.

The following lemma follows directly from the above definition. See, e.g. [Hat02,
Mas67].

Lemma 2.5.20 Let f : X̃ → X be a covering map. If X is connected, then the cardinality of
f −1(x) is constant for all x ∈ X.

For a given simplicial complex K, let Kj denotes the the subcomplex containing
all i-dimensional simplices of K with i ≤ j . The following lemma is a special case 1

of a standard result from piecewise linear topology. See, e.g, Appendix II of [Whi57a,
Lemma 15a].

Lemma 2.5.21 Let K be a j-dimensional piecewise linear manifold with oriented j-
dimensional simplices ofK be oriented, and let the continuous map f :K→ Rj be a simplexwise
positive map for all the j-simplices in K. Then for any connected open subset R of Rj \ f (∂K),
any two points of R not in f (Kj−1) are covered the same number of times. If this number is 1,
then f , restricted to the open subset R′ = f −1(R) of K, is injective.

1The Lemma 15a from Appendix II of [Whi57a] holds for oriented pseudo-manifolds which are a general-
ization of oriented piecewise linear manifolds.





Part II

Tangential Delaunay complexes





Chapter 3

Manifold reconstruction

In this chapter we give a provably correct algorithm to reconstruct a k-dimensional
manifold embedded in d-dimensional Euclidean space. The input to our algorithm is a
point sample coming from an unknown manifold. Our approach is based on two main
ideas : the notion of tangential Delaunay complex defined in [BF04, Flö03, Fre02], and the
technique of sliver removal by weighting the sample points [CDE+00a]. Differently from
previous methods, we do not construct any subdivision of the d-dimensional ambient
space. As a result, the running time of our algorithm depends only linearly on the
extrinsic dimension d while it depends quadratically on the size of the input sample, and
exponentially on the intrinsic dimension k. To the best of our knowledge, this is the first
certified algorithm for manifold reconstruction whose complexity depends linearly on
the ambient dimension. Using the results from Chapter 3, we will show that for a dense
enough sample the output of our algorithm is ambient isotopic to the manifold and a
close geometric approximation of the manifold.

3.1 Introduction

Manifold reconstruction consists in computing a piecewise linear approximation of an
unknown manifoldM ⊂ Rd from a finite sample of unorganized points P lying onM
or close toM. When the manifold is a two-dimensional surface embedded in R3, the
problem is known as the surface reconstruction problem. Surface reconstruction is a
problem of major practical interest which has been extensively studied in the fields
of Computational Geometry, Computer Graphics and Computer Vision. In the last
decade, solid foundations have been established and the problem is now pretty well
understood. Refer to Dey’s book [Dey06], and the survey by Cazals and Giesen in [CG06]
for recent results. The output of those methods is a triangulated surface that approximates
M. This triangulated surface is usually extracted from a 3-dimensional subdivision of
the ambient space (typically a grid or a triangulation). Although rather inoffensive
in 3-dimensional space, such data structures depend exponentially on the dimension
of the ambient space, and all attempts to extend those geometric approaches to more
general manifolds have led to algorithms whose complexities depend exponentially on
d [BGO09, CL08, CDR05a, NSW08a].

The problem in higher dimensions is also of great practical interest in data analysis
and machine learning. In those fields, the general assumption is that, even if the data are
represented as points in a very high dimensional space Rd , they in fact live on a manifold
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of much smaller intrinsic dimension [SL00]. If the manifold is linear, well-known global
techniques like principal component analysis (PCA) or multi-dimensional scaling (MDS)
can be efficiently applied. When the manifold is highly nonlinear, several more local tech-
niques have attracted much attention in visual perception and many other areas of science.
Among the prominent algorithms are Isomap [TdSL00], LLE [RS00], Laplacian eigen-
maps [BN02], Hessian eigenmaps [DG03], diffusion maps [LL06, NLCK05], principal
manifolds [ZZ04]. Most of those methods reduce to computing an eigendecomposition of
some connection matrix. In all cases, the output is a mapping of the original data points
into Rk where k is the estimated intrinsic dimension ofM. Those methods come with no
or very limited guarantees. For example, Isomap provides a correct embedding only ifM
is isometric to a convex open set of Rk and LLE can only reconstruct topological balls. To
be able to better approximate the sampled manifold, another route is to extend the work
on surface reconstruction and to construct a piecewise linear approximation ofM from
the sample in such a way that, under appropriate sampling conditions, the quality of the
approximation can be guaranteed. First investigation on this problem can be found in the
work of Cheng, Dey and Ramos [CDR05a], followed by Boissonnat, Guibas and Oudot
[BGO09]. In both cases, however, the complexity of the algorithms is exponential in the
ambient dimension d, which highly reduces their practical relevance.

In this chapter, we extend the geometric techniques developed in small dimensions
and propose an algorithm that can reconstruct smooth manifolds of arbitrary topology
while avoiding the computation of data structures in the ambient space. We assume that
M is a smooth manifold of known dimension k and that we can compute the tangent
space toM at any sample point. Under those conditions, we propose a provably correct
algorithm that construct a simplicial complex of dimension k that approximatesM. The
complexity of the algorithm is linear in d, quadratic in the size n of the sample, and
exponential in k. Our work builds on [BGO09] and [CDR05a] but dramatically reduces
the dependence on d. To the best of our knowledge, this is the first certified algorithm
for manifold reconstruction whose complexity depends only linearly on the ambient
dimension. In the same spirit, Chazal and Oudot [CO08] have devised an algorithm of
intrinsic complexity to solve the easier problem of computing the homology of a manifold
from a sample.

Our approach is based on two main ideas : the notion of tangential Delaunay complex
introduced in [BF04, Flö03, Fre02], and the technique of sliver removal by weighting the
sample points [CDE+00a]. The tangential complex is obtained by gluing local (Delaunay)
triangulations around each sample point. The tangential complex is a subcomplex of
the d-dimensional Delaunay triangulation of the sample points but it can be computed
using mostly operations in the k-dimensional tangent spaces at the sample points. Hence
the dependence on k rather than d in the complexity. However, due to the presence of
so-called inconsistencies, the local triangulations may not form a triangulated manifold.
Although this problem has already been reported [Fre02], no solution was known except
for the case of curves (k = 1) [Flö03]. The idea of removing inconsistencies among
local triangulations that have been computed independently has already been used for
maintaining dynamic meshes [She05] and generating anisotropic meshes [BWY08]. Our
approach is close in spirit to the one in [BWY08]. We show that, under appropriate
sample conditions, we can remove inconsistencies by weighting the sample points. We
can then prove that the approximation returned by our algorithm is ambient isotopic to
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M, and a close geometric approximation ofM.
Our algorithm can be seen as a local version of the cocone algorithm of Cheng et al.

[CDR05a]. By local, we mean that we do not compute any d-dimensional data structure
like a grid or a triangulation of the ambient space. Still, the tangential complex is a
subcomplex of the weighted d-dimensional Delaunay triangulation of the (weighted) data
points and therefore implicitly relies on a global partition of the ambient space. This is a
key to our analysis and distinguishes our method from other local algorithms that have
been proposed in the surface reconstruction literature [CSD04, GKS00].

Organization of the chapter. In Section 3.2, we define the two main notions of this
chapter: the tangential complex and inconsistent configurations. The algorithmic part
is given in Section 3.3. The main structural results are given in Section 3.4. Under
some sampling condition, we bound the shape measure of the simplices of the tangential
complex in Section 3.4.1 and of inconsistent configurations in Section 3.4.2. A crucial fact
is that inconsistent configurations cannot be fat. We also bound the number of simplices
and inconsistent configurations that can be incident on a point in Section 3.4.3. In Sec-
tions 3.4.4 and 3.4.5, we prove the correctness of the algorithm and theoretical guarantees
on the output, and space and time complexity respectively. Finally, in Section 3.5, we
conclude with some possible extensions.

3.2 Tangential complex and inconsistent configurations

v

M

M

u

w

TuM

Figure 3.1:M is the red curve. The sample P is the set of small blue circles. The tangent
space at u is denoted by TuM. The Voronoi diagram of the sample is in grey. The edges of
the Delaunay triangulation Del(P) are the blue line segments between small circles. In
bold, star(u) = {uv, uw}.

Let u be a point of P. We denote by Delωu (P) the weighted Delaunay triangulation
of P restricted to the tangent space TuM. Equivalently, the simplices of Delωu (P) are
the simplices of Delω(P) whose Voronoi dual faces intersect TuM, i.e., σ ∈ Delωu (P) iff
Vorω(σ)∩ TuM , ∅. Observe that Delωu (P) is in general a k-dimensional triangulation.
Since this situation can always be ensured by applying some infinitesimal perturbation
on P, we will assume, in the rest of the chapter, that all Delωu (P) are k-dimensional
triangulations. Finally, write star(u) for the star of u in Delωu (P), i.e. the set of simplices
that are incident to u in Delωu (P) (see Figure 3.1).
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Figure 3.2: Stitching the starts star(u) to get tangential Delaunay complex DelωTM(P). The
above figure is taken from [She05].

We denote by tangential Delaunay complex or tangential complex for short, the simpli-
cial complex {σ : σ ∈ star(u),u ∈ P}, i.e.,

DelωTM(P) =
⋃

u∈P
star(u).

See Figure 3.2. We denote it by DelωTM(P). By our assumption above, DelωTM(P) is a
k-dimensional subcomplex of Delω(P).

By duality, computing star(u) is equivalent to computing the restriction to TuM of
the (weighted) Voronoi cell of u, which, by Lemma 2.4.2, reduces to computing a cell in a
k-dimensional weighted Voronoi diagram embedded in TuM. To compute such a cell, we
need to compute the intersection of |P| −1 halfspaces of TuM where |P| is the cardinality
of P. Each halfspace is bounded by the bisector consisting of the points of TuM that are at
equal weighted distance from uω and some other point in Pω. This can be done in optimal
time [Cha93, CS89]. It follows that the tangential complex can be computed without
constructing any data structure of dimension higher than k, the intrinsic dimension of
M.

σ1
σ2u

v

Figure 3.3: The stars of the points u and v are drawn in red and blue respectively. The
inconsistent simplex σ ∈ star(u) (σ < star(v)) is drawn in blue.

The tangential Delaunay complex is not in general a triangulated manifold and
therefore not a good approximation of M. This is due to the presence of so-called
inconsistencies. Consider a k-simplex σ of DelωTM(P) with two vertices u and v such that
σ is in star(u) but not in star(v) (refer to Figure 3.3). The k-dimensional simplex σ is
called an inconsistent simplex. We write Bu(σ) (and Bv(σ)) for the open ball centered on
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TuM

u
v

TvM

mu

mv

iφ

M

M

Vor(σ)

aff(Vor(σ))

w

Bu(σ)

Bv(σ)

σ

Figure 3.4: An inconsistent configuration in the unweighted case. Edge σ = [u, v] is
in Delu(P) but not in Delv(P) since Vor(uv) intersects TuM but not TvM. This happens
because the line segment [mu(σ)mv(σ)] penetrates (at iφ) the Voronoi cell of a point
w , u,v, therefore creating an inconsistent configuration φ = [u,v,w]. Also note that iφ is
the center of an empty sphere circumscribing simplex φ.

TuM (and TvM) that is orthogonal to the (weighted) vertices of σ , and denote by mu(σ)
(and mv(σ)), or mu (mv) for short, its center. According to our definition, σ is inconsistent
simplex iff Bu(σ) is further than orthogonal from all weighted points in Pω \σ while there
exists a weighted point in Pω \ σ that is closer than orthogonal from Bv(σ). We deduce
from the above discussion that the line segment [mumv] has to penetrate the interior of
Vorω(w), where wω is a weighted point in Pω \σ . Refer to Figure 3.4.

For a given constant Θ0, we now formally define a Θ0-inconsistent configuration as
follows.

Definition 3.2.1 (Inconsistent configuration) Let φ = [p0 , . . . , pk+1] be a (k +1)-simplex,
and let u, v, and w be three vertices of φ. We say that φ is a Θ0-inconsistent (or inconsistent
for short) configuration of DelωTM(P) witnessed by the triplet (u, v, w) if

• The k-dimensional simplex σ = φ \ {w} is an inconsistent simplex with σ is in star(u)
but not in star(v).

• Vorω(w) is one of the first weighted Voronoi cells of Vorω(P), other than the weighted
Voronoi cells of the vertices of σ , that is intersected by the line segment [mumv] oriented
frommu tomv . Heremu = TuM∩Vorω(σ) andmv = TvM∩aff(Vorω(σ)). Let iφ denote
the point where the oriented segment [mumv] first intersects Vorω(w).

• σ is a Θ0-fat simplex.
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TuM

TvM TrM

TqM

TsM

TpM

Figure 3.5: In Figure (a),M is the black curve, the sample P is the set of small circles, the
tangent space at a point x ∈ P is denoted by TxM and the Voronoi diagram of the sample
is in grey and DelTM(P) is the line segments between the sample points. In dashed lines,
are the inconsistent simplices in DelTM(P). In Figure (b), the grey triangles denote the
inconsistent configurations corresponding to the inconsistent simplices in Figure (a).

Note that iφ is the center of a sphere that is orthogonal to the weighted vertices of
σ and also to wω, and further than orthogonal from all the other weighted points of Pω.
Equivalently, iφ is the point on [mumv] that belongs to Vorω(φ).

An inconsistent configuration is therefore a (k +1)-simplex of Delω(P). However, an
inconsistent configuration does not belong to DelωTM(P) since DelωTM(P) has no (k + 1)-
simplex under our general position assumption. Moreover, the lower dimensional faces
of an inconsistent configuration do not necessarily belong to DelωTM(P).

Since the inconsistent configurations are k +1-dimensional simplices, we will use the
same notations for inconsistent configurations as for simplices, e.g. Rφ and cφ for the
circumradius and the circumcenter of φ, ρφ and Θφ for its radius-edge ratio and fatness
respectively.

We write Incω(P) for the subcomplex of Del(P) consisting of all the Θ0-inconsistent
configurations of DelωTM(P) and their subfaces. We also define the completed complex as
Cω(P) = DelωTM(P)∪ Incω(P). Refer to Figure 3.5.

An important observation, stated as Lemma 3.4.6 in Section 3.4.2, is that, if ε is
sufficiently small with respect to Θ0, then the fatness of φ is less than Θ0. Hence, if the
subfaces of φ are Θ0-fat simplices, φ will be a Θ0-sliver. This observation is at the core of
our reconstruction algorithm.
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3.3 Manifold reconstruction

The algorithm removes all Θ0-slivers from Cω(P) by weighting the points of P. By the
observation just above, all inconsistencies in the tangential complex will then also be
removed. All simplices being consistent, the resulting weighted tangential Delaunay
complex M̂ output by the algorithm will be a simplicial k-manifold that approximatesM
well, as will be shown in Theorem 3.4.13 from Section 3.4.4.

In this section, we describe the algorithm. Its analysis is deferred to Section 3.4.

3.3.1 Algorithm

LetM be a compact smooth submanifold of positive reach and without boundaries, and
let P be an (ε,δ)-lfs sample ofM. M, ε, δ are unknown and the input to the algorithm
consists only of the sample P and an upper bound η0 on the sampling ratio (ε/δ) of P.
As shown in [CWW08, GW04a], we can estimate the tangent space TpM at each sample
point p and also the dimension k of the manifold from P and η0. We assume now that k
and TpM, for any point p ∈ P, are known.

The algorithm fixes ω0, the bound on the relative amplitude of the weight assignment,
in the interval [0,1/2) (Hypothesis 2.4.1). The algorithm also fixes Θ0 to a constant
defined in Theorem 3.4.12, that depends on k, ω0 and η0.

We define the local neighborhood of p ∈ P as

LN (p) = {q ∈ P : |B(p,‖p − q‖)∩ P| ≤N }. (3.1)

where N is a constant that depends on k, ω0 and η0 to be defined in Section 3.4.3. We will
show in Lemma 3.4.9, that LN (p) includes all the points of P that can form an edge with
p in Cω(P). In fact, the algorithm can use instead of LN (p) any subset of P that contains
LN (p). This will only affect the complexity of the algorithm, not the output.

We will also need the defintion of nn(p) defined in Section 2.1.

Outline of the algorithm. Initially, all the sample points in P are assigned zero weights,
and the completed complex Cω(P) is built for this zero weight assignment. Then the
algorithm processes each point pi ∈ P = {p1, . . . , pn} in turn, and assigns a new weight to pi .
The new weight is chosen so that all the simplices of all dimensions in Cω(P) are Θ0-fat.
See Algorithm 1.

We now give the details of the functions used in the manifold reconstruction algorithm.
The function update_completed_complex(Q,ω) is described as Algorithm 2. It makes
use of two functions, build_star(p) and build_inconsistent_configurations(p,σ).

The function build_star(p) calculates the weighted Voronoi cell of p, which reduces to
computing the intersection of the halfspaces of TpM bounded by the (weighted) bisectors
between p and other points in LN (p).

The function build_inconsistent_configurations(u,σ) adds to Cω(P) all the incon-
sistent configurations of the form φ = σ ∪ {w} where σ is an inconsistent simplex of
star(u). More precisely, for each vertex v , u of σ such that σ < star(v), we calculate the
points w ∈ LN (p), such that (u,v,w) witnesses the inconsistent configuration φ = σ ∪ {w}.
Specifically, we compute the restriction of the Voronoi diagram of the points in LN (u) to
the line segment [mumv], where mu = TuM∩ aff(Vorω(σ)) and mv = TvM∩ aff(Vorω(σ)).
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Algorithm 1 Manifold_reconstruction(P = {p0, . . . , pn}, η0)
// Initialization
for i = 1 to n do
calculate the local neighborhood LN (pi )

for i = 1 to n do
ω(pi )← 0

// Build the full unweighted completed complex Cω(P)
Cω(P)← update_completed_complex(P,ω)
// Weight assignment to remove inconsistencies
for i = 1 to n do
ω(pi )←weight(pi ,ω)
update_completed_complex(LN (pi ),ω)

// Output
output : M̂←DelωTM(P)

Algorithm 2 Function update_completed_complex(Q,ω)

for each point q ∈Q do
build_star(q)

for each q ∈Q do
for each k-simplex σ in star(q) do
if σ is Θ0-fat and ∃v ∈ σ,σ < star(v) then

// σ is inconsistent
build_inconsistent_configurations(q,σ)

Algorithm 3 Function weight(p,ω)

S(p)← candidate_slivers(p,ω)
// J(p) is the set of squared weights of p such that Cω(P) contains
// no Θ0-sliver incident to p
J(p)← [0,ω2

0 nn(p)
2] \ ⋃σ∈S(p)W (σ)

ω(p)2← a squared weight from J(p)
return ω(p)
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According to the definition of an inconsistent configuration, w is one of the sites whose
(restricted) Voronoi cell is the first to be intersected by the line segment [mumv], oriented
from mu to mv . We add inconsistent configuration φ = σ ∪ {w} to the completed complex.

We now give the details of functionweight(p,ω) that computesω(p), keeping the other
weights fixed (see Algorithm 3). This function extends a similar subroutine introduced
in [CDE+00a] for removing slivers in R3. We need first to define candidate simplices. A
candidate simplex of p is defined as a simplex of Cω(P) that becomes incident to p when
the weight of p is varied from 0 to ω0nn(p), keeping the weights of all the points in P \ {p}
fixed. Note that a candidate simplex of p is incident to p for some weight ω(p) but does
not necessarily belong to star(p).

Let σ be a candidate simplex of p that is a Θ0-sliver. We associate to σ a forbidden
intervalW (σ) that consists of all squared weights ω(p)2 for which σ appears as a simplex
in Cω(P) (the weights of the other points remaining fixed).

The function candidate_slivers(p,ω) varies the weight of p and computes all the
candidate slivers of p and their corresponding weight intervalsW (σ). More precisely, this
function follows the following steps.

1. We first detect all candidate j-simplices for all 2 ≤ j ≤ k + 1. This is done in
the following way. We vary the weight of p from 0 to ω0nn(p), keeping the weights of
the other points fixed. For each new weight assignment to p, we modify the stars and
inconsistent configurations of the points in LN (p) and detect the new j-simplices incident
to p that have not been detected so far. The weight of point p changes only in a finite
number of instances 0 = P0 < P1 < · · · < Pn−1 < Pn = ω0nn(p).

2. We determine the next weight assignment of p in the following way. For each new
simplex σ currently incident to p, we keep it in a priority queue ordered by the weight of
p at which σ will disappear for the first time. Hence the minimum weight in the priority
queue gives the next weight assignment for p. Since the number of points in LN (p) is
bounded, the number of simplices incident to p is also bounded, as well as the number of
times we have to change the weight of p.

3. For each candidate sliver σ of p which is detected, we computeW (σ) on the fly.

3.4 Analysis of the algorithm

The analysis of the algorithm relies on structural results that will be proved in Sec-
tions 3.4.1, 3.4.2 and 3.4.3. We will then prove that the algorithm is correct and analyze
its complexity in Sections 3.4.4 and 3.4.5.

In Section 5.4 (Theorem 3.4.13), we will also show that the output M̂ of the recon-
struction algorithm is a good approximation ofM.

For this section, the following hypothesis is assumed to be satisfied as well as Hypoth-
esis 2.4.1.

Hypothesis 3.4.1 P is an (ε,δ)-lfs sample ofM of sampling ratio ε/δ ≤ η0 for some positive
constant η0.

The bounds to be given in the lemmas of this section will depend on the dimension k
ofM, the bound η0 on the sampling ratio, and on a positive scalar Θ0 that bounds the
fatness and will be used to define slivers, fat simplices and inconsistent configurations.
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Figure 3.6: Refer to Lemma 3.4.2. x′ is a point on the line segment such that ||p − x′ || =
C1ε lfs(p), L = C1ε lfs(p), ∠pax′ = π/2 and ∠ptx ≥ ∠ptx′ > π/2.

3.4.1 Properties of the tangential Delaunay complex

The following two lemmas are slight variants of results of [CDR05a]. The first lemma
states that the restriction of a (weighted) Voronoi cell to a tangent space is small.

Lemma 3.4.2 Assume that Hypotheses 2.4.1 and 3.4.1 are satisfied. There exists a positive
constant C1 such that for all x ∈ TpM∩Vorω(p), ||x − p|| ≤ C1εlfs(p).

Proof Assume for a contradiction that there exists a point x ∈ Vorω(p)∩TpM s.t. ||x−p|| >
C1εlfs(p) with

C1(1−C1ε) > 2+C1ε(1 +C1ε) (3.2)

Let q be a point on the line segment [px] such that ||p − q|| = C1εlfs(p)/2. Let q′ be the
point closest to q onM. From Lemma 2.2.1, we have ||q − q′ || ≤ C2

1ε
2lfs(p)/2. Hence,

||p − q′ || ≤ ||p − q||+ ||q − q′ || < C1

2
ε(1 +C1ε) lfs(p)

Since P is an ε-sample, there exists a point t ∈ P s.t. ||q′ − t|| ≤ εlfs(q′). Using the fact
that lfs is 1-Lipschitz and Eq. (3.2),

lfs(q′) ≤ lfs(p) + ||p − q′ ||

<
(
1+

C1

2
ε(1 +C1ε)

)
lfs(p) <

C1

2
(1−C1ε) lfs(p),

which yields ||q′ − t|| < C1
2 ε(1−C1ε) lfs(p). We thus have

||q − t|| ≤ ||q − q′ ||+ ||q′ − t|| < C1

2
εlfs(p).

It follows (see Figure 3.6), that ∠ptx > π/2, which implies that ||x−p||2 − ||x− t||2 − ||p −
t||2 > 0.



3.4. ANALYSIS OF THE ALGORITHM 35

Hence,

||x − p||2 − ||x − t||2 −ω2(p) +ω2(t) ≥ ||p − t||2 −ω2(p)

≥ ||p − t||2 −ω2
0 ||p − t||2

> 0 (since ω0 <
1
2 )

This implies x < Vorω(p), which contradicts our initial assumption. We conclude that

Vorω(p)∩TpM⊆ B(p,C1εlfs(p)) if Eq. (3.2) is satisfied, which is true for C1
def
= 3+

√
2 ≈ 4.41

and ε ≤ ε0 < 0.09. �

The following lemma states that, under Hypotheses 2.4.1 and 3.4.1, the simplices of
Delωp (P) are small, have a good radius-edge ratio and a small excentricity.

Lemma 3.4.3 Assume that Hypotheses 2.4.1 and 3.4.1 are satisfied. There exists positive
constants C2, C3 and C4 that depend on ω0 and η0 such that, if ε < 1

2C2
, the following holds.

1. If pq is an edge of DelωTM(P), then ||p − q|| < C2εlfs(p).

2. If σ is a simplex of DelωTM(P), then Φσ ≤ C3Lσ and Γσ = ∆σ /Lσ ≤ C3.

3. If σ is a simplex of DelωTM(P) and p a vertex of σ , the excentricity |Hσ (p,ω(p))| is at most
C4ε lfs(p).

Proof 1a. Consider first the case where pq is an edge of Delωp (P). Then TpM∩Vorω(pq) ,
∅. Let x ∈ TpM ∩ Vorω(pq). From Lemma 3.4.2, we have ||p − x|| ≤ C1εlfs(p). By
Lemma 2.4.3,

||q − x|| ≤ ‖p − x‖
√
1− 4ω2

0

≤ C1εlfs(p)√
1− 4ω2

0

.

Hence, ‖p − q‖ ≤ C ′1εlfs(p) where C ′1
def
= C1(1 + 1/

√
1− 4ω2

0).

1b. From the definition of DelωTM(P), there exists a vertex r of τ such that pq ∈ star(r).
From 1a, ‖r − p‖ and ‖r − q‖ are at most C ′1εlfs(r). Using the fact that lfs is 1-Lipschitz,

lfs(p) ≥ lfs(r)−‖p−r‖ ≥ (1−C ′1ε)lfs(r) (from part 1a), which yields lfs(r) ≤ lfs(p)
1−C ′1ε

. It follows
that

‖p − q‖ ≤ ‖p − r‖+ ‖r − q‖ ≤
2C ′1εlfs(p)
1−C ′1ε

.

The first part of the lemma is proved by taking C2
def
= 5C ′1

2 and using 2C2 ε < 1.
2. Without loss of generality, let σ1 ∈ star(p) be a simplex incident to p and σ ⊆ σ1.

Let z ∈ Vorω(σ1)∩TpM, and rz =
√
||z − p||2 −ω2(p). The ball centered at z with radius rz

is orthogonal to the weighted vertices of σ1. From Lemmas 2.4.3 (2) and (3), we have
rz ≥Φσ1 and Φσ ≤Φσ1 . Hence it suffices to prove that there exists a constant C3 such that
rz ≤ C3Lσ . Since z ∈ Vorω(σ)∩TpM, we deduce from Lemma 3.4.2 that ||z−p|| ≤ C1εlfs(p).
Therefore

rz =
√
||z − p||2 −ω2(p) ≤ ||z − p|| ≤ C1εlfs(p).
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For any vertex q of σ , we have ‖p − q‖ ≤ C2εlfs(p) (By part 1). Using 2C2ε < 1 and the fact
that lfs is 1-Lipschitz, lfs(p) ≤ 2lfs(q). Therefore, taking for q a vertex of the shortest edge
of σ , we have, using Lemma 2.2.1 and Hypothesis 1,

rz ≤ C1ε lfs(p) ≤ C1

(
ε

δ
× δ

)
× 2lfs(q) ≤ 2C1η0Lσ .

From part 1 of the lemma we have ∆σ1 ≤ 2C2εlfs(p). Therefore

Γσ =
∆σ

Lσ
≤

∆σ1

Lσ
≤ 2C2εlfs(p)

δlfs(q)
≤ 4C2η0

def
= C3.

The last inequality follows from the fact that lfs(p) ≤ 2lfs(q) and ε/δ ≤ η0.
3. From the definition of Hσ (p,ω(p)), we have for all vertices q ∈ σp

|Hσ (p,ω(p))| = dist(oσ ,aff(σp)) = ‖oσ − oσp‖ ≤ ‖oσ − q‖

Using the facts that Φσ ≤ C3Lσ (from part 2), Lσ ≤ ‖p − q‖, ω(q) ≤ ω0‖p − q‖, and ‖p − q‖ ≤
C2εlfs(p) (from part 1), we have

‖oσ − q‖ =
√
Φ

2
σ +ω(q)2

≤
√
C2
3L

2
σ +ω2

0‖p − q‖2

≤ ‖p − q‖
√
C2
3 +ω

2
0

≤ C2

√
C2
3 +ω

2
0 × ε lfs(p)

def
= C4ε lfs(p)

�

3.4.2 Properties of inconsistent configurations

We now give lemmas on inconsistent configurations which are central to the proof of
correctness of the reconstruction algorithm given later in the chapter. The first lemma
is the analog of Lemma 3.4.3 applied to inconsistent configurations. Differently from
Lemma 3.4.3, we need to use Corollary 2.3.3 to control the orientation of the facets of
DelωTM(P) and require the following additional hypothesis relating the sampling rate ε
and the fatness bound Θ0.

Hypothesis 3.4.4 2Aε < 1 where A
def
= 2C2C3/Θ

k
0, and C2, C3 are the constants defined in

Lemma 3.4.3.

Lemma 3.4.5 Assume that Hypotheses 2.4.1, 3.4.1 and 3.4.4 are satisfied. Let φ ∈ Incω(P) be
an inconsistent configuration witnessed by (u,v,w). There exist positive constants C ′2 > C2,
C ′3 > C3 and C

′
4 > C4 that depend on ω0 and η0 s.t., if ε < 1/C ′2, then

1. ‖p − iφ‖ ≤
C ′2
2 εlfs(p) for all vertices p of φ.
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2. If pq is an edge of φ then ‖p − q‖ ≤ C ′2ε lfs(p).

3. If σ ⊆ φ, then Φσ ≤ C ′3Lσ and Γσ = ∆σ /Lσ ≤ C ′3.

4. If σ ⊆ φ and p is any vertex of σ , |Hσ (p,ω(p))| of σ is at most C ′4ε lfs(p).

Proof From the definition of inconsistent configurations, the k-dimensional simplex
τ = φ \ {w} belongs to Delωu (P). We first bound dist(iφ ,aff(τ)) = ‖oτ − iφ‖ where oτ is the
orthocenter of τ. Let mu (∈ Vorω(τ)∩ TuM) denote, as in Definition 3.2.1, the point of
TuM that is the center of the ball orthogonal to the weighted vertices of τ. By definition,
mu is further than orthogonal to all other weighted points of P\τ. Observe that ||u −oτ || ≤
||u −mu ||, since oτ belongs to aff(τ) and therefore is the closest point to u in aff(Vorω(τ)).
Moreover, by Lemma 3.4.2, ‖u −mu‖ ≤ C1εlfs(u). Then, by Lemma 2.4.3, we have for all
vertices p ∈ τ

‖p − oτ‖ ≤
‖u − oτ‖√
1− 4ω2

0

≤ ‖u −mu‖√
1− 4ω2

0

≤ C1ε lfs(u)√
1− 4ω2

0

. (3.3)

Let C ′2
def
= C2/

√
1− 4ω2

0 > C2. We now use the facts that the k-dimensional simplex

τ is a Θ0-fat simplex (by definition of an inconsistent configuration), ∆τ ≤ 2C2ε lfs(p)
(Lemma 3.4.3 (1) and the Triangle Inequality), and Γτ ≤ C3(Lemma 3.4.3 (2)). Then
Corollary 2.3.3 yields

sin∠(aff(τ),TpM) ≤ Γτ∆τ

Θ
k
0 lfs(p)

≤ 2C2C3ε

Θ
k
0

= Aε (3.4)

for all vertices p of τ. Which implies, together with 2Aε < 1 (Hypothesis 3.4.4),

tan2∠(aff(τ),TuM) ≤ A2ε2

1−A2ε2
< 4A2ε2, (3.5)

Observing again that ||u −mu || ≤ C1εlfs(u) (from Lemma 3.4.2) and Eq. 3.4, we deduce

‖mu − oτ‖ ≤ ‖mu −u‖sin∠(aff(τ),TuM) ≤ AC1ε
2lfs(u). (3.6)

We also have, ||v − oτ || ≤ ||v −mu || as oτ is the closest point to v in aff(Vorω(τ)). Hence
we have, using Eq. (3.3) and (3.5),

‖mv − oτ‖ ≤ ‖v − oτ‖ tan∠(aff(τ),TvM) <
2AC1 ε

2
√
1− 4ω2

0

lfs(u) (3.7)

Let iφ denote, as in Definition 3.2.1, the first point of the line segment [mumv] that is in
Vorω(φ). We get from Eq. (3.6) and (3.7) that

‖oτ − iφ‖ ≤
2AC1 ε

2
√
1− 4ω2

0

lfs(u).
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1. Using Lemma 3.4.2, and the facts that 2Aε < 1 and ‖u − oτ‖ ≤ ‖u −mu‖, we get

‖u − iφ‖ ≤ ‖u − oτ‖+ ‖oτ − iφ‖
≤ ‖u −mu‖+ ‖oτ − iφ‖

≤



C1ε +

2AC1ε
2

√
1− 4ω2

0



lfs(u)

≤



C1ε +

C1ε√
1− 4ω2

0



lfs(u)

≤ C2

4
εlfs(u) (3.8)

where C2 is the constant introduced in Lemma 3.4.3. Eq. (3.8), together with Lemma 2.4.3

and C ′2 = C2/
√
1− 4ω2

0, yields

‖p − iφ‖ ≤
‖u − iφ‖√
1− 4ω2

0

≤
C ′2
4
εlfs(u) (3.9)

for all vertices p of φ. We deduce ‖p −u‖ ≤ ‖p − iφ‖+ ‖u − iφ‖ ≤
C ′2
2 εlfs(u).

We now express lfs(u) in terms of lfs(p) using the fact that lfs is 1-Lipschitz and using
C ′2ε < 1:

|lfs(p)− lfs(u)| ≤ ‖p −u‖ ≤
C ′2
2
εlfs(u) ≤ 1

2
lfs(u). (3.10)

We deduce that lfs(u) ≤ 2lfs(p) and ‖p − iφ‖ ≤
C ′2
2 εlfs(p)

2. Using Eq. (3.9) and (3.10), from part 1 of this lemma, we have

‖p − q‖ ≤ ‖p − iφ‖+ ‖q − iφ‖ ≤
C ′2
2
εlfs(u) ≤ C ′2 εlfs(p).

3. If σ belongs to DelωTM(P), the result has been proved in Lemma 3.4.3 (3) with

C ′3 = C3. Let rφ =
√
‖iφ −u‖2 −ω(u)2. Since iφ ∈ Vorω(σ), the sphere centered at iφ with

radius rφ is orthogonal to the weighted vertices of σ . From Lemmas 2.4.3 (2) and (3),
we have rφ ≥ Φφ and Φφ ≥ Φσ respectively. Hence it suffices to show that there exists a
constant C ′3 such that rφ ≤ C ′3Lσ . Using Eq. (3.8), we get

rφ =
√
‖iφ −u‖ −ω(u)2 ≤ ‖iφ −u‖ ≤

C2

4
εlfs(u).

Let q be a vertex of a shortest edge of σ . We have, from part 2 of this lemma, ‖u −
q‖ ≤ C ′2 εlfs(q) < lfs(q). From which we deduce that lfs(u) ≤ 2lfs(q). Therefore, using
Hypothesis 3.4.1,

Φσ ≤ rφ ≤
C2

2
εlfs(q) =

C2

2

(
ε

δ
× δ

)
× lfs(q) ≤ C2

2
η0Lσ .
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From part 2 of the lemma we have ∆φ ≤ 2C ′2 εlfs(q), and using the facts that Lσ ≥ δlfs(q)
and ε/δ ≤ η0, this implies

Γσ =
∆σ

Lσ
≤

∆φ

Lσ
≤ 2C ′2η0 ≤ C ′3

def
= max{4C2η0, 2C

′
2η0}

4. Using the same arguments as in the proof of Lemma 3.4.3 (3) we have for all vertices
q of σp

|Hσ (p,ω(p))| ≤ ‖oσ − p‖
Using the facts that Φσ ≤ C ′3Lσ (from part 3), Lσ ≤ ‖p − q‖, ω(q) ≤ ω0‖p − q‖, and ‖p − q‖ ≤
2C ′2εlfs(p) (from part 2), we have

‖oσ − q‖ =
√
Φ

2
σ +ω(q)2

≤
√
C ′3

2L2σ +ω2
0‖p − q‖2

≤ ‖p − q‖
√
C ′3

2 +ω2
0

≤ C ′2

√
C ′3

2 +ω2
0 × ε lfs(p)

def
= C ′4ε lfs(p)

�

The next crucial lemma bounds the fatness of inconsistent configurations.

Lemma 3.4.6 Assume Hypotheses 2.4.1, 3.4.1 and 3.4.4, and ε < 1/2C ′2. The fatness Θφ of
an inconsistent configuration φ is at most

C ′2 ε

(k +1)!


1+

2C3

Θ
k
0




Proof Let φ be witnessed by (u,v,w). From the definition of inconsistent configurations,
the k-dimensional simplex σ = φ \ {w} belongs to star(u) and σ is a Θ0-fat simplex.
Using Lemma 3.4.5 (2), we have ∆φ ≤ 2C ′2ε lfs(u). As in the proof of Lemma 3.4.5, we

have sin∠(TuM,aff(σ)) ≤ Γσ∆σ

Θσ lfs(u)
(refer to Eq. (3.4)) by Corollary 2.3.3 and the fact that

∆φ < lfs(u). Also, using the fact that ‖u −w‖ < C ′2ε lfs(u) < lfs(u) (from Lemma 3.4.3 (2)

and ε < 1/2C ′2) and Lemma 2.2.1 (2), sin∠(uw,TuM) ≤ ‖u−w‖2lfs(u) ≤
∆φ

2lfs(u) . We can bound the
altitude Dφ(w) of w in φ

Dφ(w) = dist(w,aff(σ))

= sin∠(uw,aff(σ))× ‖u −w‖
≤ (sin∠(uw,TuM) + sin∠(aff(σ),TuM))×∆φ

≤
(

∆φ

2lfs(u)
+

Γσ∆σ

Θσ lfs(u)

)
∆φ

≤
∆
2
φ

2lfs(u)

(
1+

2Γσ
Θσ

)
. (3.11)
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From the definition of fatness of a simplex and Lemma 2.3.1 (1), we get

vol(σ) = Θσ ∆
k
σ ≤

∆
k
σ

k!
. (3.12)

We deduce

Θφ =
vol(φ)

∆
k+1
φ

=
Dφ(w)vol(σ)

(k +1)
× 1

∆
k+1
φ

≤
∆
2
φ

2lfs(u)

(
1+

2Γσ
Θσ

)
× ∆

k
σ

(k +1)!∆k+1φ

using Eq. (3.11) and (3.12)

≤
C ′2 ε

(k +1)!


1+

2C3

Θ
k
0


 .

The last inequality comes from the facts that σ is Θ0-fat, ∆φ ≤ 2C ′2ε lfs(u) (from
Lemma 3.4.5 (2)) and Γτ ≤ C3 (from Lemma 3.4.3 (3)). �

A consequence of the lemma is that, if the subfaces of φ are Θ0-fat simplices and if
the following hypothesis

Hypothesis 3.4.7 C ′2 ε
(k+1)!

(
1+ 2C3

Θ
k
0

)
<Θ

k+1
0

is satisfied, then φ is a Θ0-sliver. Hence, techniques to remove slivers can be used to
remove inconsistent configurations.

In the above lemmas, we assumed that ε is small enough. Specifically in addition to
Hypotheses 2.4.1, 3.4.1 and 3.4.4, we assumed that 2C2ε < 1 in Lemma 3.4.3, C ′2ε < 1
in Lemma 3.4.5 and 2C ′2ε < 1 in Lemma 3.4.6. We will make another hypothesis that
subsumes these two previous conditions.

Hypothesis 3.4.8 C ′2(1 +C
′
2η0)ε < 1/2.

Observe that this hypothesis implies C ′2(1 +C
′
2)ε < 1/2 since η0 > 1.

3.4.3 Number of local neighbors

We will use the result from this section for the analysis of the algorithm, and also for
calculating its time and space complexity.

Let N
def
= (4C ′2η0 +6)k , where the constant C ′2 is defined in Lemma 3.4.5.

Lemma 3.4.9 Assume Hypotheses 2.4.1, 3.4.1, 3.4.4 and 3.4.8. The set

LN (p) = {q ∈ P : |B(p,‖p − q‖)∩ P| ≤N } ,

where N = 2O(k) and the constant in big-O depends on ω0 and η0, includes all the points of P
that can form an edge with p in Cω(P).
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Proof Lemmas 3.4.3 and 3.4.5 show that, in order to construct star(p) and search
for inconsistencies involving p, it is enough to consider the points of P that lie in ball
Bp = B(p,C

′
2εlfs(p)). Therefore it is enough to count the number of points in Bp ∩ P.

Let x and y be two points of Bp ∩ P. Since lfs() is a 1-Lipschitz function, we have

lfs(p) (1−C ′2ε) ≤ lfs(x), lfs(y) ≤ lfs(p) (1 +C ′2ε). (3.13)

By definition of an (ε,δ)-lfs sample ofM, the two balls Bx = B(x,rx) and By = B(y, ry),
where rx = δ lfs(x)/2 and ry = δ lfs(y)/2, are disjoint. Moreover, both balls are contained in
the ball B+p = B(p,r

+), where r+ = C ′2ε lfs(p) + (1 +C ′2ε)δ lfs(p).

Let Bx = Bx ∩ TpM, By = By ∩ TpM and B
+
p = B+p ∩ TpM. From Lemma 2.2.1 (2), the

distance from x to TpM is

dist(x,TpM) = ‖p − x‖ × sin(px,TpM) ≤ C ′22 ε2 lfs(p)/2. (3.14)

Using Eq.s (3.13), (3.14) and the fact that ε/δ ≤ η0, we see that Bx is a k-dimensional ball
of squared radius

δ2 lfs2(x)/4−dist(x,TpM)2 ≥ δ2lfs2(p)(1−C ′2ε)2/4−C
′4
2 ε

4 lfs(p)/4

≥ δ2lfs2(p)/4×
(
(1−C ′2 ε)2 −C

′4
2 η

2
0 ε

2
) def
= (r−)2.

We can now use a packing argument. Since the balls Bx, x in Bp ∩ P, are disjoint and
all contained in B+p , the number of points of Bp ∩ P is at most

(
r+

r−

)k
=




(C ′2ε + (1+C ′2ε)δ)
2

δ2/4×
(
(1−C ′2 ε)2 −C

′4
2 η

2
0 ε

2
)




k/2

≤



4
(
C ′2η0 + (1+C ′2ε)

)2

(1−C ′2 ε)2 −C
′4
2 η

2
0 ε

2




k/2

=




4
(
C ′2η0 + (1+C ′2ε)

)2

(1−C ′2ε −C ′2
2η0ε)(1−C ′2ε +C ′2

2η0ε)




k/2

≤ (4C ′2η0 +6)k
def
= N (using Hypothesis 3.4.8)

And the result follows. �

3.4.4 Correctness of the algorithm, and theoretical guarantees

Definition 3.4.10 (Sliverity range) Let ω be a weight assignment satisfying Hypothe-
sis 2.4.1. The weight of all the points in P \ {p} are fixed and the weight ω(p) of p is varying.
The sliverity range Σ(p) of a point p ∈ P is the measure of the set of all squared weights ω(p)2

for which p is a vertex of a Θ0-sliver in C
ω(P).

Lemma 3.4.11 Under Hypotheses 2.4.1, 3.4.1, 3.4.4, 3.4.7 and 3.4.8, the sliverity range
satisfies

Σ(p) < 2N k+1C5Θ0nn(p)
2

for some constant C5 that depends on k, ω0 and η0 but not on Θ0.
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Proof Let σ be a j-dimensional simplex of Cω(P) incident on p (with 2 ≤ j ≤ k + 1).
assume that σ is a Θ0-sliver. If ω(p) is the weight of p, we write Hσ (p,ω(p)) for the
excentricity of σ with respect to p and parameterized by ω(p). From Lemma 3.4.5(4), we
have

|Hσ (p,ω(p))| ≤ C ′4εlfs(p)
def
= D (3.15)

Using Lemma 2.3.1 (2), we have

Dp(σ) ≤ j Γ
j−1
σ ∆σ ×

Θσ

Θσp

≤ (k +1)C
′k
3 Θ0∆σ

def
= E (3.16)

The last inequality follows from the facts that j ≤ k +1, Γσ ≤ C ′3 (from Lemmas 3.4.3 (2)
and 3.4.5 (3)) and σ is a Θ0-sliver. Moreover, from Lemma 2.4.4,

Hσ (p,ω(p)) =Hσ (p,0)−
ω(p)2

2Dp(σ)
. (3.17)

It then follows from Eq. (3.15), (3.16) and (3.17) that the set of squared weights of p for
which σ belongs to Cω(P) is a subset of the following interval

[2Dp(τ)Hσ (p,0)− β, 2Dp(τ)Hσ (p,0) + β],

where β = 2DE. Therefore, from Eq. (3.16) and (3.17), the measure of the set of weights
for which σ belongs to Cω(P) is at most

2β = 4DE = 4(k +1)C ′3
k
Θ0∆σC

′
4 εlfs(p).

Let q1 and q2 be two vertices of τ such that ∆σ = ‖q1 − q2‖. Using Lemmas 3.4.3 (1)
and 3.4.5 (2), we get

∆σ ≤ ‖p − q1‖+ ‖p − q2‖ ≤ 2C ′2εlfs(p).

Using this inequality, lfs(p) ≤ nn(p)/δ (Lemma 2.2.1) and ε/δ ≤ η0 (Hypothesis 3.4.1),

the sliverity range of σ is at most 8(k +1)C ′3
kC ′2C

′
4Θ0η

2
0 nn(p)

2 = C5Θ0nn(p)2 with C5
def
=

8(k +1)C ′3
kC ′2C

′
4η

2
0 . By Lemma 3.4.9, the number of j-simplices that are incident to p is at

most N j . Hence, the sliverity range of p is at most

Σ(p) ≤
k+1∑

j=3

N j C5Θ0nn(p)
2 < 2N k+1C5Θ0nn(p)

2 .

The last inequality follows from the fact that
∑k+1
j=3N

j < 2N k+1 as N > 2. �

Theorem 3.4.12 Let P be an (ε,δ)-lfs sample ofM, ε/δ ≤ η0 and Θ0 =
ω2

0
2N k+1C5

. If Hypothe-

ses 2.4.1, 3.4.1, 3.4.4, 3.4.7 and 3.4.8 are satisfied, the simplicial complex M̂ output by
Algorithm 1 has no inconsistencies and its simplices are all Θ0-fat.

Proof The sliverity range Σ(p) of p is at most 2N k+1C5Θ0nn(p)2 from Lemma 3.4.11.

Since Θ0 =
ω2

0
2N k+1C5

, Σ(p) is less than the total range of possible squared weights ω2
0 nn(p)

2.
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Hence, Function weight (p,ω) will always find a weight for any point p ∈ P and any
weight assignment of relative amplitude at most ω0 for the points of P \ {p}.

Since the algorithm removes all the simplices of Cω(P) that are not Θ0-fat, all the
simplices of M̂ are Θ0-fat.

By Lemma 3.4.6 and Hypothesis 3.4.7, all inconsistent configurations in Cω(P) are
Θ0-slivers. It follows that M̂ has no inconsistency since, when the algorithm terminates,
all simplices of Cω(P) are Θ0-fat. �

Using Theorem 4.0.3 from Chapter 4, we have the following guarantees on the output
M̂ of the algorithm.

Theorem 3.4.13 (Isotopy and geometric approximation) Let P be an (ε,δ)-lfs sample of

M, ε/δ ≤ η0 and Θ0 =
ω2

0
2N k+1C5

. If Hypotheses 2.4.1, 3.4.1, 3.4.4, 3.4.7 and 3.4.8 are satisfied,

the simplicial complex M̂ output by Algorithm 1 satisfy the following geometric and topological
properties:

1. M̂ is a piecewise linear (PL) k-manifold without boundary;

2. Let τ be a k-simplex in M̂. For all vertices p of τ, we have sin∠(TpM,aff(τ)) =
sin∠(aff(τ),TpM) = O(ε), where the constant in the big-O depends on k, η0, ω0, and
Θ0;

3. There exists a homeomorphism f : M̂→M between M̂ andM;

4. There exists an isotopy F : M̂ × [0,1]→ Rd such that the map F(·,0) restricted to M̂ is
the identity map on M̂ and F(M̂,1) =M;

5. For all x inM, dist(x, f −1(x)) =O(ε2lfs(x)) where the constant in the big-O depends on
k, η0, ω0, and Θ0.

Proof From Theorem 3.4.12, we know that M̂ output by the algorithm will have no
inconsistencies and all the simplices in M̂ will be Θ0-fat.

This implies the conditions C1 and C2 of Theorem 4.0.3 are satisfied. Therefore from
Theorem 4.0.3, if ε is sufficiently small, we get our result. �

3.4.5 Time and space complexity

Theorem 3.4.14 Assume that Hypotheses 2.4.1, 3.4.1, 3.4.4, 3.4.7 and 3.4.8 are satisfied.
Then the space complexity of the algorithm is

(O(d) + 2O(k2))|P|

and the time complexity is

O(d) |P|2 + d 2O(k2)|P|.

Proof 1. Space Complexity : For each point p ∈ P we maintain LN (p). The total space
complexity for storing LN (p) for each point p ∈ P is thus O(N |P|) by definition of LN (p).

By Lemma 2.4.2, each star(p), p ∈ P, has the same combinatorial complexity as a
Voronoi cell in the k-dimensional flat TpM. Since the sites needed to compute this
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Voronoi cell all belong to LN (p), there number is at most N by Lemma 3.4.9. From the
Upper Bound Theorem of convex geometry, see e.g. [BY98], the combinatorial complexity
of each star is therefore O(N ⌊k/2⌋). Hence the total space complexity of the tangential
Delaunay complex is O(kN ⌊k/2⌋)|P|.

For a given inconsistentΘ0-fat k-simplex in star(p), we can have from Lemmas 3.4.5 (2)
and 3.4.9, at most k|LN (p)| ≤ kN different inconsistent configurations. Hence, the number
of inconsistent configurations to be stored in the completed complex Cω(P) is at most
O(k2N ⌊k/2⌋+1)|P|.

With N =O(2k) (refer to Lemma 3.4.9), we conclude that the total space complexity
of the algorithm is

O(k2N ⌊k/2⌋+1 + d)|P| = (O(d) + 2O(k2))|P|.
2. Time complexity : In the initialization phase, the algorithm computes LN (p) for

all p ∈ P and initializes the weights to 0. This can easily be done in time O(d)|P|2.
Then the algorithm builds Cω(P) for the zero weight assignment. The time to compute

star(p) is dominated by the time to compute the cell of p in the weighted k-dimensional
Voronoi diagram of the projected points of LN (p) onto TpM. Since, by definition, |LN (p)| ≤
N , the time for building the star of p is the same as the time to compute the intersection
of N halfspaces in Rk ,

O(kdN + k3(N logN +N ⌊k/2⌋)),

see e.g. [Cha93, BY98]. The factor O(kd) appears in the first term because to calculate the
projection of a point in Rd on a k-flat we have to do k inner products. The O(k3) factor
comes from the fact that the basic operation we need to perform is to decide whether a
point lies in the ball orthogonal to a k-simplex. This operation reduces to the evaluation
of the sign of the determinant of a (k + 2)× (k + 2) matrix. The N ⌊k/2⌋ term bounds the
combinatorial complexity of a cell in the Voronoi diagram of N sites in a k-flat. Therefore
the time needed to build the stars of all the points p in P isO(kdN+k3(N logN+N ⌊k/2⌋)) |P|.

Let σ = [p0, . . . ,pk] be a Θ0-fat k-simplex in star(u). For each vertex v (, u) of σ
with σ < star(v), we need to compute the inconsistent configurations of the form φ =
[p0, . . . , pk , w] witnessed by (u, v, w) wherew ∈ LN (p)\σ . The number of such inconsistent
configurations is therefore less than |LN (p)| ≤N . The time complexity to compute all the
inconsistent configurations of the form φ = [p0, . . . , pk , w] witnessed by the triplet (u, v, w)
is O(dN ). Since the number of choices of v is at most k, hence the time complexity for
building all the inconsistent configurations of the form φ = [p0, . . . , pk , w] witnessed by
(u,v,w) with v (, u) being a vertex of σ and w a point in LN (u) \σ is

O(dkN ) (3.18)

The time complexity to build all the inconsistent configurations corresponding
to star(u) is O(dkN ⌊k/2⌋+1) since the number of k-simplices in the star of a point p is
O(N ⌊k/2⌋).

Hence, the time complexity for building the inconsistent configurations of Cω(P) is
O(dN + kN ⌊k/2⌋+1) |P|. Therefore the total time complexity of the initialization phase is

O(dkN + k3N logN + (dk + k3)N ⌊k/2⌋+1) |P|

Consider now the main loop of the algorithm. The time complexity of function
weight(p,ω) is O((d + k3)N k+1) since we need to sweep over at most all (k +1)-simplices
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incident on p with vertices in LN (p). The number of such simplices is at most N k+1.
We easily deduce from the above discussion that the time complexity of Function
update_complete_complex(LN (p),ω) is

O(dkN + k3N logN + (dk + k3)N ⌊k/2⌋+1)N.

Since functions weight(p,Θ0,ω) and update_complete_complex(Cω(P),p,ω) are called
|P| times, we conclude that the time complexity of the main loop of the algorithm is
O(dkN2 + (k3 + dk)N k+1) |P|.

Combining the time complexities for all the steps of the algorithm and usingN =O(2k)
(refer to Lemma 3.4.9), we get the total time complexity of the algorithm

O(d)|P|2 +O(dkN2 + (dk + k3)N k+1) |P| =O(d) |P|2 + d 2O(k2)|P|.

�

Observe that, since P is an (ε,δ)-lfs sample ofM with ε/δ ≤ η0, |P| =O(εk).

3.5 Summary

We have given the first algorithm that is able to reconstruct a smooth closed manifold
in a time that depends only linearly on the dimension of the ambient space. We believe
that our algorithm is of practical interest when the dimension of the manifold is small,
even if it is embedded in a space of high dimension. This situation is quite common
in practical applications in machine learning. Unlike most surface reconstruction algo-
rithms in R3, our algorithm does not need to orient normals (a critical issue in practical
applications) and, in fact, works for non orientable manifolds. Note that the cocone
algorithm [ACDL02b] for surface reconstruction does not require oriented normals.

The algorithm is simple. The basic ingredients we need are data structures for
constructing weighted Delaunay triangulations in Rk . We have assumed that the intrinsic
dimension of M and tangent space at each sample point is known. If not, we can
use algorithms given in [CWW08, GW04a] to estimate the dimension of M and the
tangent space at each sample point. Moreover, our algorithm is easy to parallelize. One
interesting feature of our approach is that it is robust and still works if we only have
approximate tangent spaces at the sample points. We will report on experimental results
in a forthcoming paper.

We have assumed that we know an upper bound on the sampling ratio η0 of the input
sample P. Ideas from [BGO09, FR02] may be useful to convert a sample to a subsample
with a bounded sampling ratio.

We foresee other applications of the tangential complex and of our construction each
time computations in the tangent space of a manifold are required, e.g. for dimensionality
reduction and approximating the Laplace Beltrami operator [BSW08]. It easily follows
from [BNN10] that our reconstruction algorithm can also be used in Bregman spaces
where the Euclidean distance is replaced by any Bregman divergence, e.g. Kullback-
Leibler divergence. This is of particular interest when considering statistical manifolds
like, for example, spaces of images [CIdSZ08].





Chapter 4

Topological and geometric guarantees

In this chapter we give conditions under which DelωTM(P) is isotopic to and a close
geometric approximation of the manifoldM. The results in this chapter will be used to
prove the theoretical guarantees on the quality of the output by different algorithms in
this thesis.

Sampling and general position assumption. For the rest of this chapter, we will as-
sume thatM is a compact smooth submanifold of Rd without boundaries, and P ⊂M is
an (ε,δ)-lfs sample ofM with ε < 0.09 and ε/δ ≤ η0. Additionally we also assume that
ω : P→ [0,∞) be a weight assignment with ω̃ ≤ ω0 ∈ [0, 1/2).

For p ∈ P, let Pp
def
= {p′0, . . . ,p′n} where p′j denotes the orthogonal projection of pj ∈ P

onto TpM. Note that p′ = p. We define

ξp : Pp→ [0,∞), with ξp(p
′
j )
2 def
= ω(pj )

2 − ‖pj − p′j‖2 +λ2

where λ =maxj ‖pj − p′j‖.
From Lemma 2.4.2, we get Vorω(P)∩ TpM to be identical to the weighted Voronoi

diagram Vorξp (Pp) of P
ξp in TpM.

Since ε < 0.09, Vorξp (p) is bounded from Lemmas 2.4.2 and 3.4.2, and this implies

dimaff(Pp) = k. Let the weighted points P
ξp
p be in general position on TpM, i.e., there exists

no orthosphere centered on TpM that is orthogonal to k +2 weighted points of P
ξp
p . See

Sections 2.4. As we have already discussed in Section 3.2, we can guarantee that the
general position assumption is satisfied by infinitesimal perturbation of the point sample
or the weight assignment ω.

General position assumption, together with dimaff(Pp) = k, implies that Delξp (Pp) is a
triangulation of conv(Pp). See, [Aur87, AE84]. For the rest of this chapter we will assume

Delξp (Pp) is a triangulation of conv(Pp). Since Vor
ξp (p) is bounded (from Lemma 3.4.2), p

is an interior vertex of Delξp (Pp). This implies the following result.

Lemma 4.0.1 For all p ∈ P, star(p) is isomorphic to the star of an interior vertex of a triangu-
lated k-dimensional convex domain.
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Medial axis and the projection map. Let O denote the medial axis ofM, and let

π : Rd \O −→ M

denote the projection map that maps each point of Rd \O to its closest point onM. The
following lemma is a standard result from Federer [Fed69].

Lemma 4.0.2 LetM be a smooth submanifold of Rd without boundary. Then, the projection
map π : Rd \O →M is a C1-function in Rd \O.

1. The map π is a C1-function.

2. For all x ∈ Rd \ O, the kernel of the linear map dπ(x) : Rd → Tπ(x)M, where dπ(x)
denotes the derivative of π at x, is parallel to Nπ(x)M and has dimension d − k.

Additional notations. Let TpM1/16 = B(p, lfs(p)16 )∩TpM. We define the map

π̃p : TpM1/16 −→ M

as the restriction of the projection map π to TpM1/16.
We define in addition

π∗p : R
d \O −→ TpM

as the map that maps each point x ∈ Rd \ O to the point of intersection of TpM and
Nπ(x)M, the normal space ofM at π(x).

Main result. The main result of this chapter is the following theorem.

Theorem 4.0.3 Let the weight assignment ω : P→ [0,∞), with ω̃ ≤ ω0 ∈ [0, 1/2), satisfy the
following conditions:

C1. DelωTM(P) has no k-dimensional inconsistent simplices.

C2. All the simplices in DelωTM(P) are Θ0-fat.

Then there exists ε0 that depends only on k, ω0, η0, and Θ0 such that for all ε ≤ ε0, the
simplicial complex DelωTM(P), also noted M̂ for convenience, and the map π |M̂ satisfy the
following properties:

P1. Tangent space approximation: Let τ be a k-simplex in M̂. For all vertices p of τ, we have
sin∠(TpM,aff(τ)) = sin∠(aff(τ),TpM) =O(ε).

P2. PL k-manifold without boundary: M̂ is a piecewise linear k-manifold without boundary;

P3. Homeomorphism: The map π |M̂ provides a homeomorphism between M̂ andM;

P4. Pointwise approximation: ∀x ∈M, dist(x, π |−1M̂ (x)) =O(ε2lfs(x));

P5. Isotopy: There exists an isotopy F : Rd × [0,1]→ Rd such that the map F(·,0) restricted to
M̂ is the identity map on M̂ and F(M̂,1) =M.

The constants in the big-O notations depend on k, ω0, η0 and Θ0.

The rest of this chapter will be devoted to the proof of Theorem 4.0.3. Some definitions
and results from topology we use in this chapter are recalled in Section 2.5.
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4.1 Tangent space approximation

The property P1 of Theorem 4.0.3 follows directly from Corollary 2.3.3.

Lemma 4.1.1 Under conditions C1 and C2 of Theorem 4.0.3, let τ be a k-simplex in M̂. For
all vertices p of τ, we have sin∠(aff(τ),TpM) = sin∠(TpM,aff(τ)) ≤ Aε. The constant A is
defined in Hypothesis 3.4.4 and depends on k, ω0, η0 and Θ0.

Proof Since dim(τ) = dim(TpM) (= k), we have from Lemma 2.1.1, ∠(aff(τ),TpM) =
∠(TpM,aff(τ)).

All the simplices in M̂ = DelωTM(P) are Θ0-fat (condition C2), hence Θτ ≥Θ0. Using
Corollary 2.3.3, and the facts that τ ∈ star(p) (condition C1), ∆τ ≤ 2C2ε lfs(p) (from
Lemma 3.4.3 (1) and the Triangle inequality) and Γτ ≤ C3 (from Lemma 3.4.3 (2)), we get

sin∠(aff(τ),TpM) ≤ Γτ∆τ

Θ
k
0 lfs(p)

≤ 2C2C3ε

Θ
k
0

= Aε

�

4.2 Piecewise-linear k-manifold

For a given simplicial complex K and a simplex σ in K, the star and link of a simplex σ in
K σ ∈ K denotes the subcomplexes

st(σ,K) = {τ : for some τ1 ∈ K, σ,τ ⊆ τ1}

and
lk(σ,K) = {τ ∈ st(σ,K) : τ ∩σ = ∅}

respectively. The open star of σ in K, s̊t(σ,K) = st(σ,K) \ lk(σ,K).
The following lemma is a direct consequence of condition C1.

Lemma 4.2.1 Under condition C1 of Theorem 4.0.3 and for a sufficiently small ε, star(p) =
st(p,M̂) for all p ∈ P.

Proof Refer to the discussion on general position assumption at the beginning of this
chapter. From Lemma 3.4.2, we get dimaff(Pp) = k. Moreover, since dimaff(Pp) = k

and Delξp (Pp) is a triangulation of conv(Pp), the maximal dimension of the simplices

in st(p,Delξp (Pp)) is k. This implies that dimension of maximal simplices in star(p) is
k. Since we have no k-dimensional inconsistent simplices in M̂, from condition C1 of
Theorem 4.0.3, we get star(p) = st(p,M̂). �

We call a simplicial complex K a PL (j−1)-sphere (or j-ball) if there is a PL homeomor-
phism from K to ∂∆j (or ∆j ) where ∆j denotes the regular j-dimensional simplex. We will
use the following simple results of PL topology. See, Zeeman’s Seminars in Combinatorial
Topology [Zee66, Lem. 8 & 9 of Chap. 3].

Lemma 4.2.2 1. Let S ⊂ Rm be a finite point set with dimaff(S) = j , then conv(S) is a PL
j-ball.
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2. A simplicial complex K ⊂ Rm is a PL j-manifold iff for all vertices v of K, lk(v,K) is
either a PL (j −1)-sphere or PL (j −1)-ball depending on whether v belongs to

∫
K or ∂K

respectively.

The following result is a direct consequence of the results from [Aur87] and
Lemma 4.2.2.

Lemma 4.2.3 Let S ⊂ Rj be a finite point set with dimaff(S) = j , and ω : S → [0,∞) be a
weight assignment. Additionally also assume that the weighted points Sω are in general position
(see the discussion on general position assumption given at the beginning of this chapter), i.e.,
there exists no sphere orthogonal to j +2 weighted points of Sω. If v is a vertex of Delω(S) and
v does not lie on the boundary of conv(S), then lk(v,Delω(S)) is a PL (j − 1)-sphere.

Proof Since dimaff(S) = j , conv(S) is a PL j-ball according to Lemma 4.2.2.
From [Aur87] and the fact that the weighted points Sω are in general position, we get
that Delω(S) is a triangulation of conv(S). Therefore as the vertex v of Delω(S) is not on
the boundary of conv(S), lk(v,Delω(S)) is a PL (j − 1)-sphere. �

We can now prove that M̂ is a PL k-manifold without boundary (Property P2).

Lemma 4.2.4 (PL k-manifold without boundary) Assume condition C1 of Theorem 4.0.3.
If ε is sufficiently small, then M̂ is a PL k-manifold without boundary.

Proof From Lemma 4.2.1, we have star(p) = st(p,M̂). By Lemma 4.0.1, st(p,M̂) is
isomorphic to the star of an interior vertex of a k-dimensional triangulated convex
domain. Hence, lk(p,M̂) is a PL (k − 1)-sphere from Lemma 4.2.3. This implies that M̂ is
a PL k-manifold with no boundary by Lemma 4.2.2 (2). �

Property P2 follows since the output M̂ of the Algorithm 1 has no inconsistency and
therefore satisfies Condition C1.

4.3 Homeomorphism

The next lemma establishes Property P3 of Theorem 4.0.3.

Lemma 4.3.1 (Homeomorphism) Assume conditions C1 and C2 of Theorem 4.0.3. For ε
sufficiently small, the map π restricted to M̂ gives a homeomorphism between M̂ andM.

Outline of the proof. The proof of the lemma is quite long and technical. Before we
give the full details, we want to give a brief outline of the proof. The proof follows the
following steps:

S1. We prove in Lemma 4.3.15 that the map π∗p restricted to the open star s̊t(p,M̂) of p
is injective. Then using Lemma 4.3.15, we will show in Lemma 4.3.16 that the map
π restricted to the open star s̊t(p,M̂) of p is injective.

S2. We show in Lemma 4.3.17 that for all p in P, π |−1M̂ (p) = {p}.

S3. In Lemma 4.3.20, we prove that for all connected componentsMi ofM, P∩Mi , ∅.
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S4. We show that π |M̂ is an open map in Lemma 4.3.22, and, in Lemma 4.3.23, we show
that, for each connected component M̂i of M̂, there exists a connected component
Mj ofM such that π : M̂i →Mj is surjective and a covering map ofMj .

The open map property follows from the facts that M̂ is a PL (topological is good
enough) k-manifold without boundaries, M̂ = ∪p∈P s̊t(p,M̂) (from Lemma 4.3.19),
and S1 which proves that π restricted to s̊t(p,M̂) is injective for all p ∈ P.
The covering map property follows from the facts that M̂ and M are compact
k-manifolds without boundaries, π |M̂ is an open map, π restricted to s̊t(p,M̂) is
injective, and Lemma 4.3.19 (a technical lemma about M̂).

S5. Using S1, S2, S3 and S4, we show that π |M̂: M̂→M is both injective and surjective.
Since M̂ is a compact space andM is a Hausdorff space, π |M̂ provides a homeo-
morphism between M̂ andM from Theorem 2.5.7. This completes the proof of
Lemma 4.3.1.

The broad outline of the proof is similar to the proof of homeomorphism given
in [ACDL02b] but the technical details are quite different in most places. The diffi-
culties that arose in getting results analogous to the ones in [ACDL02b] where handled
using ideas from [Whi57a, Chap. II].

Details of the proof. Before we can prove the fundamental lemmas mentioned in the
outline of the proof of Lemma 4.3.1, we will need some technical lemmas.

The following lemma is a generalization of [NSW08a, Proposition 6.2] which bounds
the variation of the angle between tangent spaces between two points on the manifoldM.

Lemma 4.3.2 (Tangent variation) Let p, q ∈M and ‖p − q‖ ≤ lfs(p)/12. Then,

sin∠(TqM,TpM) = sin∠(TpM,TqM) <
12‖p − q‖
lfs(p)

.

Proof From Lemma 2.1.1, we have ∠(TpM,TqM) = ∠(TqM,TpM).

Let t = ‖p−q‖lfs(p) . Using the fact that lfs is 1-Lipschitz, we have

(1− t) lfs(p) ≤ lfs(q) ≤ (1 + t) lfs(p) (4.1)

We will show that for any unit vector u in TpM there exists a unit vector v in TqM such
that sin∠(u,v) ≤ 12t.

For a unit vector u in TpM, let pu be a point in TpM such that pu = p + t lfs(p) ·u. We
will use Lemma 2.3.2 on the edge [p, pu] and the tangent space TqM to show that there
exists a unit vector v ∈ TqM such that sin∠(u,v) < 12t.

Let p′u denote the point closest to pu onM. Then, from Lemma 2.2.1 (3) and Eq. (4.1),
we have

‖q − p′u‖ ≤ ‖q − p‖+ ‖p − pu‖+ ‖pu − p′u‖
≤ 2t(1 + t) lfs(p)

≤ 2t
(1+ t
1− t

)
lfs(q).
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Using Lemma 2.2.1 (2) and Eq. (4.1), we have

dist(p,TqM) ≤ ‖p − q‖sin∠(pq,TqM)

≤ t2

2(1− t)2 lfs(q) (4.2)

Using Lemmas 2.2.1 (2) and (3), and Eq. (4.1), we have

dist(pu ,TqM) ≤ dist(p′u ,TqM) + ‖pu − p′u‖

≤ 2t2
(1+ t
1− t

)2
lfs(q) + 2t2lfs(p)

≤ 2t2
(1+ t
1− t

)2
lfs(q) +

2t2

1− t lfs(q)

=
2t2

1− t

(
(1 + t)2

(1− t) + 1

)
lfs(q) (4.3)

Let η =max{dist(p,TqM), dist(pu ,TqM)}. From Eq. (4.2) and (4.3), we have

η ≤ 2t2

1− t

(
(1 + t)2

(1− t) + 1

)
lfs(q)

From Lemma 2.3.2, there exists unit vector v in TqM such that

sin∠(u,v) ≤ 2η
Θ[p,pu ] ‖p − pu‖

≤ 4t2

1− t

(
(1 + t)2

(1− t) + 1

)
lfs(q)× 1

t lfs(q)
1+t

= 4t

(
(1 + t)3

(1− t)2 +
1+ t
1− t

)
< 12 t

The above inequality follows from the facts that η ≤ 2t2
1−t

(
(1+t)2

(1−t) +1
)
lfs(q), ‖p−pu‖ = tlfs(p),

lfs(p) ≥ lfs(q)
1+t (from Eq. (4.1)), Θ[p,pu ] = 1 and t ≤ 1/12. �

We will show that the map π̃p is a diffeomorphism using Lemma 4.3.2.

Lemma 4.3.3 ( π̃p is a C1-diffeomorphism ) The map π̃p is a C
1-diffeomorphism between

T 1/16
p and π̃p(T

1/16
p ), and B(p, 14lfs(p)162 )∩M⊆ π̃p(T 1/16

p ).

Proof By Lemma 4.0.2, π̃p is a C1-function.
For all x ∈ TpM1/16, we have from Lemma 2.2.1 (3)

‖p − π̃p(x)‖ ≤ ‖p − x‖+ ‖x − π̃p(x)‖

≤ lfs(p)
16

+
2lfs(p)
162

=
18lfs(p)
162

(4.4)
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and using the fact that lfs is 1-Lipschitz we have

lfs(π̃p(x)) ≥ lfs(p)− ‖p − π̃p(x)‖ ≥
(
1− 18

162

)
lfs(p), (4.5)

the last inequality follows from Eq. (4.4).
From Eq. (4.4), and Lemmas 4.0.2 and 4.3.2, we have that d π̃p(x), the derivative of π̃p,

for all x ∈ T 1/16
p is non-singular. Indeed for x ∈ T 1/16

p , we have from Lemmas 2.1.1 and
4.3.2, and Eq. (4.4)

sin∠(TpM,Tπ̃p(x)M) = sin∠(Tπ̃p(x)M,TpM)

≤
12‖p − π̃p(x)‖

lfs(p)
≤ 27

32
< 1 . (4.6)

The map π̃p is injective. Otherwise ther exists x, y(x , y) ∈ TpM1/16 such that π̃p(x) =
π̃p(y). This implies the line segment [x, y] ∈ TpM is orthogonal to Tπ̃p(x)M. We have

reached a contradiction since sin(TpM,Tπ̃p(x)M) < 1 for all x ∈ TpM1/16 from Eq. (4.6).
Since π̃p is injective and the derivative of π̃p is non-singular, π̃p is a diffeomorphism

from the Inverse Function Theorem.
The fact that B(p, 14lfs(p)162 )∩M⊆ π̃p(TpM1/16) follows from Lemma 2.2.1 (3). �

The following is a structural result on π, πp and π∗p.

Lemma 4.3.4 Assume conditions C1 and C2 of Theorem 4.0.3. Let ε be sufficiently small and
x ∈ st(p,M̂). There exists a constant C depending on Θ0, ω0 and η0 such that

max{‖πp(x)− x‖, ‖π(x)− x‖, ‖π∗p(x)− x‖} ≤ C ε2lfs(p) .

Proof Let τ be a k-simplex in star(p) (= st(p,M̂) from Lemma 4.2.1). We will show that
for all x ∈ τ,

max{‖πp(x)− x‖, ‖π(x)− x‖, ‖π∗p(x)− x‖} ≤ C ε2lfs(p) .

1. From Lemma 3.4.3 (1), we have for all vertices q of τ, ‖p − q‖ ≤ C2ε lfs(p). Therefore
for all x ∈ τ, ‖p − x‖ ≤ C2ε lfs(p).

From Lemma 4.1.1, we have

‖πp(x)− x‖ ≤ ‖p − x‖ sin∠(TpM,aff(τ)) ≤ AC2ε
2 lfs(p) . (4.7)

2. Using the definition of the map π, the fact that ‖p − πp(x)‖ ≤ C2ε lfs(p),
Lemma 2.2.1 (3) and Eq. (4.7), we have

‖π(x)− x‖ ≤ ‖π(πp(x))− x‖
≤ ‖π(πp(x))−πp(x)‖+ ‖πp(x)− x‖

≤ 2

(‖πp(x)− p‖
lfs(p)

)2
lfs(p) +AC2ε

2 lfs(p)

≤ (2C2 +A)C2ε
2 lfs(p) (4.8)
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3. We assume that ε is small enough such that (2C2 +A)C2ε
2 lfs(p) < 14lfs(p)

162 . From
Lemma 4.3.3, we have for all x ∈ τ, π̃−1p (π(x)) ∈ Nπ(x)M∩ TpM. From Lemma 4.3.2, we
have for all x ∈ τ,

sin∠(TpM,Tπ(x)M) ≤ 12‖π(x)− p‖
lfs(p)

≤ 12× 14
162

< 1.

This implies that |Nπ(x)M∩TpM| = 1. Therefore π∗p restricted to τ is equal to π̃−1p ◦π, i.e.
for all x ∈ τ, π∗p(x) = π̃−1p (π(x)).

For a given x ∈ τ, let y = π̃−1p (π(x)) and t = ‖p−y‖
lfs(p) . From Lemma 4.3.3, we have

y ∈ TpM1/16 = B(p, lfs(p)16 )∩TpM. Since π̃p is a restriction of π to TpM, we have

‖y −π(x)‖ = ‖y − π̃p(y)‖ ≤ 2t2lfs(p) . (4.9)

The above inequality follows from Lemma 2.2.1 (3) and the fact that π̃p(y) = π(x).
From Eq. (4.8) and ε sufficiently small, we have ‖p − π(x)‖ ≤ C2εlfs(p) + (2C2 +

A)C2ε
2 lfs(p) ≤ 2C2εlfs(p).

Using the facts that t ≤ 1/16, t = ‖p−y‖lfs(p) , ‖y−π(x)‖ ≤ 2t2lfs(p) and ‖p−π(x)‖ ≤ 2C2εlfs(p),
we have

t/2 < t − 2 t2 ≤ ‖p − y‖ − ‖y − π̃p(y)‖ ≤ ‖p −π(x)‖ ≤ 2C2εlfs(p) .

This implies t < 4C2ε lfs(p).
Using the fact that π∗p(x) = π̃

−1
p (π(x)) = y, Eq. (4.8) and (4.9), and t < 4C2ε lfs(p), we

have

‖x −π∗p(x)‖ ≤ ‖x −π(x)‖+ ‖π(x)−π∗p(x)‖
≤ ‖x −π(x)‖+ ‖π(x)− y‖
≤ (2C2 +A)C2ε

2 lfs(p) + 2t2 lfs(p)

< (2C2 +A)C2ε
2 lfs(p) + 32C2

2ε
2 lfs(p)

= (A+34C2)C2ε
2 lfs(p) (4.10)

Combining Eq. (4.7), (4.8) and (4.10), we get our result. �

Definition 4.3.5 (C1-embedding of simplices inM) Let σ be an i-simplex, and let f :
σ → M be a C1-function. The simplex σ is C1-embedded by f in M if f is an injective
mapping and for all x ∈ σ , the rank of the linear map df (x) : Ri → Tf (x)M is i, where Tf (x)M
is the tangent space toM at f (x).

We will use the following technical lemma bounding the fatness of a perturbed
simplex in the proof of Lemma 4.3.8. The inequality in the lemma is similar to the one
obtained in the proof of Lemma 14c in [Whi57a, Chapter 4].

Lemma 4.3.6 Let τ = [p0, . . . , pj ] be a j-dimensional simplex inRd , and let for all i ∈ {0, . . . , j},
‖pi − p′i‖ ≤ ρ∆τ with ρ < 1/2. Then,

Θ
2j
σ ≥

Θ
2j
τ

(1 + 2ρ)2j
− 2jρ
1+2ρ

where σ = [p′0, . . . , p
′
j ]. This directly implies if ρ ≤ Θ

2j
σ

j2j+1

(
1− 1

2j

)
then Θτ ≥Θσ /2
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We will need the following technical result to prove Lemma 4.3.6.

Lemma 4.3.7 Let A = (aij )1≤i,j≤m, B = (bij )1≤i,j≤m be two m ×m matrices satisfying the
following inequalities:

|aij − bij | ≤ ρ

|aij |, |bij | ≤ η

Then
|detA−detB| ≤mm

2 +1ρηm−1 .

Proof Let B1 = (cij )1≤i,j≤m and B′1 = (c′ij )1≤i,j≤m, where

cij =


aij if i = 1

bij otherwise

and

c′ij =


bij − aij if i = 1

bij otherwise

Note that |detB′2| ≤m
m
2 ρηm−1. Using expansion properties of determinants, we have

|detA−detB| ≤ |detA− (detB1 +detB′1)|
≤ |detA−detB1|+m

m
2 ρηm−1 (4.11)

Again, let B2 = (dij )1≤i,j≤m and B′2 = (d ′ij )1≤i,j≤m where

dij =


aij if i = 1, 2

cij otherwise

and

d ′ij =



aij if i = 1

bij − aij if i = 2

bij otherwise

Note that |detB′2| ≤m
m
2 ρηm−1. Using expansion property of determinants and Eq. (4.11)

we get

|detA−detB| ≤ |detA− (detB2 +detB′2)|+m
m
2 ρηm−1

≤ |detA−detB2|+2m
m
2 ρηm−1 (4.12)

Applying this procedure m times, we get

|detA−detB| ≤ |detA− (detBm +detB′m)|+ (m− 1)mm
2 ρηm−1 (4.13)

where Bm = (eij )1≤i,j≤m and B′m = (e′ij )1≤i,j≤m,

eij = aij , ∀ i, j ∈ {1, . . . , m}
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and

e′ij =


aij if i ,m

bij − aij otherwise

Note that |detB′m| ≤m
m
2 ρηm−1. Using these facts and Eq. (4.13), we get

|detA−detB| ≤ |detA− (detBm +detB′m)|+ (m− 1)mm
2 ρηm−1

≤ |detA−detBm|+m
m
2 +1ρηm−1

= m
m
2 +1ρηm−1 as Bm = A

�

Proof of Lemma 4.3.6 Let Pτ and Pσ denotes the two d × j matices whose ith-column are
(pi − p0) and (p′i − p′0) respectively. The following inequalities follows directly from the
fact that ‖p′i − pi‖ ≤ ρ∆τ

|(p′i − p′0)T (p′j − p′0)− (pi − p0)T(pj − p0)| ≤ 2ρ(1 + 2ρ)∆2
τ

|(p′i − p′0)T(p′j − p′0)| ≤ (1 + 2ρ)2∆2
τ

From the above inequalities and the fact that

vol(τ)2, vol(σ)2 =
det(PT

τ Pτ)
j!2

,
det(PT

σ Pσ )
j!2

where AT denotes the transpose of the matrix A, we get

| vol(τ)2 − vol(σ)2 | = 1
j!2
| det(PT

τ Pτ)−det(PT
σ Pσ ) | from Lemma 4.3.7

≤ 1
j!2
× 2j j/2+1ρ(1 + 2ρ)2j−1∆

2j
τ

≤ 2jρ(1 + 2ρ)2j−1∆
2j
τ as j!2 ≥ j j/2 (4.14)

Therefore, using the fact that ∆σ ≤ (1 + 2ρ)∆τ and Eq. (4.14), we have

Θ
2j
σ =

vol(σ)

∆
2j
σ

≥ Θ
2j
τ

(1 + 2ρ)2j
− 2jρ
1+2ρ

�

Lemma 4.3.8 (π C1-embeds τ ∈ st(p,M̂)) Assume condition C1 and C2 of Theorem 4.0.3.
Let τ = [p, p1, . . . , pk] be a k-simplex in st(p,M̂) and let σ = [p, q1, . . . , qk] be a k-simplex with
‖qi − pi‖ ≤ Cε2 lfs(p) for all i ∈ {1, . . . , k}. If ε is sufficiently small then the map π C1-embeds
the simplex σ inM.

Proof From condition C1 and Lemma 4.2.1, if ε is sufficiently small then for all p ∈ P,
star(p) = st(p,M̂).

Using the fact that ε < 1 and Lemma 3.4.3 (1), σ ⊆ B(p, (C +C2ε)εlfs(p)) ⊂ B(p, (C +
C2)εlfs(p)). Therefore, if ε < 1

C+C2
, σ ∩ O = ∅. Recall that O denotes the medial axis
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ofM. This implies, from Lemma 4.0.2 (1), that the restriction of the map π to σ is a
C1-function. Rest of the proof is devoted to showing that π restricted to σ is injective and
dπ is nonsingular.

We will assume ε ≤min
{

1
4CC3η0

,
Θ

2k
0

k2k+1Cη0

(
1− 1

2k

)
, 1
A1+12(C+C2)

}
where the term A1 will

be defined later in the proof.
Let

ρ
def
= max

i∈{1, ..., k}

‖qi − pi‖
∆τ

.

Using the facts that ∆τ ≥ δlfs(p), ε/δ ≤ η0, and ε ≤

ρ ≤ Cε
2lfs(p)
∆τ

≤ Cη0ǫ ≤
Θ

2k
0

k2k+1

(
1− 1

2k

)
,

and therefore from the Lemma 4.3.6 and the fact that Θτ ≥Θ0, we have Θσ ≥Θ0/2. From
Γτ ≤ C3, ρ ≤ Cη0ε and, we have

Lσ ≥ Lτ − 2ρ∆τ
= Lτ(1− 2ρΓτ)
≥ C3δlfs(p)(1− 2CC3η0ε)

≥ C3δlfs(p)/2

Let η = Cε2lfs(p), therefore from Corollary 2.3.3

sin∠(aff(τ),aff(σ)) ≤ 2η

Θ
k
σLσ
≤



2k+1Cη0
Θ
k
0C3


ε

and from Lemma 2.3.3

sin∠(TpM,aff(σ)) ≤ sin∠(TpM,aff(τ)) + sin∠(aff(τ),aff(σ))

≤

A+

2k+1Cη0
Θ
k
0C3


 ε

def
= A1ε (4.15)

For ∀ x ∈ τ we have from Lemmas 3.4.3 (1)and 4.3.4, and the fact that ε < 1, ‖p −π(x)‖ ≤
(C2 +Cε)εlfs(p) < (C2 +C)εlfs(p). Therefore from Lemma 4.3.2 and Eq. (4.15),

sin∠(Tπ(x)M,aff(σ)) ≤ sin∠(Tπ(x)M,TpM) + sin∠(TpM,aff(σ))

< (12(C +C2) +A1)ε < 1 (4.16)

Eq. (4.16) implies that π restricted to σ is injective. Otherwise, if there exist x1, x2 ∈ σ
such that π(x1) = π(x2) then the line segment in aff(σ) joining the points x1 and x2 is
parallel to Nπ(x1)M. This contradicts Eq. (4.16).

Also from Eq. (4.16) and Lemma 4.0.2 (2) we have derivative d π is non-singular when
π is restricted to σ . This completes the proof. �

Remark 4.3.9 (On orientation) In Lemmas 4.3.12 and 4.3.15, we will use the notion of
orientation of Euclidean space/simplices, positively oriented simplices, and oriented PL man-
ifold. For definitions and properties related to orientation, refer to any standard book on PL
topology [Zee66, ?] or [Whi57a, Appendix II].
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Remark 4.3.10 (Orienting TpM, st(p,Delξp (Pp)) and st(p,M̂)) Assume condition C1 of
Theorem 4.0.3. Note that πp restricted to star(p) provides a simplicial isomorphism be-

tween star(p) and st(p,Delξp (Pp)) from Lemma 2.4.2. And from Lemma 4.2.1, we have

star(p) = st(p,M̂). First orient TpM and then orient positively the k-dimensional simplices

of st(p,Delξp (Pp)). Orient the k-dimensional simplices of st(p,M̂) isomorphically using the

orientation of the corresponding k-dimensional simplices of st(p,Delξp (Pp)).
Since the lk(p,M̂) is a PL (j − 1)-sphere (in the proof of Lemma 4.2.4), we get st(p,M̂) is a

PL k-ball as a direct consequence. Note that with this orientation st(p,M̂) becomes a oriented
PL manifold.

Definition 4.3.11 (Simplexwise positive map) Let σ be a positively oriented i-simplex
of Ri , and let f : σ → Ri be a C1-function. The map f is called simplexwise positive if
det(J(f )) > 0 for all x ∈ σ , where J(f ) and det(J(f )) denote the Jacobian and the determinant
of the Jacobian of the map f respectively.

The proof of the following lemma is similar to Lemma 23a in Chapter 4 from [Whi57a]
and it will be used for proving that π∗p restricted to s̊t(p,M̂) is injective in Lemma 4.3.15.
We give a proof for completeness.

Lemma 4.3.12 Assume conditions C1 and C2 of Theorem 4.0.3. For ε sufficiently small, π∗p
is a simplexwise positive mapping of st(p,M̂) into TpM.

Proof For any k-simplex σ = [p, p1, . . . , pk] ∈ st(p,M̂). For all points q ∈ σ , let πp,t(q) =
(1− t)q + t πp(q), and let σt = πp,t(σ). Since πp is affine on each simplex, πp,t is also affine.
Therefore σt is a simplex with vertices p, p1t , . . . , pkt with pjt = πp,t(pj ), j ∈ {1, . . . , k}.

It directly follows from Lemma 4.3.4 that

∀j ∈ {1, . . . , k},‖pj − pjt‖ ≤ Cε2 lfs(p) (4.17)

where C is the constant defined in Lemma 4.3.4. We deduce

Claim 4.3.13 For ε sufficiently small, π∗p C
1-embeds σt in TpM.

σt

B(p, 14 lfs(p)
162

) ∩M

TpM

π ˜π−1
p

π∗
p = π̃−1

p ◦ π

Figure 4.1: Refer to the proof of the Claim 4.3.13.
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Proof For ε sufficiently small, we can show that π(σt) ⊂ B(p, 14lfs(p)162 ). From the definition

of π∗p and the fact that π(σt) ⊂ B(p, 14lfs(p)162 ), we have π∗p = π̃
−1
p ◦π as in part 3 of the proof

of the Lemma 4.3.4. Refer to Fig. 4.1. That the map π∗p C
1-embeds σt onto TpM follows

from the facts that π(σt) ⊂ B(p, 14lfs(p)162 )∩M; π̃−1p is a diffeomorphism when restricted

to B(p, 14lfs(p)162 ) ∩M ⊆ π̃p(T 1/16
p ) (from Lemma 4.3.3); π C1-embeds σt into M (from

Lemma 4.3.8); and π∗p = π̃
−1
p ◦π. �

Since the simplex σ1 is in TpM, π∗p is the identity in σ1. Therefore, det(J(π∗p)) > 0 in σ1.
Since from Claim 4.3.13, det(J(π∗p)) , 0 in σt for all t ∈ [0,1], we also have det(J(π∗p)) > 0
in σ0. This concludes the proof of the lemma. �

We will need the following standard lemma from convex geometry which bounds the
distance between an interior point and a point on the boundary of a simplex. We have
included the proof from [Whi57a, Lem. 14b of Chap. 4] for completeness.

Lemma 4.3.14 Let σ σ = [p0, . . . , pj ] be a j-simplex and p =
∑j
i=0µipi ∈ σ with

∑j
i=0µi = 1

and µi ≥ 0. Then,

dist(p,∂σ) ≥ j!Θj
σ∆σ ×min{µ0, . . . , µj }

Proof Without loss of generality lets assume that the point p′ closest to p lies on σp0 .
This implies

dist(p,∂σ) = ‖p − p′‖ = µ0Dp(σ) ≥Dp(σ)×min{µ0, . . . , µj }

Using the above equation and the fact that Dp ≥ j!Θ
j
σ∆σ , we get the lemma. �

Using Lemmas 4.3.12 and 4.3.14, we can now prove that π∗p restricted to the open star

s̊t(p,M̂) of p is injective.

Lemma 4.3.15 (Injectivity of π∗p restricted to s̊t(p,M̂)) Assume conditions C1 and C2 of
Theorem 4.0.3. Let ε be sufficiently small. For each point p ∈ P, the map π∗p is injective on the

open star s̊t(p,M̂).

Proof Note that since lk(p,M̂) is a PL (k − 1)-sphere from Lemmas 4.2.2 (2) and 4.2.4,
we get st(p,M̂) to be a PL k-ball. This implies ∂st(p,M̂) = lk(p,M̂).

For convenience, rewrite f = π∗p and S = st(p,M̂). From Remark 4.3.10, we get S to be
a oriented PL k-ball, and, by Lemma 4.3.12, f = π∗p is a simplexwise positive mapping of
S into TpM. Let f (Sk−1) be the image by f of the (k − 1)-skeleton of S (i.e. the set of faces
of S of dimension at most k − 1) and let R be any connected open subset of TpM− f (∂S).
From Lemma 2.5.21, any two points of R \ f (Sk−1) are covered the same number of times.
If this number is 1, then f , restricted to the open subset f −1(R) of star(p), is injective onto
R.

To prove the lemma, it is therefore sufficient to prove that there exists a point g in
S \ Sk−1 whose image f (g) is not covered by any other point x of S \ Sk−1, i.e. f (g) , f (x)
for all x , g and x ∈ S \ Sk−1. Let σ be a k-simplex [q0, . . . , qk] of S and let

g =
1

k +1

k∑

i=0

qi .
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Using Lemma 4.3.14 and the facts that Θσ ≥ Θ0 (since the simplices of M̂ are Θ0-fat),
∆σ ≥ δ lfs(p), and ε/δ ≤ η0 (Hypothesis 3.4.1), we have

dist(g,∂σ) ≥ k!Θ
k
σ∆σ

k +1
≥

k!Θk
0

k +1
× δ lfs(p)

≥
k!Θk

0

k +1
× ε lfs(p)

η0
= C ′ε lfs(p) (4.18)

where C ′ = k!Θk
0

(k+1)η0
.

Also, from Lemma 14b of Chapter 4 of [Whi57a], Eq. (4.18) and using the fact that
‖πp(x)− x‖ ≤ C ε2lfs(p) for all x ∈ σ (Lemma 4.3.4), we have

dist(πp(g),∂πp(σ)) ≥ C ′εlfs(p)− 2C ε2lfs(p), (4.19)

Since πp embeds S into TpM (from Lemma 2.4.2) with πp(S) = st(p,Delξp (Pp)) and

Delξp (Pp) is a trinagulation of a k-dimensional convex hull (see the discussion on the
general position assumption at the beginning of this chapter), Eq. (4.19) implies that, for
all x ∈ S \ intσ

‖πp(g)−πp(x)‖ ≥ C ′εlfs(p)− 2Cε2lfs(p). (4.20)

From Eq. (4.20), we have for all x ∈ S \ intσ

‖π∗p(x)−π∗p(g)‖ ≥ ‖πp(x)−πp(g)‖ − (‖πp(x)− x‖+ ‖π∗p(x)− x‖)
− (‖πp(g)− g‖+ ‖π∗p(g)− g‖)

≥ C ′εlfs(p)− 6C ε2lfs(p) > 0 (4.21)

The last inequality holds for a sufficiently small ε.
Claim 4.3.13 together with Eq. (4.21) show that π∗p(x) , π

∗
p(g) for all x ∈ S \ {g}. Hence,

g is not covered by any other point of S , and the lemma follows. �

We will now prove that π is also injective when restricted to s̊t(p,M̂).

Lemma 4.3.16 (Injectivity of π restricted to s̊t(p,M̂)) Assume conditions C1 and C2 of
Theorem 4.0.3. Let ε be sufficiently small. For all p in P, the map π restricted to s̊t(p,M̂) is
injective.

Proof To reach a contradiction, assume that there exist x1, x2 (x1 , x2) in star(p)\∂star(p)
such that π(x1) = π(x2). Then π∗p(x1) = π

∗
p(x2) = Nπ(x1)M∩ TpM. Which contradicts the

fact that π∗p is injective when restricted to s̊t(p,M̂) from Lemma 4.3.15. �

We will now show that for all p ∈ P, we have π−1(p) = {p} when π is restricted to M̂.
The following lemma will be used to show that π restricted to M̂ is a homeomorphism
between M̂ andM in Lemma 4.3.1.

Lemma 4.3.17 Let ε be sufficiently small. For all p in P and restricting the map π to M̂, we
have π−1(p) = {p}.

Proof To reach a contradiction, we assume that there exists a k-simplex τ = [q0, . . . , qk]
in M̂ such that there exists x ∈ τ with x , p and π(x) = p.

We will have to consider the following two cases.
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Case 1. p is a vertex of τ. This implies that the unit vector u ∈ aff(τ) along the line
joining the points p and x lies in NpM. But from Lemma 4.1.1 and ε sufficiently small,
we have sin∠(aff(τ),TpM) ≤ Aε < 1.

Case 2. p is not a vertex of τ. The outline of the proof for case 2 is the following: we will
divide the k-simplex τ into a union of k +2 convex cells and show that for each convex
cell the distance of any point of the cell to p is Ω(ε lfs(q)), where q is a vertex of τ. For ε
sufficiently small, we will reach a contradiction from Lemma 4.3.4.

Since M̂ has no inconsistent configuration, τ is in star(q0). Let m = Vorω(τ)∩ Tq0M.
From Lemma 3.4.2, we have

R =
√
‖m− q0‖2 −ω(q0)2

≤ ‖m− q0‖
≤ C1ε lfs(q0). (4.22)

Using the facts that for all vertices qi , qj of τ, ‖qi − qj‖ ≤ C2ε lfs(qi) (from
Lemma 3.4.3 (1)), lfs is 1-Lipschitz and ε sufficiently small, we have

lfs(qj ) ≥ lfs(qi )− ‖qi − qj‖
≥ (1−C2ε) lfs(qi )

≥ lfs(qi )
2

(4.23)

Therefore using Eq. (4.22) and (4.23), we have for all vertices qi of τ

R ≤ C1ε lfs(q0) ≤ 2C1ε lfs(qi ) . (4.24)

Consider the edge qiqj of τ and let cij be the projection of m onto the line segment

[qi qj ]. Observe that the ball of radius rij =
√
‖cij − qi‖2 −ω(qi )2 ≤ R centered at cij is

orthogonal to the balls B(qi ,ω(qi)) and B(qj ,ω(qj )). Using the fact that P is a (ε,δ)-lfs
sample ofM and Lemma 2.4.3 (2), we have

rij ≥

√
1− 4ω2

0 ‖qi − qj‖
2

≥ bδmax{lfs(qi ), lfs(qj )} (4.25)

where b =
√
1−4ω2

0
2 .

For all qi ∈ {q0, . . . , qk}, let

λ(qi ) = max

{
ω(qi ),

b

4
δ lfs(qi )

}
.

Observe that λ(qi ) < nn(qi )/2. For ε ≤ 1/2 and Lemma 2.2.1 (1),

λ(qi ) <
nn(qi )

2

≤ ε

1− ε lfs(qi )
≤ 2ε lfs(qi ) . (4.26)
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M

c

cij
yji yij

xji xij

B(c, R)

B(qi,λ(qi))B(qj ,λ(qj))

B(cij , rij)

zji zij

qj qi

Figure 4.2: Refer to the proof of Lemma 4.3.17, Case 2.

Let xij = [cij qi]∩ ∂B(cij , rij ) and yij = [cij qi]∩ ∂B(qi ,λ(qi)). Note that xij = ∂B(c,R)∩
[cij qi ], see Figure 4.2.

Therefore

‖xij − yij‖ = rij +λ(qi )−
√
r2ij +ω(qi )

2

=
2rijλ(qi ) +λ(qi )2 −ω(qi )2

rij +λ(qi ) +
√
r2ij +ω(qi )

2

≥
2rij λ(qi )

R+λ(qi ) +
√
R2 +λ(qi )2

since λ(qi ) ≥ ω(qi ) and rij ≤ R

≥
2rij λ(qi )(

2C1ε +2ε +
√
4C2

1ε
2 +4ε2

)
lfs(qi )

from Eq. (4.24) and (4.26)

≥ b2δ2lfs(qi )

4ε(C1 +1+
√
C2
1 +1)

using λ(qi ) ≥ bδlfs(qi )
4 and Eq. (4.25)

≥ b2δ lfs(qi )

4η0(C1 +1+
√
C2
1 +1)

since ε/δ ≤ η0 from Hypothesis 3.4.1

Using the fact that rij ≥ ‖xij − yij‖, we have

A2
ij

def
= (2rij − ‖xij − yij‖)× ‖xij − yij‖
≥ rij × ‖xij − yij‖
≥ C2

6δ
2lfs(qi )

2
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where C6 is a constant that depends on ω0 and η0.

c, R)

ij , rij)

M

c

cij

yij

zij

xij

Figure 4.3: Intersecting Chords Theorem.

Let zij denote the point closest to yij on ∂B(c,R).
From the Intersecting Chords Theorem (see Figure 4.3) for circles, we have :

(2R− ‖zij − yij‖)× ‖zij − yij‖ = A2
ij .

By the definition of zij , the solution to the above quadratic equation in ‖zij − yij‖ is the
smaller root:

‖zij − yij‖ = R−
√
R2 −A2

ij

=
A2
ij

R+
√
R2 −A2

ij

≥
A2
ij

2R
≥

C2
6

4C1η
2
0

ε lfs(qi )
def
= 2C7ε lfs(qi )

The last inequality follows from the facts that R ≤ 2C1ε lfs(qi) (from Eq. (4.24)) and
ε/δ ≤ η0.

Using the fact that ε is sufficiently small and Eq. (4.23), we have for all vertices q of τ

‖zij − yij‖ ≥ 2C7ε lfs(qi ) ≥ C7ε lfs(q)

Let conv(S) denote the convex hull of the points yij :

S =
{
yij | i, j (, i) ∈ {0, . . . , k}

}
.

Using convexity, we have

dist(conv(S),∂B(c,R)) = min
i, j (,i) ∈ {0, ..., k}

‖zij − yij‖ ≥ C7ε lfs(q) (4.27)

for all vertices q ∈ {q0, . . . , qk}.
Recall that we have assumed in the beginning of the proof that x ∈ τ and π(x) = p.

Eq. (4.27) implies that x < conv(S). Indeed, if x ∈ conv(S), then from Eq. (4.27) and the
fact that the ball B(c,R) is empty, we will have

‖x − p‖ ≥ C7ε lfs(q)
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for all vertices q of τ. But from Lemma 4.3.4, we have

‖x − p‖ = ‖x −π(x)‖ ≤ Cε2lfs(q)

for all vertices q of τ. We have reached a contradiction for ε sufficiently small. Hence
x < conv(S).

Let Si = {yij | j ∈ {0, . . . , k} \ {i}} ∪ {qi}. The convex hulls of Si , conv(Si), satisfies the
following properties :

conv(Si ) ⊂ B(qi ,λ(qi ))

τ = conv(S)∪




⋃

i∈{0,..., k}
conv(Si )


 (4.28)

If x ∈ conv(Si ), then from Lemma 4.3.4, we have for ε sufficiently small

‖qi − p‖ ≤ ‖qi − x‖+Cε2 lfs(qi )
≤ λ(qi ) +Cε2 lfs(qi )

<
nn(qi )

2
+Cε2 lfs(qi ) since λ(qi ) <

nn(qi )
2

< nn(qi )

The last inequality holds for ε < 1
2Cη0

. We have reached a contradiction.
Since x < conv(Si) and x < conv(S), it follows that x < τ. We have therefore reached a

contradiction, i.e. there does not exit x ∈ τ such that π(x) = p. �

Definition 4.3.18 Let M̂ def
=

⋃
i M̂i andM

def
=

⋃
jMj where M̂i andMj denotes the con-

nected components, see Definition 2.5.12 in Section 2.5, of M̂ andM respectively. Also, let

Qi
def
= P∩M̂i .

We will need the following technical lemma.

Lemma 4.3.19 1. M̂ =
⋃
p∈P s̊t(p,M̂).

2. M̂i =
⋃
p∈Pi st(p,M̂) =

⋃
p∈Pi s̊t(p,M̂). This implies M̂i is a compact and connected

topological k-manifold without boundary.

Proof 1. Let x ∈ M̂, and σ ∈ M̂ be the minimal simplex1 containing x. For all vertices p
of σ , x < lk(p,M̂) and this implies x ∈ s̊t(p,M̂). This in turn implies

M̂ =
⋃

p∈P
s̊t(p,M̂).

2. To reach a contradiction lets assume that there exists p ∈ Qi such that st(p,M̂) 1 M̂i .
Using the fact that st(p,M̂) is connected2 and Lemma XXX we have st(p,M̂)∪M̂i (( M̂i

from the initial assumption) is connected. We have reached a contradiction.
The proof that M̂i =

⋃
p∈Qi s̊t(p,M̂) can be shown using the same arguments as the

ones used in the proof of part 1. �

1σ being a minimal simplex containing x means x ∈ σ and for all proper subsimplices τ ( σ , x ∈ τ.
2As st(p,M̂) is a union of simplices incident on p and simplices are connected, therefore, from Lemma lem-

union-connected-disjoint-connected, we get st(p,M̂) is connected.
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Following lemma (and the proof) is similar to [GW04a, Lem. 3].

Lemma 4.3.20 Let P be a (ε,δ)-lfs sample ofM with ε < 1. For all connected componentsMj

ofM, we have P∩Mj , ∅.

Proof We will use the following technical result on local feature size.

Claim 4.3.21 LetMi andMj (,Mi) be two connected components ofM. For all p ∈Mi , if
r < lfs(p) then

B̄(p,r)∩Mj , ∅.

Proof To reach a contradiction lets assume that B(p,εlfs(p))∩Mj , ∅. Let q be a point
in B(p,εlfs(p))∩Mj , ∅ and M̃ =M\Mi . Consider the following function:

f : [pq]→ [0,∞), f (x) = dist(x,Mi )−dist(x,M̃)

It is easy to see that f is continuous, and f (p) < 0 and f (q) > 0. From continuity of f it
follows that there exists x ∈ [pq] such that dist(x,Mi ) = dist(x,M̃). This implies x belongs
to the medial axis O ofM. Which in turn implies, from the definition of lfs,

lfs(p) = dist(p,O) ≤ ‖p − x‖ ≤ r < lfs(p).

We have reached a contradiction. �

Let p be a point in the connected componentMi ofM. Since P is an (ε,δ)-lfs sample
ofM, B̄(p,εlfs(p))∩ P , ∅. But from the above claim, we have B̄(p,εlfs(p))∩Mj = ∅ for all
connected componentMj ,Mi ofM. This impliesMi ∩ P , ∅. �

The following lemma is a direct consequence of Lemmas 4.3.16, 4.3.19 (1), and
Theorem 2.5.16.

Lemma 4.3.22 (Open map) Assume condition C1 and C2 of Theorem 4.0.3. If ε is suffi-
ciently small, then π restricted to M̂ (or M̂i) is an open map toM.

Proof Using the fact that s̊t(p,M̂) is an open set of M̂, Lemmas 4.3.16 and 4.3.19 (1),
and Theorem 2.5.16, we have π restricted to M̂ is an open map. Similarly, we can show
that π is an open map when restricted to M̂i . �

We can show that π restricted to M̂i , a connected component of M̂, is a covering map
for some connected componentMj ofM, i.e., the following lemma.

Lemma 4.3.23 (Covering) Assume condition C1 and C2 of Theorem 4.0.3 and ε is suffi-
ciently small. For all M̂i there existsMj such that

1. π(M̂i ) =Mj , and

2. π : M̂i →Mj is a covering map
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Proof 1. Since M̂i is a compact (from Lemma 4.3.19 (2)) and π is continuous, therefore
from Lemma 2.5.6, π(M̂i) is compact. Using the facts that π(M̂i) is compact, M is a
Hausdorff space and Lemma 2.5.5 we get π(M̂i) is closed. This implies there exits an
open set U1 ⊆M such thatM−π(M̂i ) =U . Let U1 =U ∩Mj .

As M̂i is connected and π is continuous, we have from Lemma 2.5.9, π(M̂1) is
connected. This implies, together with the Lemma 2.5.13, that there existsMj such that
π(M̂i) ⊆Mj . Using the facts that π restrictedM is an open map (from Lemma 4.3.22)
and s̊t(p,M̂) is an open set of M̂, we get π(M̂i ) =

⋃
p∈Pi π(s̊t(p,M̂)) is an open set ofM.

Let U1 =U ∩Mj and U2 = π(M̂i ). Note that U2 ⊆Mj .
SinceMj = U1 ∪U2 with U1 ∩U2 = ∅,Mj connected, π(|M̂i |) ⊆Mj and π(|M̂i |) , ∅,

this implies U1 = ∅ which in turn implies π(|M̂i |) =Mj .
2. Let x ∈Mj , and let S = π−1(x)∩M̂i . For all p ∈ P, π restricted to s̊t(p,M̂) is injective

(Lemma 4.3.16), and for all M̂i , M̂i = ∪p∈Qi s̊t(p,M̂) (Lemma 4.3.19). Therefore, |S | ≤ |Qi |.
Without loss of generality, lets assume that S = {x1, . . . , xl}.

Since π : M̂ → M is an open map (from Lemma 4.3.22), π(s̊t(p,M̂)) is open inM.
Since M̂ is a Hausdroff space, for all r ∈ {1, . . . , l} there exists open set Vr ⊂M such that
(a) xr ∈ Vr , (b) Vr ⊂ s̊t(pr ,M̂), and (c) for all r1, r2 (, r1) ∈ {1, . . . , l}, Vr1 ∩Vr2 = ∅. Also note
that π(Vr ) ⊂Mj . Since π |M̂ is an open map, V =

⋃
r f (Vr ) ⊂Mj is an open set ofMj . The

open sets Ur = π−1(V )∩Vr satisfy the following conditions:

• π |−1M̂i
(V ) =

⋃
r Ur .

• π :Ur → V is a continuous bijective map. This follows from the fact that π(Ur ) = V
and π restricted to s̊t(pr ,M̂) (⊇Ur ) is injective (from Lemma 4.3.16).

• ∀r1, r2 (, r1) ∈ {1, . . . , l}, Ur1 ∩Ur2 = ∅.

• Since π restricted toM (⊃ Ur) is an open map (from Lemma 4.3.22), π restricted
to Ur is a continuous bijective map, we get, from Lemma 2.5.15, π : Ur → V is a
homeomorphism.

Therefore π : M̂i →Mj is a covering map. See, Defintion 2.5.19 in Chapter 2. �

Proof of homeomorphism, i.e., Lemma 4.3.1 1. For all connected componentsMj ofM,
there exists p ∈Mj ∩P from Lemma 4.3.20. Without loss of generality let p ∈ M̂1. This
implies π(p) = p ∈Mj ∩π(M̂1). From Lemma 4.3.23 (1) and the fact thatMj ∩π(M̂1) , ∅,
we get π(M̂1) =Mj .

As this is true for all the components ofM, therefore we have proved that π(M̂) =M.
2. We will first show that for allMj there exists M̂i such that

π |−1M̂ (Mj ) = M̂i .

To reach a contradiction lets assume that π(M̂1) = π(M̂2) =Mj . Since M̂1 and M̂2 are
components of M̂, M̂1 ∩M̂2 = ∅ (from Lemma 2.5.13 (3)). Together with the facts that
π(M̂1) = π(M̂2) = Mj and M̂1 ∩ M̂2 = ∅, we have for all x ∈ Mj , the size of the set
π−1∩M̂1∩M̂2 is not less than 2. But from Lemma 4.3.17, we know that for all p ∈ P1∪P2,
π−1(p) = {p}. And we have reached a contradiction.
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We will now show that π : M̂i →Mj whereMj = π(M̂i ) and a component ofM. From
Lemma 4.3.23 (2), we know that π : M̂i →Mj is a covering map. This implies, using the
facts that ∀ p ∈ Pi π−1(p) = {p},Mj is connected (see Lemma 2.5.13 (1)) and Lemma 2.5.20
we get π restricted to M̂i is injective.

3. We have proved that the map π : M̂ →M is both surjective and injective. Using
the facts that π restricted to M̂ is a continuous bijective map, M̂ is compact andM is a
Hausdorff space, and Theorem 2.5.7, we get π : M̂→M is a homeomorphism. �

4.4 Pointwise approximation

Following lemma is a direct consequence is Lemmas 4.3.4 and 4.3.1, and the fact that lfs
is 1-Lipschitz function.

Lemma 4.4.1 (Pointwise approximation) Under conditions C1 and C2 of Theorem 4.0.3,
and ε sufficiently, we have dist(x,π |−1M̂ (x)) = 2Cε2lfs(x). The constant C is defined in

Lemma 4.3.4 and depends on k, ω0, η0 and Θ0.

Proof From Lemma 4.3.1, π restricted to M̂ is a homeomorphism between M̂ andM.
In this proof we will only consider π restricted to M̂.

For x ∈ M, let x′ = π−1(x) ∈ M̂. Let p be a point in P such that x′ ∈ st(p,M̂). From
Lemma 4.3.4, we have

‖x − x′‖ ≤ Cε2 lfs(p). (4.29)

Using the fact that ‖p − x′‖ ≤ C2ε lfs(p) (from Lemma 3.4.3 (1)) and Eq. (4.29),

‖p − x‖ ≤ ‖p − x′‖+ ‖x − x′‖ ≤ (C2ε +Cε
2)lfs(p)

Using the fact that lfs is 1-Lipschitz and ε sufficiently small, we have

lfs(x) ≥ lfs(p)− ‖p − x‖ ≥ (1−C2ε −Cε2)lfs(p) ≥ lfs(p)/2 (4.30)

Using Eq. (4.29) and (4.30), ‖x − x′‖ ≤ 2Cε2lfs(x). �

4.5 Isotopy

We will use the following structural result from [GW04a].

Lemma 4.5.1 For p ∈M and u ∈NpM, ‖u‖ = 1. Then the ball B of radius lfs(p) centered at
p + lfs(p)u does not contain any points fromM in its interior.

Using Lemma 4.5.1, we get the following result:

Lemma 4.5.2 Assume conditions C1 and C2 of Theorem 4.0.3. If ε is sufficiently small, for
all points x, y (, p) in M̂,

[xπ(x)]∩ [yπ(y)] = ∅
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Proof From Lemma 4.3.1, if ε is sufficiently small, then the restriction of π to M̂ gives a
homeomorphism between M̂ andM. Moreover, from Lemma 4.4.1 and for ε sufficiently
small, we have for all x ∈ M̂, ‖x −π(x)‖ ≤ 2Cε2lfs(π(x)) < lfs(π(x)).

To reach a contradiction lets assume there exist x, y (, x) ∈ M̂ such that [xπ(x)] ∩
[yπ(y)], and let z = [xπ(x)]∩ [yπ(y)]. As π restricted to M̂ is a homeomorphism, π(x) ,
π(y). Since π is a projection onto the manifoldM, z belongs to the affine spaces Nπ(x)M
and Nπ(y)M. Without loss of generality, we can assume that ‖π(y)− z‖ ≤ ‖π(x)− z‖. We
observe that π(x) , z as

π(x) = z =⇒ π(x) = π(y) =⇒ x = y

The 2nd last inequality follows from the definition of π and the last inequality follows
from the fact that π restricted M̂ gives a homeomorphism between M̂ andM.

Let u be a unit vector in Nπ(x)M oriented from x to π(x). Note that

π(x), π(y) ∈ B̄(z, r) ⊂ B̄(z1, r1)

where r = ‖x−π(x)‖, r1 = lfs(π(x)) and z1 = π(x)+ lfs(π(x))u. As ∂B(z, r)∩∂B(z1, r1) = π(x),
we have π(y) ∈ B(z1, lfs(π(x))). We have reached a contradiction from Lemma 4.5.1. �

Consider the following map:

F : M̂ × [0, 1]→ Rd , with F(x, t) = x + t (π(x)− x) .

We will denote by Ft = F(·, t) andMt = Ft(M̂) for all t ∈ [0,1]. It is easy to see that F(x, t)
(and Ft) is continuous, M0 = M̂, and since π restricted to M̂ gives a homeomorphism
between M̂ andM,M1 =M.

Using the facts that M̂ is compact,Mt is a Hausdorff space (asMt is a subspace with
the subspace topology of Rd), and Ft is continuous, we get, using Theorem 2.5.7, the
following result:

Lemma 4.5.3 Assume conditions C1 and C2 of Theorem 4.0.3. If ε is sufficiently small, then
for all t ∈ [0,1], Ft : M̂→Mt is a homeomorphism.

This implies:

Lemma 4.5.4 (Isotopy) Assume conditions C1 and C2 of Theorem 4.0.3. If ε is sufficiently
small then

F : M̂ × [0,1] −→ Rd

is an isotopy.



Chapter 5

Sampling and meshing of submanifolds

We propose an algorithm to sample and mesh a k-submanifold M of positive reach
embedded in Rd . The algorithm first constructs a crude sample ofM. It then refines the
sample according to a prescribed parameter ε, and builds a mesh that approximatesM.
Differently from most algorithms that have been developped for meshing surfaces of R3,
the refinement phase does not rely on a subdivision ofRd (such as a grid or a triangulation
of the sample points) since the size of such scaffoldings depends exponentially on the
ambient dimension d. Instead, we only compute local stars consisting of k-dimensional
simplices around each sample point. By refining the sample, we can ensure that all stars
become coherent leading to a k-dimensional triangulated manifold M̂. The algorithm
uses only simple numerical operations. We show that the size of the sample is O(ε−k)
and that M̂ is a good triangulation ofM. More specifically, we show thatM and M̂ are
isotopic, that their Hausdorff distance isO(ε2) and that the maximum angle between their
tangent bundles is O(ε). The asymptotic complexity of the algorithm is T (ε) =O(ε−k

2−k)
(for fixedM, d and k).

5.1 Introduction

We intend to sample and mesh a k-manifold M of positive reach embedded in Rd .
Manifolds of positive reach have been introduced by Federer [Fed59, Fed69] and include
in particular C2 manifolds. By mesh, we mean an embedded polyhedral approximation
ofM made up of simplices. We are especially interested in the case where the dimension
k ofM is much smaller than d, and intend to design an algorithm whose complexity
depends on k rather than on d. Applications can be found in scientific computing for
solving partial differential equations where the domain of interest has the structure of a
manifold, in dynamical systems for computing the topology of space attractors, and in
statistics and machine learning to approximate statistical manifolds.

Related work. The problem of triangulating manifolds has a long history in the math-
ematical literature. In differential topology, seminal contributions are due to Whit-
ney [Whi57a], Cairns [Cai61], Munkres [Mun66], Whitehead [Whi40] to name a few.
Although these papers are not of an algorithmic nature, they introduce and study several
interesting concepts that have been extensively used in Computational Geometry recently
such as Voronoi diagrams restricted to a manifold, ε-rch sample of a manifold, fat (or
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thick) triangulations. However, these papers do not discuss the geometric quality of the
approximation nor the size of the sample. The optimal sampling and approximation of
convex bodies is also a long standing problem in convex optimization with major con-
tributions by Gruber [Gru93, Gru04] and Dudley [Dud74]. Recently, Clarkson [Cla06]
extended this line of work to non-convex smooth manifolds of arbitrary dimensions.
However, his algorithm follows an intrinsic point of view which makes it difficult to
use in practice since it requires to compute geodesic distances on the manifold which
may be quite complicated in practice [PC05]. Other, more practical algorithms for ap-
proximating convex bodies, including the well-known sandwich algorithm, have been
analyzed by Kamenev [Kam08]. We are not aware of similar studies for non convex
manifolds except for the case of surfaces embedded in R3 which has been extensively
studied in the Computational Geometry literature. See [CG06] for a recent survey. These
methods start by computing some subdivision of the embedding space (such as a grid or a
triangulation of the sample points) and their direct extension to higher dimensions would
face an exponential dependence on d. A step in this direction is the extension of the
celebrated Marching Cube algorithm to manifolds of higher dimensions [Min03, BWC02].
Continuation methods do not use any subdivision of the ambient space and are close in
spirit to our approach. They construct a triangulated approximation of a k-dimensional
submanifold in a greedy way and extend the current k-dimensional triangulated domain
by adding a neighborhood of a boundary point. Some experimental results can be found
in [Hen02] but no theoretical analysis of continuation methods is available.

Our approach. In this chapter, we will follow the extrinsic approach but show that
we can avoid using any d-dimensional data structure (except in the initialization step).
We will extends a technique developed for anisotropic mesh generation [BWY08] and
build on results from Chapter 3 investigating the related problem of manifold reconstruc-
tion [BG11].

We assume that the manifoldM to be meshed has a positive reach and that we know
a lower bound on the reach. In addition we assume that we can compute, for each point
p ∈M, the k-dimensional tangent space TpM ofM at p.

The algorithm starts with a sufficiently dense sample ofM and then refines the sample
and builds a mesh that approximatesM so as to satisfy a prescribed sampling rate ε.
The size of the initial sample does not depend on ε but only onM. For each sample
point p ∈ P, we compute its k-dimensional star, like in Chapter 3, in the restriction of
the d-dimensional Delaunay triangulation of the sample P to the tangent space TpM at
p. Such a star can be computed in the k-dimensional flat TpM once we have projected P

onto TpM.
As we have seen in Chapter 3, in general, the stars do not glue coherently and it may

well happen that q is a vertex in the star of p while p is not a vertex in the star of q. The
crucial observation is that by refining the sample, we can ensure that all the stars become
coherent leading to a k-dimensional mesh M̂. For ε small enough, we show that the size
of the sample is O(ε−k) and that M̂ is a good approximation ofM. Specifically, we show
thatM and M̂ are isotopic, that their Hausdorff distance is O(ε2) and that the maximum
angle between their tangent spaces is O(ε). Our bound on the Hausdorff distance matches
the lower bound of Clarkson [Cla06] (up to a multiplicative constant that depends onM).
The bound on the angle between the tangent spaces seems to be new.
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To refine the mesh according to a sampling parameter ε, we need an oracle to query the
manifold and to compute new points onM. This is a critical issue with respect to practical
efficiency. In our algorithm, we only need to compute a point in the (0-dimensional)
intersection ofM with a (d − k)-flat. Except from the oracle and the projection of points
onto k-dimensional flats (the tangent spaces at the points of P), all computations are
performed in those k-flats. As a consequence, the asymptotic complexity of the algorithm
is O(ε−k

2−k) for fixed k, d, andM. Hence, while our approach is extrinsic, the ambient
dimension appears only as an additive constant hidden in the big-O.

This work combines four main ideas that have been introduced separately before :
the general mechanism of Delaunay refinement [Che97, Rup95, BO05], the concept
and properties of Delaunay triangulations restricted to a manifold [ACDL02a, CDR05a,
Ede01], the notion of tangential Delaunay complex [BF04, BG11], and a perturbation
technique due to Li to remove flat simplices [Li03a]. Several of the structural results we
need are borrowed from [BG11]. However, the algorithm in [BG11] takes as input a given
set of points while here the algorithm has to construct the sample as well as the mesh,
which makes the algorithm different and its analysis more delicate. This work also aims
at clarifying the basic operations that are required to triangulate a manifold.

Organization of the chapter. We recall in Section 5.2 the definition of tangential De-
launay complex in the unweighted case. More general definition is given in Chapter 3.
This complex is embedded in Rd but is not in general a k-dimensional triangulation due
to the presence of so-called inconsistent configurations to be studied in Section 5.2. To
remove inconsistent configurations, we propose an algorithm that refines the complex.

The algorithm is described in Section 5.3 and analyzed in Section 5.4.
Lastly, in Section 5.5, we show that the output of the algorithm is a good approxima-

tion ofM using results from Chapter 4.

5.2 Definitions and preliminaries

This section recalls some definitions and results of tangential Delaunay complexes, bor-
rowed from Chapter 3.

Note that in this chapter we will only use the notation of unweighted tangential
Delaunay complexes. For completeness, proof of the results for this special case will be
are given in the appendix.

5.2.1 Revisiting tangential Delaunay, unweighted

Let P be a finite set of points onM and Del(P) be the d-dimensional Delaunay triangula-
tion of P, i.e. the collection of all the simplices with vertices in P that admit an empty
circumscribing d-dimensional ball. A ball (or more generally any domain of Rd ) is called
empty if its interior contains no point of P. Let in addition Delpi (P) be the Delaunay trian-
gulation of P restricted to the tangent space TpiM, i.e. the collection of all the simplices
with vertices in P that admit an empty circumscribing d-dimensional ball centered on
TpiM. Equivalently, the simplices of Delpi (P) are the simplices of Del(P) whose Voronoi
dual face intersect TpiM. Observe that Delpi (P) is in general a k-dimensional complex
and can always be made k-dimensional by applying some infinitesimal perturbation on
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P. We will assume that the points of P are in general position in the rest of the chapter,
meaning that all Delpi (P) are k-dimensional triangulations. Finally, write star(pi ) for the
star of pi in Delpi (P), i.e. the set of simplices that are incident to pi in Delpi (P).

We recall the definition of tangential Delaunay complex and some known results from
[BF04, BG11].

Definition 5.2.1 (Tangential Delaunay complex) We call tangential Delaunay complex
the simplicial complex DelTM(P) = {τ,τ ∈ star(p),p ∈ P}.

Plainly, DelTM(P) is a subcomplex of Del(P). The following easy lemma is crucial
since it shows that computing the tangential Delaunay complex reduces to computing n
weighted Delaunay triangulations in k-dimensional flats if n denotes the cardinality of P.

We denote by πi : P→ TpiM the orthogonal projection of P onto TpiM and by Fi :
P→ TpiM×R the 1-1 mapping that associates to a point p the weighted point defined by

Fi(p) = (πi(p),
√
β2 − ‖πi(p)− p‖2) where

β =max
x∈P
‖πi(x)− x‖.

Following lemma is a direct consequence of Lemma 2.4.2.

Lemma 5.2.2 Delpi (P) is the pullback by Fi of the k-dimensional weighted Delaunay triangu-
lation of Fi(P).

Let τ = [p0, . . . ,pk] be a k-simplex with vertices in M and let denote by Bpi (τ) the
d-dimensional ball circumscribing τ that is centered on TpiM. The corresponding center
and radii are denoted by cτ(pi) and Rτ(pi). The following lemma, which is a variant of
Lemma 10 in [BG11], bounds the size of the simplices of DelTM(P) as a function of the
sampling density. See Appendix B.1 for a proof.

Lemma 5.2.3 Let P be an ε-rch sample of a manifoldM with ε ≤ 1/8. Then we have:

1. Vor(p)∩TpM⊆ B(p,4ε rch(M)).

2. for any k-simplex τ ∈ star(p), Rp(τ) ≤ 4ε rch(M).

3. for all edges pq ∈DelTM(P), ‖p − q‖ ≤ 8ε rch(M).

In general, the tangential Delaunay complex is not a triangulated k-manifold. This is
due to the presence of so-called inconsistent simplices. Let τ be a k-simplex in the star of
pi which is not in the star of pj . Equivalently, the Voronoi (d − k)-dimensional face Vor(τ)
dual to τ intersects TpiM (at a point cpi (τ)) but does not intersect TpjM. Observe that cpi (τ)
is the center of an empty d-dimensional ball Bpi (τ) circumscribing τ. Let cpj (τ) denote
the intersection of aff(Vor(τ)) with TpjM. Differently from Bpi (τ), the d-dimensional ball
Bpj (τ) centered at cpj (τ) that circumscribes τ contains a subset Pj (τ) of points of P in
its interior. Accordingly, the line segment [cpi (τ)cpj (τ)] intersects the interior of some
Voronoi cells (in particular, the cells of the points of Pj (τ)). We denote by pl the point of
P\τ whose Voronoi cell is hit first by the segment [cpi (τ)cpj (τ)], when oriented from cpi (τ)
to cpj (τ). We now formally define an inconsistent configuration.
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Definition 5.2.4 (Inconsistent configuration) Let φ = [p1, p2, . . . , pk+2] and let pi ,pk , pl ∈
φ. We say that φ is an inconsistent configuration of DelTM(P) witnessed by pi , pj , pl if

1. The k-simplex τ = φ \ {pl} is in star(pi) but not in star(pj ), i.e. TpiM∩Vor(τ) , ∅ and
TpjM∩Vor(τ) = ∅.

2. Vor(pl) is one of the first cell of Vor(P) whose interior is intersected by the line seg-
ment [cpi (τ)cpj (τ)], where cpi (τ) = TpiM∩Vor(τ) and cpj (τ) = TpjM∩ aff(Vor(τ)), and
[cpi (τ)cpj (τ)] is oriented from cpi (τ) to cpj (τ).

Write iφ for the first point of Vor(pl ) hit by the oriented segment [cpi (τ)cpj (τ)]. iφ is the
center of an empty d-dimensional ball that circumscribes φ. Hence φ is a Delaunay (k+1)-
simplex and iφ is the point on [cpi (τ)cpj (τ)] that belongs to Vor(φ), the Voronoi face dual to
φ. Since we assumed that the points are in general position, an inconsistent configuration
cannot belong to the tangential Delaunay complex (which does not contain faces of
dimension greater than k). Observe also that some of the subfaces of an inconsistent
configuration may not belong to the tangential Delaunay complex.

We will use the same notations for inconsistent configurations as for simplices, e.g.
rφ and cφ for the circumradius and the circumcenter of φ, ρφ and Θφ for its radius-edge
ratio and fatness respectively. We also write R̃φ = ‖iφ − pi‖, where pi is a vertex of φ. Note
that R̃φ = ‖iφ − pi‖ ≥ ‖cφ − pi‖ = Rφ .

The following important lemma bounds the radius and fatness of an inconsistent
configuration.

Lemma 5.2.5 Let φ be an inconsistent configuration witnessed by p, q and r, and let τ = φ\{r}.
Assume that Rφ < rch(M)/4, and write θ = maxθx where θx = ∠(aff(τ),TxM) and x is a

vertex of τ (sinθ ≤ 4ρτ Rτ
Θτ rch(M) by Corollary 2.3.3). We have

1. R̃φ ≤ Rτ
cosθ .

2. Θφ ≤ Rτ
rch(M)cosθ

(
1+ 4ρτ

Θτ

)
.

5.3 Algorithm

We now describe our meshing algorithm. The algorithm assumes that we know the
dimension k ofM and that we can get the tangent space TpM at any point p ∈ M. In
addition, we assume to know a positive lower bound on the reach of the manifoldM. We
write it also rch(M) for simplicity.

The algorithm takes as input parameters ε, ρ0 ≥ 1/2, Θ0 < 1/2. The sampling parame-
ter ε will be used in Section 5.5 to bound the size of the sample and the approximation
error. The two constants ρ0 and Θ0 are used below to define (Θ0,ρ0)-good simplices and
(Θ0,ρ0)-slivers. These are variants of definitions introduced in Section 2.3 and will be
useful for analyzing the refinement algorithm of this chapter. Additional parameters and
conditions will be specified in Section 5.4.

The algorithm first constructs an initial sample P0 ofM of constant size. Then, it
upsamples P0 by inserting new points onM in a greedy way so as to satisfy a sampling
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condition expressed in terms of parameter ε, and making sure that all the stars are
consistent.

We now detail the main features of the algorithm.

5.3.1 Primitive operations

We assume that the manifold is generic in the sense that the intersection of any (d − k)-
flat with the manifold is a bounded set of points. The only primitive operation of our
algorithm that involvesM, namely ints(M,F), computes the intersection ofM with a
(d − k)-flat F. This primitive operation can be implemented for various representations of
M : e.g. whenM is given implicitly as a system of d − k algebraic equations, computing
ints(M,F) reduces to solving a 0-dimensional system of d-variate algebraic equations.

We will also need to pick random points in Euclidean balls of Rk .

5.3.2 Computing the initial sample P0

The construction of the initial sample P0 can be done in various ways. We can use the
continuation method of [Hen02] or use a simpler grid. We sketch the grid method which
is easy to implement although the construction requires 2O(d logd) time. Take a uniform
d-dimensional grid with cells of diameter rch(M)/16 and pick the intersection points
between the manifold and the (d − k)-faces of the grid to build a set S ⊂M which is an
1
32 -rch sample ofM. To make the sample sparse, we do the following:

1. Set P0 = ∅ and S̄ = S ;

2. Take a point p from S̄ , insert p in P0, and remove from S̄ the points that belong to
B(p,rch(M)/32).

3. Repeat Step 2 until S̄ = ∅.

It is easy to see that the subsample P0 ⊆ S ⊂M will be a
(
1
16 ,

1
32

)
-rch sample ofM.

5.3.3 Good simplices and slivers

We adapt the following definitions from [Li03a].

Definition 5.3.1 ((Θ0,ρ0)-good simplex) A simplex τ is a (Θ0,ρ0)-good simplex if ρτ ≤ ρ0
and

min
σ⊆τ,

dim(σ)>0

Θ

1
dim(σ)
σ ≥ Θ0 ,

where dim(σ) denotes the dimension of the simplex σ .

Definition 5.3.2 ((Θ0,ρ0)-sliver) A j-simplex τ is called a (Θ0,ρ0)-sliver if j > 1, ρτ ≤ ρ0,
Θτ <Θ

j
0, and all of its proper subfaces are (Θ0,ρ0)-good simplices.

Remark 5.3.3 For the rest of this chapter when we talk about good simplex and slivers we will
mean (Θ0,ρ0)-good simplex and (Θ0,ρ0)-sliver respectively.
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The next lemma follows from Lemma 5.2.5 (2). It relates inconsistent configurations
and slivers.

Lemma 5.3.4 Let φ be an inconsistent configuration witnessed by p, q and r, and let τ be the
k-dimensional simplex φ \ {r}. Assume that ρφ ≤ ρ0, Rτ ≤ ε rch(M) and that the subfaces of φ
are good simplices. Then, if

ε ≤
Θ
k+1
0√(

1+ 4ρ0
Θ
k
0

)2
+16ρ20Θ

2
0

then φ is a sliver.

Proof From Lemma 5.2.5 (2), we have Θφ ≤ Rτ
rch(M)cosθ

(
1+ 4ρτ

Θτ

)
where sinθ ≤ 4ρτRτ

Θτrch(M) .

Using the fact that Rτ ≤ Rp(τ) ≤ εrch(M), ρτ ≤ ρ0, and Θτ ≥Θ
k
0, we deduce that, if

ε ≤
Θ
k+1
0√(

1+ 4ρ0
Θ
k
0

)2
+16ρ20Θ

2
0

then Θφ <Θ
k+1
0 . The lemma follows. �

Hence, if ε is small enough, removing all slivers of dimensions at most k+1 will result
in removing inconsistencies from DelTM(P).

This remark motivates the following definition. The augmented complex, defined below,
will be maintained by the algorithm and slivers will be removed from this complex.

Definition 5.3.5 (Augmented complex) The augmented complex C(P) consists of the fol-
lowing simplices and their subfaces:

(i) The k-simplices of DelTM(P).

(ii) The inconsistent configurations φ witnessed by p, q and r, such that 1. Rp(τ) ≤ ε rch(M)
and 2. τ = φ \ {pl} is a good simplex.

5.3.4 Picking region and good points

A new point to be inserted is chosen so as to remove a bad simplex σ of C(P). It will be
taken from the so-called picking region of σ which we define now. We introduce two new
parameters, β > 1 and α ∈ [0,1).

Definition 5.3.6 (Picking regionΠ(σ,α)) We consider the following two cases:

1. If σ = τ is a k-dimensional simplex in star(p), then the picking region of τ is defined as
Π(τ,α) = B(cp(τ),αRp(τ))∩M.

2. If σ = φ is an inconsistent configuration, then the picking region of φ is defined as
Π(φ,α) = B(iφ ,α R̃φ)∩M.
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Definition 5.3.7 (Tiny sliver) A simplex τ is called a tiny sliver with respect to a simplex σ
if τ is a sliver and Rτ ≤ βRσ .

Definition 5.3.8 (Good point) A point x in a picking region Π(σ,α) is called a good point
if inserting x does not create any j-dimensional sliver that is both incident to x and tiny with
respect to σ , j ≤ k +1.

The algorithm makes use of the following two functions:

1. pick(x,p) : The function pick(x,p) takes as input two points x ∈ Rd and p ∈ M.
The function returns a point closest to x from the set F ∩M, where F is the (d − k)-
dimensional flat passing through x and parallel to NpM.

2. good-pick(σ,α) : This function takes as input a simplex σ and α ∈ [0, 1). It returns
a good point x in Π(σ,α). (Here σ can be a k-dimensional simplex of DelTM(P) or a
(k +1)-dimensional inconsistent configuration of C(P).)

To implement pick(x,p), we use the primitive ints(M,F) to get the set of intersection
points (generically finite) and then return the intersection point closest to x.

We implement good-pick(σ,α) as follows. If σ is a k-simplex τ in star(p), we apply the
following procedure:

S1. Pick a random point y ∈ B(cp(τ),αRp(τ))∩TpM and calculate x = pick(y,p).

S2. If x ∈ B(cp(τ),αRp(τ)) then go to S3 else go back to S1 and start over.

S3. We check if x forms a j-dimensional sliver τ1 (2 ≤ j ≤ k+1) with other sample points
contained in the ball B(cp(τ),αRp(τ) + 2βRτ). If not, x is a good point and we return
x. Otherwise, we go back to S1 and start over.

Observe that S3 prevents to create simplices incident to x that are tiny with respect to τ.
If σ is an inconsistent configuration φ, we proceed as follows. Let φ be witnessed by

p, q and r. According to the definition of an inconsistent configuration, the k-dimensional
simplex τ = φ \ {r} belongs to star(p) and not to star(q). We implement good-pick(φ,α) as
in Case 1 except that we pick random points from the k-dimensional ball B(cp(τ), r)∩TpM
where r = α R̃φ + ‖iφ − cp(τ)‖.

In Section 5.4, we will prove the existence of good points in Π(σ,α).

5.3.5 Refinement Algorithm

We can now give the details of the algorithm.

input a finite
(
1
16 ,

1
32

)
-rch sample P0 ofM, and parameters ε, ρ0, Θ0, β and α (the param-

eters should be chosen so that they satisfy the conditions given in Theorem 5.4.9 in
Section 5.4)

output a sample P ofM and M̂ = DelTM(P)
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The refinement algorithm consists of applying the following rules. Rule (i) is only
applied if Rule (j) with j < i cannot be applied. Each rule kills a simplex σ (i.e. removes
σ from a star) by inserting a new point in its picking region. To insert (or remove) a point
means here to update P, as well as the augmented complex C(P). We call new simplex a
simplex of C(P) that is created when inserting a new point.

Notice that all the new k-simplices in DelTM(P) and all the new (k +1)-simplices in
C(P) will be incident to the newly inserted point p. Observe however that a simplex
(possibly a sliver) that existed in the Delaunay triangulation Del(P) but not in C(P) before
the insertion of p may become a (subface of a new) simplex of C(P) after the insertion of
p.

Rule 1 Big simplices : if there exists a k-simplex τ in star(p) s.t. Rp(τ) > ε rch(M), insert
x = pick(cp(τ),p).

Rule 2 Bad radius-edge ratio :

a If there exists a k-simplex τ in star(p) such that Rτ > ρ0Lτ , insert x =
pick(cp(τ),p).

b Similarly, if φ is an inconsistent configuration witnessed by p, q and l, such that
Rφ > ρ0Lφ , insert x = pick(iφ ,p).

Rule 3 Type-1 sliver : If there exists a k-simplex τ of DelTM(P) that is a sliver or has a
subsimplex that is a sliver, insert x = good-pick(τ,α).

Rule 4 Type-2 sliver : If an inconsistent configuration φ ∈ C(P) is a sliver or has a subsim-
plex that is a sliver, insert x =good-pick(φ,α).

Once the algorithm terminates, all slivers and inconsistent configurations have been
killed. Hence, all stars are consistent and a simple sweep allows to merge all the stars
into the final mesh M̂ = DelTM(P).

5.4 Analysis of the algorithm

To prove that the algorithm terminates, we first bound the volume of the so-called forbid-
den regions. This will be helpful in proving that there exist good points in the picking
regions. Termination of the algorithm is then proved by showing that the interpoint
distance remains bounded from below. Lastly, we analyze the time complexity of the
algorithm.

The following lemma is proved in Appendix B.2.

Lemma 5.4.1 Let p be a point onM. There exist constants ξ and A that depend only on k
such that, for all t ≤ ξ and r = t rch(M), we have

0 < 1−At ≤ vol(B(p,r)∩M)

φk rk
≤ 1+At

where φk is the volume of the k-dimensional unit Euclidean ball.
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5.4.1 Forbidden regions

For a given j-simplex (1 ≤ j ≤ k) with vertices onM, the forbidden region Fµ of µ is defined
as

Fµ =
{
x ∈M : µ∪ {x} forms a(j +1)-dimensional sliver

}
.

Remember that µmust be a good simplex by definition of a sliver. We will now bound
the volume of Fµ.

Lemma 5.4.2 Let µ be a good j-dimensional simplex with 2 ≤ j ≤ k with vertices on M,

Rµ ≤ t rch(M). If (i) t ≤ ξ/2 (ξ is defined in Lemma 5.4.1), (ii)
(
4ρ0
Θ
k
0
+2

)
t < Θ0 and (iii)

(B+1)Θ0 ≤ 1 for some B that depends on k and ρ0, then

vol(Fµ) ≤DΘ0R
k
µ ,

where D depends also on k and ρ0.

Proof Let x ∈ Fµ and x∗ be the point closest to x on ∂B(cµ,Rµ)∩ aff(µ). We denote by
τ the (j +1)-dimensional simplex τ = µ∪ {x}, and τ is a (j +1)-dimensional sliver since
x ∈ Fµ. From Lemma 2.3.1 (2) and (3), the facts that ∆τ ≤ 2Rτ ≤ 2ρτLτ ≤ 2ρτLµ ≤ 4ρτRµ,

ρτ ≤ ρ0 and Θτ
Θµ
<Θ0 (since τ is a (j +1)-dimensional sliver), we get

‖x − x∗‖ ≤ b(ρτ)dist(x,aff(µ))

≤ (j +1)2j ρ
j
τ b(ρτ)

Θτ

Θµ
∆τ

≤ (j +1)2j+2ρ
j+1
0 b(ρ0)Θ0Rµ

≤ (k +1)2k+2 max(1,ρ0)
k+1 b(ρ0)Θ0Rµ

def
= BΘ0Rµ (5.1)

cµ
cµ

c∗

M

c

M

M

p

TpM

Figure 5.1: For the proof of Lemma 5.4.2.
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Let p be a vertex of µ. Let c be the point closest to cµ on TpM and c∗ be the point
closest to c onM (see Figure 5.1). From Corollary 2.3.3, we have

‖c − cµ‖ ≤ sin∠(TpM,aff(µ))×Rµ

≤ 4ρ0 t

Θ
j
0

×Rµ

≤ 4ρ0 t

Θ
k
0

×Rµ since Θ0 < 1

def
= C tRµ (5.2)

From Lemma 2.2.2 (2) we have

‖c − c∗‖ ≤ 2‖c − p‖2
rch(M)

≤
2R2

µ

rch(M)
≤ 2t Rµ . (5.3)

Using the fact that ‖cµ − x∗‖ = Rµ and Eq. (5.1), (5.2) and (5.3), we get

‖c∗ − x‖ ≤ ‖c∗ − c‖+ ‖c − cµ‖+ ‖cµ − x∗‖+ ‖x∗ − x‖
≤ Rµ(1 + (BΘ0 + (C +2) t))

< Rµ (1 + (B+1)Θ0) ,

the last inequality follows from hypothesis (ii), which implies (C + 2)t ≤ Θ0. We can
similarly prove that ‖c − x‖ ≥ r(1− (B+1)Θ0).

Writing δ = (B + 1)Θ0 ≤ 1 (from hypothesis (iii)), we deduce from the inequalities
above that ‖c∗−x‖ ∈ [Rµ(1−δ), Rµ(1+δ)]. Therefore, the forbidden region Fµ is included in
B(c∗,Rµ(1+δ))∩M\B(c∗,Rµ(1−δ))∩M. We now use Lemma 5.4.1 to bound the volume of
Fµ. Observe that Lemma 5.4.1 can be applied since Rµ(1+δ) ≤ 2Rµ ≤ 2t rch(M) ≤ ξ rch(M)
(as t ≤ ξ/2 and δ ≤ 1). We have

vol(Fµ)

φk
≤

vol(B(c∗,Rµ(1 + δ))∩M\B(c∗,Rµ(1− δ))∩M)

φk

≤ (1 +A(1 + δ)t)Rkµ(1 + δ)
k − (1−A(1− δ)t)Rkµ(1− δ)k

= Rkµ
(
(1 + δ)k − (1− δ)k

)
+AtRkµ

(
(1 + δ)k+1 + (1− δ)k+1

)

≤ 2kδRkµ +A(2
k+1 +1) t Rkµ (5.4)

the last inequality follows from the fact that (1 + x)k − (1− x)k ≤ 2k x for x ∈ [0, 1].
From hypothesis (ii) and the fact that Θ0 < 1, we have

t <
Θ0

4ρ0
Θ
k
0
+2
≤ Θ0

4ρ0 +2
.

Using this inequality and Eq. (5.4), yields the result. �
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5.4.2 Proof of termination

To prove that the refinement algorithm terminates, we prove that the distance between
any two points inserted by the algorithm is bounded away from 0, which is sufficient
since we assumed thatM is compact.

Remember that there are two types of simplices that are refined by the algorithm.
Let σ denote a k-simplex in DelTM(P) or a (k +1)-dimensional simplex in C(P). A new
point that is inserted in the picking region of σ is said to refine σ . We denote by e(σ) the
minimal distance between such a new point and the current sample.

We assume without loss of generality that rch(M) = 1 for the rest of this section. We
here give the hypotheses that will be used in this section.

H1. β ≥ 2
1−α

H2. ρ0 ≥ 4
1−α

H3. Θ0 <
{

Eαk

N k+1βkD
, 1
B+1

}

H4. ε <min
{
ξ
4β ,

8ξ
1+31α+32β ,

α
8(C+1)

}

H5. ε ≤ Θ0
2β(C+2)

In the hypotheses ξ is the constant defined in Lemma 5.4.1, B is defined in Lemma 5.4.2,
C = 4ρ0

Θ
k
0
, D is defined in Lemma 5.4.2, E will be defined in Lemma 5.4.6, N will be defined

in the proof of Lemma 5.4.8, and ε, α, β, ρ0 and Θ0 are parameters of the algorithm.
Observe that once α is fixed in [0,1), β and ρ0 can be fixed so as to satisfy H1 and H2.

Then, we can fix Θ0 so that H3 is satisfied, and lastly we can fix ε. H5 provides a trade-off
between improving the quality of the simplices (by fixing a high Θ0) and minimizing the
size of the sample.

Lemma 5.4.3 Let p be a point onM and q be a point on TpM such that ‖p − q‖ ≤ 1/4. Then
‖q −pick(q,p)‖ ≤ 2‖p − q‖2.

Proof Let A = B(p,r) ∩M where r = 2‖p − q‖. Let f : A → TpM be the orthogonal
projection map of A to TpM. It is proved in [NSW08b] (Lemma 5.3) that B(p,r cosθ)∩
TpM⊆ f (A) where sinθ = ‖p − q‖ ≤ 1/4.

pick(q,p) returns the point x closest to q inM∩F where F is a (d −k)-dimensional flat
passing through q and parallel to NpM. Since q ∈ B(p,r cosθ)∩ TpM and B(p,r cosθ)∩
TpM⊆ f (A), x ∈ A. Therefore, from Lemma 2.2.2 (1) and the fact that ‖p − x‖ ≤ 2‖p − q‖,
we have

‖q − x‖ = ‖p − x‖ sin(TpM,px) ≤ 2‖p − q‖2 .
�

The following Lemmas 5.4.4, 5.4.5 and 5.4.8 will bound the minimum interpoint
distance.

Lemma 5.4.4 (Rule 1) If τ is a k-simplex of star(p) for which Rule 1 is applied, i.e. Rp(τ) > ε,
then e(τ) ≥ Rp(τ)/2 > ε/2.
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Proof Let x = pick(cp(τ),p) be the point inserted by Rule 1 to refine τ. Since P is a
1/16-sample ofM, it follows from Lemma 5.2.3 that Rp(τ) ≤ 1/4.

Using ‖cp(τ)− p‖ = Rp(τ), Rp(τ) ≤ 1/4, and Lemma 5.4.3, we get

‖cp(τ)− x‖ ≤ 2Rp(τ)
2 ≤ Rp(τ)/2.

Therefore x ∈ B(cp(τ),Rp(τ)/2). For any vertex v inserted before x, we have

‖v − x‖ ≥ Rp(τ)− ‖cp(τ)− x‖ ≥ Rp(τ)/2 > ε/2 .

�

Lemma 5.4.5 (Rule 2) Under Hypotheses H2 and H4, for a simplex σ being refined by Rule
2, i.e. σ ∈ C(P) with ρσ > ρ0, we have e(σ) ≥ Rσ /2 > ρ0Lσ /2 > 2Lσ .

Proof 1. Consider first the case where σ = τ is a k-simplex of star(p) for some p. Let
x = pick(cp(τ),p) be the point inserted for refining τ. Using the fact that P is a 1/16-
sample ofM, and arguments similar to the ones used in the proof of Lemma 5.4.4, for
any vertex v inserted before x, we have

‖v − x‖ ≥ Rp(τ)/2 ≥ Rτ/2 > ρ0Lτ/2 ≥ 2Lτ .

The last inequality follows from the fact ρ0 ≥ 4 (Hypothesis H2).
2. Consider now the case where σ = φ is an inconsistent configuration in C(P)

witnessed by p, q and r, and let τ = φ \ {r} be a k-dimensional simplex. By definition of an
inconsistent configuration, τ belongs to star(p). Since φ belongs to C(P), we have Rp(τ) ≤ ε
(by the definition of C(P)) and from Corollary 2.3.3, sin∠(aff(τ),TpM) ≤ 4ρ0 ε/Θ

k
0 = Cε,

as τ is a good simplex.
Let x = pick(iφ ,p) be the point inserted by Rule 2 to refine φ. Let i ′ denote the

projection of iφ onto TpM and i ′′ = pick(i ′ ,p).
From Hypothesis H4, we have ε ≤ α

8(1+C) which implies Cε < 1/2 (a crude bound
for simplicity). Using the same arguments as in the proof of Lemma 5.2.5 and
sin∠(aff(τ),TpM) ≤ Cε, we have

‖cτ − cp(τ)‖,‖cτ − iφ‖ ≤ Rτ tan∠(aff(τ),TpM) ≤ CεRτ√
1−C2ε2

≤ 2CεRτ (5.5)

and

rφ ≤ R̃φ ≤ rτ + ‖cτ − iφ‖ ≤ (1 + 2Cε)Rτ ≤ 2Rτ . (5.6)

Using the facts that ‖p − i ′‖ ≤ R̃φ ≤ 2Rτ , Rτ ≤ Rp(τ) ≤ ε, and Lemma 5.4.3, we have

‖i ′ − i ′′‖ ≤ 2‖p − i ′‖2 ≤ 4εR̃φ . (5.7)

Since i ′ is the projection of iφ onto TpM, hence

‖iφ − i ′‖ ≤ ‖iφ − cp(τ)‖ ≤ ‖iφ − cτ‖+ ‖cτ − cp(τ)‖ ≤ 4CεRτ , (5.8)

the last inequality follows from Eq. (5.5).
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Since the line segments iφi ′, i ′i ′′ are parallel to NpM, hence the line segment iφi ′′ is
parallel to NpM. From the definition of x = pick(iφ ,p), Eq. (5.7) and (5.8) and ε ≤ α

8(1+C) ,
we have

‖iφ − x‖ ≤ ‖iφ − i ′′‖ ≤ ‖iφ − i ′‖+ ‖i ′ − i ′′‖
≤ 4εR̃φ +4CεRτ ≤ 4ε(1 +C)R̃φ ≤ R̃φ/2.

Let v be a vertex that has been inserted before x. Since B(iφ , R̃φ) is empty, ‖v − iφ‖ ≥ R̃φ
and therefore we have

‖v − x‖ ≥ R̃φ/2 ≥ Rφ/2 > ρ0Lφ/2 ≥ 2Lφ .

The last inequality again follows from the fact that ρ0 ≥ 4. �

It follows that the shortest interpoint distance is not decreased when Rule 2 is applied.
To prove a similar result for Rule 3 and 4 we use a volume argument. The next lemma

provides a lower bound on the volume of the picking regions.

Lemma 5.4.6 (Volume ofΠ(σ,α)) Under Hypotheses H1 and H4, if σ is a simplex to be
refined by either Rules 3 or 4, we have

vol(Π(σ,α)) ≥ EαkRkσ

where E is a constant > 0 and depends only on k.

Proof 1. Consider first the case where σ = τ is a k-simplex of star(p); then Π(τ,α) =
B(cp(τ),αRp(τ))∩M. Let c be the point ofM closest to cp(τ). Since τ is being refined by
Rule 3, hence Rp(τ) ≤ ε. Therefore, from Lemma 2.2.2 (2), we get

‖cp(τ)− c‖ ≤ 2εRp(τ) . (5.9)

From Hypothesis H4, we have ε ≤ α
8(1+C) , and ε ≤

α
8(C+1) implies ε < α/8. From Eq. (5.9)

and the fact that ε ≤ α/8, we get

Π(τ,α) ⊇ B(c, (α − 2ε)Rp(τ))∩M⊇ B(c,
3αRp(τ)

4
)∩M.

From the above inequality and Lemma 5.4.1, we then have

vol(Π(τ,α)) ≥ vol(B(c,
3αRp(τ)

4
)∩M)

≥ 3k

4k

(
1− 3Aαε

4

)
φkα

kRp(τ)
k ≥ 3k

4k

(
1− 3Aξ

32

)
φkα

kRkτ .

The last inequality follows from the facts that α ≤ 1, Rp(τ) ≥ Rτ and ε ≤ ξ
8 (since from

Hypothesis H4 we have ε ≤ ξ
4β and from Hypothesis H1 we have β > 2).

2. Consider now the case where σ = φ is an inconsistent configuration witnessed
by p, q and r. Then Π(φ,α) = B(iφ ,αR̃φ)∩M. From the definition of inconsistent con-
figurations, the k-dimensional simplex τ = φ \ {r} is in star(p). Since φ belongs to C(P),
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we have Rp(τ) ≤ ε and, since τ is a good simplex, we have from Corollary 2.3.3 that
sin∠(aff(τ),TpM) ≤ 4ρ0 ε/Θ

k
0 = Cε.

As in the proof of Lemma 5.4.5 we use the crude bound Cε < 1/2 which follows from
Hypothesis H4; therefore Eq. (5.5) and (5.6) follow. Also, using Cε < 1/2 and Eq. (5.5),
we have

Rp(τ) ≤ Rτ + ‖cp(τ)− cτ‖ ≤ (1 + 2Cε)Rτ ≤ 2Rτ . (5.10)

Let c denote the point ofM closest to cp(τ). As in the first part of the proof, we have
‖c − cp(τ)‖ ≤ 2εRp(τ). Using Eq. (5.5), (5.6) and (5.10), and the fact that ε ≤ α

8(1+C) , we get
B(c, r)∩M⊆Π(φ,α) where

r = αR̃φ − ‖iφ − c‖
≥ αRφ − ‖c − cp(τ)‖ − ‖cp(τ)− cτ‖ − ‖cτ − iφ‖
≥ αRφ − 2εRp(τ)− 4CεRτ
≥ αRφ − 4(1+C)εRτ

≥
αRφ

2
.

Moreover, we deduce from Eq. (5.6)

αRφ

2
≤
αR̃φ

2
≤ αRτ ≤ αε

We then deduce, using Lemma 5.4.1,

vol(Π(φ,α) ≥ vol(B(c,αRφ/2)∩M)

≥ 1
2k

(1−Aαε)φkαkRkφ ≥
1
2k

(
1− Aξ

8

)
φkα

kRkφ .

The last inequality again follows from the facts that α < 1 and ε ≤ ξ/8. �

Lemma 5.4.7 Let Bp be a ball of radius R centered at a point p ∈M and let V be a maximal
set of points of Bp ∩M such that the smallest interdistance between the points is not less than

2r. If R+ r ≤ ξ , |V | = 1+Aξ
1−Aξ

(
R
r +1

)k
.

Proof Denote by Bx the ball centered at x ∈ V of radius r. Plainly, for any x ∈ V ,
Bx ⊂ B+p = B(p,R + r) and for any x, y ∈ V , Bx ∩ By = ∅. By Lemma 5.4.1, vol(B+p ∩M) ≤
(1 +A (R+ r))φk (R+ r)k and vol(Bx) ≥ (1−Ar)φk Rk . It follows that the number of points
of V is at most

1 +A(R+ r)
1−Ar

(
R+ r
r

)k
≤ 1+Aξ

1−Aξ

(
R+ r
r

)k
.

�

Lemma 5.4.8 (Rules 3 & 4) Under Hypotheses H1 to H5, application of Rule 3 or 4 on a

simplex σ does not decrease the interpoint distance to less than
(1−α)ε

4 and does not create any
tiny slivers.
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Proof The proof is by induction. Specifically, we prove that the algorithm maintains
the following invariants

Invariant 1 When refining a simplex σ using Rules 3 or 4, no tiny slivers of dimension
≤ k +1 with respect to σ are created in Del(P).

Invariant 2 The interpoint distance remains greater than (1−α)ε
4 .

We first consider the case when σ = τ is a k-simplex in star(p) to be refined by
application of Rule 3. The case of an inconsistent configuration to be refined by Rule 4 is
similar. Note that, since Rule 1 has not been applied, Rp(τ) ≤ ε.

Invariant 1 First observe that Invariant 1 is maintained if τ is refined by inserting a
good point in Π(τ,α).

We now prove the existence of good points in Π(τ,α). We first show that the set of
points of P that can form tiny slivers with respect to τ in Del(P) upon insertion of a point
x ∈ Π(τ,α) are at distance at most αRp(τ) + 2βRτ < (α + 2β)ε from cp(τ). Indeed, recall
that a tiny sliver with respect to τ has a circumradius less than βRτ and that a point
x ∈Π(τ,α) is a good point if x does not form a tiny sliver (of dimension ≤ k +1 and with
respect to τ) with the sample points. Hence, it is enough to consider the points of P that
belong to IB = B(cp(τ),αRp(τ)+2βRτ) since all the new simplices in Del(P) upon insertion
of x are incident to x. This proves the claim.

From Lemma 5.4.6, we have Π(τ,α) , ∅. Let c ∈Π(τ,α), then

‖cp(τ)− c‖ ≤ αRp(τ) .

We deduce

IB = B(cp(τ),αRp(τ) + 2βRτ) ⊆ B (c, (2α +2β)ε)
def
= IB+. (5.11)

We now apply Lemma 5.4.7 to bound the number n of sample points in IB+. Set
R = (2α +2β)ε, r = (1−α)ε

8 and observe that R+ r = (1+15α+16β)ε
8 ≤ ξ by Hypothesis H4. We

then get

n ≤N def
=

1+Aξ
1−Aξ

(
32(α + β)
1−α +1

)k

Let µ be a good simplex with vertices in IB with Rµ ≤ βRτ ≤ β ε. From Hypothesis H3,
H4 and H5, Θ0 <

1
B+1 , βε ≤ ξ/2 and (C + 2)βε < Θ0. We can apply Lemma 5.4.2, from

which we deduce
Fµ ≤DΘ0R

k
µ ≤DΘ0β

kRkτ .

Consider the j-simplices, j ≤ k +1, that are included in IB ⊆ IB+. The total number of such
simplices is at most N k+1. Hence, the total volume of the forbidden regions associated to
all those simplices is at most

W =N k+1 ×DΘ0β
kRkτ . (5.12)

On the other hand, from Lemma 5.4.6 and the fact that ε ≤ α
8(1+C) (Hypothesis H4), we

know that
vol(Π(τ,α)) ≥ EαkRkτ .
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x∗ Π(τ, δ)

p(τ ′)

p

τ

x∗

•

Figure 5.2: For the proof of Lemma 5.4.8.

By Hypothesis H3, the volumeW of all the forbidden regions is less than vol(Π(τ,α)), the
volume of the picking region of τ. This proves the existence of good points in the picking
region Π(τ,α) of τ.

Invariant 2 We will now show that Invariant 2 is also maintained.
Let τ′ ⊆ τ denote a simplex of τ that is a sliver. We denote by p(τ′) the simplex whose

killing gave birth to τ′. Let us now prove that the interpoint distance remains at least
(1−α)ε

4 after the insertion of x from the picking region Π(τ,α) of τ. Let x∗ denote the point
whose insertion killed p(τ′). Observe that x∗ is a vertex of τ′, and also of τ as τ′ ⊆ τ. See
Figure 5.2. We distinguish the following cases.

Case 1 p(τ′) is a big simplex killed by application of Rule (1). According to Lemma 5.4.4,
the lengths of the edges incident to x∗ in τ′ are greater than ε/2. The distance
between x and the other points is thus greater than

(1−α)Rp(τ) ≥
(1−α)∆τ′

2
≥ (1−α)ε

4
.

The last inequality follows from the fact that ∆τ′ will be greater than the lengths
of the edges of τ′ incident to x∗, which in turn are > ε/2 since the radius of p(τ′) is
greater than ε and we insert the new point in Π(p(τ′),1/2).

Case 2 p(τ′) is a simplex with a bad radius-edge ratio killed by application of Rule (2).
From Lemma 5.4.5, we have ∆τ′ ≥ Rp(τ′)/2 > ρ0Lp(τ′)/2 and the distance between x
and the other points is greater than

(1−α)Rp(τ) ≥
(1−α)∆τ′

2
>
(1−α)ρ0Lp(τ′)

4
≥ Lp(τ′) ≥

(1−α)ε
4

.

The last two inequalities follow from Hypothesis H2 and the induction hypothesis
respectively.
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Case 3 p(τ′) has been killed by application of Rule (3) or (4). The radius Rτ′ is bigger
than βRp(τ′) since, by the induction hypothesis, no tiny slivers have been created
until this point. If Rτ′ > βRp(τ′) then the distance between x and the other points is
thus greater than

(1−α)Rp(τ) ≥ (1−α)Rτ ≥ (1−α)Rτ′ ≥ (1−α)βRp(τ′)

≥
(1−α)β Lp(τ′)

2
≥ Lp(τ′) ≥

(1−α)ε
4

.

The last two inequalities follow from H1 and induction hypothesis respectively.

In all cases, the invariants are maintained after refinement of τ. This completes the proof
of the lemma. The case of an inconsistent simplex φ to be refined by Rule (4) is similar.

�

We sum up the results of the section in the following theorem.

Theorem 5.4.9 Under Hypotheses H1 to H5, the algorithm terminates. If, in addition,

H6. ε ≤
Θ
k+1
0√(

1+ 4ρ0
Θ
k
0

)2
+16ρ20Θ

2
0

the algorithm removes all inconsistent configurations from DelTM(P).

Proof Termination of the algorithm is a consequence of Lemmas 5.4.4, 5.4.5 and 5.4.8.
The additional Hypothesis H6 and Lemma 5.3.4 show that all inconsistent configurations
have been removed since we removed all slivers from the augmented complex C(P). �

5.4.3 Combinatorial complexity analysis

We assume that Hypotheses H1 to H6 are satisfied. Hence the algorihm terminates
and M̂ = DelTM(P) has no inconsistencies. Before we prove the results, we define the
normalized volume ofM as follows:

V(M) =
vol(M)
rch(M)k

(5.13)

We also assume in this section that α ≤ 1/2.

Theorem 5.4.10 The number of points inserted by the algorithm is at most

|P| = 2O(k)V(M)
εk

, (5.14)

where the constant of proportionality in the big-O is an absolute constant.
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Proof Let LP denote the smallest interpoint distance of the point set P. From Lem-
mas 5.4.4, 5.4.5 and 5.4.8 and α ≤ 1/2, the minimum interpoint distance in P satisfies

LP ≥
(1−α)ε rch(M)

4
≥ ε rch(M)

8
.

Hence, for any p, q (p , q) in P, we have B(p,r)∩B(q, r) = ∅ where r = ε rch(M)
16 . Using the

fact that ε ≤ ξ
8 (from Hypotheses H1 and H4) and Lemma 5.4.1, we have vol(B(p,r)∩M) ≥

(1− Aε16 )φk rk ≥ (1− Aξ
128 )φk r

k . By a packing argument, we get

|P| ≤ 16k vol(M)(
1− Aξ

128

)
φk εk rch(M)k

=
2O(k)V(M)

εk
.

�

The following lemma, which is a direct application of Propositions 6.2 and 6.3 from
[NSW08b], will be used in the proof of Lemma 5.4.12.

Lemma 5.4.11 Let p, q ∈M with ‖p − q‖ ≤ rch(M)
2 , then sin∠(TpM,TqM) ≤

√
2‖p−q‖
rch(M) .

We will use Lemmas 5.4.12 and 5.4.14 to calculate the time and space complexity of
the algorithm in Theorem 5.4.17.

Lemma 5.4.12 Let p ∈M. Then, |B(p, rch(M)
2 )∩P| ≤ 2O(k)

εk
where the constant in the big-O is

an absolute constant.

Proof We will first show that B(p, rch(M)
2 )∩M can be covered by 2O(k) balls (where the

constant in the big-O is an absolute constant) of radius rch(M)
6 centered onM. Then we

will show that |B(x, rch(M)
6 )∩ P| is less than 2O(k)

εk
(the constant again in the big-O is an

absolute constant) for any point x onM. Combining the two results, we will get our
lemma.

1. Let S1 be the maximal set of points in B(p, rch(M)
2 )∩M such that ‖x− y‖ ≥ rch(M)

3 for

all x, y (, x) ∈ S1. By definition for all x ∈ S1, the balls Bx = B(x, rch(M)
6 ) are disjoint. Also,

these balls are contained in B = B(p,r1), where r1 =
rch(M)

2 + rch(M)
6 = 2rch(M)

3 .

Let us consider the k-dimensional balls B̃x = Bx ∩ TpM = B(x, rch(M)
6 )∩ TpM for all

x ∈ S1, and B̃ = B(p,r)∩TpM. The balls B̃x are disjoint since the balls Bx are disjoint. From
Lemma 2.2.2 (1), the distance of x ∈ S1 to TpM is

dist(x,TpM) = ‖p − x‖ × sin∠(px,TpM) ≤ rch(M)
8

. (5.15)

Using the fact that the radius of the balls Bx (x ∈ S1) is rch(M)
6 , and the above Eq. (5.15),

we get that the k-dimensional balls B̃x has squared radius

rch(M)2

62
−dist(x,TpM)2 ≥

( 1
62
− 1
82

)
rch(M)2

def
= r22 .
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We will now bound |S1| using a packing argument. As the balls B̃x, x ∈ S1, are disjoint
and contained in B̃, therefore

|S1| ≤
rk1
rk2

def
= N1 = 2O(k),

where the constant in the big-O is an absolute constant.

Since S1 is a maximal set of points such that ‖x − y‖ ≥ rch(M)
3 for all x, y (, x) ∈ S1, we

claim that

B(p,
rch(M)

2
)∩M⊆

⋃

x∈S1

B(x,
rch(M)

3
) . (5.16)

Otherwise if there exist x̃ ∈ B(p, rch(M)
2 )∩M\⋃x∈S1 B(x,

rch(M)
3 ) then ‖x̃ − x‖ ≥ rch(M)

3 for
all x ∈ S1. We have reached a contradiction since we have assumed that S1 is a maximal
set of point in B(p, rch(M)

2 )∩M such that ‖x − y‖ ≥ rch(M)
3 for all x, y (x , y) ∈ S1.

We have shown that B(p, rch(M)
2 )∩M (equation (5.16)) can be covered by 2O(k) balls

centered in B(p, rch(M)
2 )∩M with radius rch(M)

3 . Following the same method, we can show

that B(x, rch(M)
3 ) can be covered by 2O(k) (the constant in the big-O is an absolute constant)

balls centered in B(x, rch(M)
3 ) of radius rch(M)

6 . Therefore from Eq. (5.16) and the above

bound, we get that B(p, rch(M)
2 )∩M can be covered by 2O(k) balls of radius rch(M)

6 centered

in B(p, rch(M)
2 )∩M.

2. We will now show that for all q ∈ M, |B(q, rch(M)
6 )∩ P| ≤ 2O(k)

εk
. As in the proof of

Lemma 5.4.10, we have from Lemmas 5.4.4, 5.4.5 and 5.4.8 and α ≤ 1/2, B(x, ε rch(M)
16 )∩

B(y, ε rch(M)
16 ) = ∅ for all x, y (, x) ∈ P.

Let r̂ =
(
rch(M)

6 + εrch(M)
16

)
, and f : B(q, r̂)∩M→ TqM be the projection map of B(q, r̂)∩

M to TqM.

We will bound the volume of f (B(x, εrch(M)
16 )∩M), where x ∈ B(q, rch(M)

6 )∩ P, by using
the same arguments used in the proof of Lemma 5.3 in [NSW08b].

Claim 5.4.13 The projection map f satisfies the following: (i) f is injective, and (ii) the
derivative df is nonsingular for all x ∈ B(q, r̂)∩M.

Proof 1. Let θ be the angle made by the segment [x1,x2] with TqM, where x1, x2 ∈
B(q, r̂)∩M. Using Lemmas 2.2.2 and 5.4.11 and the fact that ε < 1, we have

sinθ ≤ sin∠(x1x2,Tx1M) + sin∠(Tx1M,TqM)

≤ ‖x1 − x2‖
2rch(M)

+

√
2‖x1 − q‖
rch(M)

≤ 1
6
+
ε

16
+

√
1
3
+
ε

8
< 1 (5.17)

This implies f is injective. Otherwise there will exist two points x1, x2 ∈ B(q, r̂)∩M such
that the line segment [x1,x2] is orthogonal to TqM, but this is not possible from Eq. (5.17).

2. If df is singular at some point x ∈ B(q, r̂)∩M, then the line segment [x, f (x)] lies in
TxM. As f is the projection map onto TqM, therefore [x, f (x)] is parallel to NqM. Since
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the segment [x, f (x)] is orthogonal to TqM and lies on TxM, we have ∠(TqM,TxM) = π/2.
But from Lemma 5.4.11 and ε < 1, we have

sin∠(TxM,TqM) ≤

√
2‖q − x‖
rch(M)

≤
√

1
3
+
ε

8
< 1.

We have reached a contradiction. �

We will now bound the vol(f (Bx)) where Bx = B(x, εrch(M)
16 ) ∩ M, for all x ∈

BM(q, rch(M)
3 )∩ P. Let θx is the maximal angle made by any secant s = [x,y] with TqM

where y ∈ B̄x = B̄M(x, εrch(M)
16 ). From Lemmas 2.2.2, 5.4.11, and ε < 1, we get

sin(θx) ≤ max
y∈Bx

sin∠(xy,TxM) + sin∠(TxM,TqM)

≤ max
y∈Bx

‖x − y‖
2rch(M)

+

√
2‖q − x‖
rch(M)

≤ ε

32
+

√
1
3
< 0.80 (5.18)

Since f is nonsingular at x and therefore locally invertible, hence there exists a ball of
radius r centered on x such that f −1(B(f (x), r)∩ TqM) ⊆ Bx. Let rx denote the maximal
radius such that for all r < rx, we have f −1(B(f (x), rx)∩ TqM) ⊆ Bx. By definition rx is
such that f −1(B(f (x), rx)∩ TqM) * Bx. This can happen only when there exist a point
y ∈ B̄x = B̄M(x, ε16 ) such that either f is singular at y or else y < Bx. As we have shown
in Claim 5.4.13 (ii) that f is nonsingular at all points in BM(q, r̂) ⊃ Bx, hence x ∈ B̄x \Bx.
Which implies that ‖x − y‖ = εrch(M)

16 and the angle made by the segment [x,y] with TqM
is ≤ θx (by definition of θx). Hence rx ≥ εrch(M)

16 cosθx. Therefore

vol(f (Bx)) ≥ vol(B(f (x), rx)∩TqM) = φk
εkrch(M)k

16k
cosk θx . (5.19)

Since the balls Bx = B(x,
εrch(M)

16 )∩M for all x ∈ B(q, rch(M)
3 )∩M are disjoint and f is

injective, we get from Eq. (5.19) and (5.18)

vol(f (∪x∈SBx)) =
∑

x∈S
vol(f (Bx)) = |S |

εkrch(M)k

2O(k)

where S = B(x, rch(M)
3 )∩ P. Using the fact that f (

⋃
x∈S Bx) ⊆ B(q, r̂)∩TqM, we have

|S | ≤
vol(B(q, r̂)∩TqM)

εkrch(M)k

2O(k)

=
2O(k)

εk
.

�

Lemma 5.4.14 The expected number of times pick() is called within good-pick(σ,α) is 1
T ,

where

T = 1−O
(
Θ0

αk

)
.

The constant in the big-O depends on k and ρ0.
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Proof In the algorithm, good-pick() is called either by Rule 3 to refine a k-simplex in
DelTM(P) or by Rule 4 to refine an inconsistent configuration in C(P). We will consider
the two cases separately.

1. We will first consider the case when σ = τ is a k-dimensional simplex in star(p) ⊂
DelTM(P). Since τ is a k-dimensional simplex in star(p), hence it is being refined by Rule
3 and Rp(τ) ≤ ε rch(M). Let B = B(cp(τ),αRp(τ))∩M, and let

f̃ :M → TpM

denote the orthogonal projection map ofM onto TpM. As in the proof of Lemma 5.4.12,
we can prove that the map f̃ restricted to the set B is injective and the derivative df̃ is
nonsingular for all points in B, which implies that f̃ is an open map when restricted to
the set B.

Function goodpick(τ,α) picks a random point x ∈ Bp = B(cp(τ),αRp(τ))∩ TpM and
checks whether the two following conditions are satisfied: (C1) x′ = pick(x,p) is in B,
and (C2) x′ does not form a j-dimension sliver (2 ≤ j ≤ k +1) with other sample points
contained in the ball B(cp(τ),αRp(τ)+2βRτ). If both conditions (C1) and (C2) are satisfied,
then return x.

We will now bound the volume of the set

S1 = {x ∈ Bp |pick(x,p) < B},

i.e. the set of points in Bp that do not satisfy (C1).

Claim 5.4.15 S1 ⊆ Bp \ f̃ (B)

Proof Let x ∈ S1. Since x ∈ S1, implies that pick(x,p) is either empty, i.e. (d − k)-flat, Hx,
passing through x and parallel to NpM does not intersectM or x′ = pick(x,p) < B. We
claim that there does not exist a point in B whose image under the map f̃ is x. Otherwise
if there exist a point y ∈ B such that f̃ (y) = x, then this would imply that the line segment
[x,y] lies in Hx. This would imply that Hx ∩M is not empty and

‖x − y‖2 = ‖y − cp(τ)‖2 − ‖x − cp(τ)‖2 (Pythagoras theorem)

< α2Rp(τ)
2 − ‖x − cp(τ)‖2 (since y ∈ B)

≤ ‖x′ − cp(τ)‖2 − ‖x − cp(τ)‖2 (since x′ < B)

= ‖x − x′‖2 (Pythagoras theorem) (5.20)

We have reached a contradiction since Hx ∩M , ∅, and ‖y − x‖ < ‖x′ − x‖ but by definition
x′ = pick(x,p) is the point closest to x in Hx ∩M. This implies that x ∈ Bp \ f̃ (B) and the
claim follows. �

From the Claim 5.4.15, we have

vol(S1) ≤ vol(Bp \ f̃ (B)) = vol(Bp)− vol(f̃ (B))
= φkα

kRp(τ)
k − vol(f̃ (B)). (5.21)

We will upper bound vol(S1) by lower bounding vol(f̃ (B)).
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Let p′ be the point closest to cp(τ) onM. From Lemma 2.2.2 (2) we have ‖p − p′‖ ≤
2ε‖p − cp(τ)‖ = 2εRp(τ). Therefore, B′ = B(p′ , r) ⊆ B where r = (α − 2ε)Rp(τ). As in the
proof of Lemma 5.4.12, using the fact that f̃ is an open map when restricted to B, we can
show that

vol(f̃ (B′)) ≥ φkrk cosk θ, (5.22)

where θ is the maximal angle made by any secant s = [p′ ,x] with TpM where x ∈ B̄′ =
B̄(p′ , r). Using Lemmas 2.2.2 and 5.4.11, and ε < 1, we get

sinθ ≤ (α − 2ε)ε
2

+
√
2ε +4ε2 < 3

√
ε. (5.23)

Therefore using Eq. (5.22) and (5.23), we get

vol(f̃ (B′)) ≥ φkr
k cosk θ

≥ φk

(
1− 2ε

α

)k
αkrkp (τ)(1− 9ε)

k
2

≥ φkα
kRp(τ)

k

(
1− 2kε

α

)(
1− 9kε

2

)

=
(
1−O

(
ε

α

))
φkα

kRp(τ)
k , (5.24)

where the constant in the big-O depends on k. Then, from Eq. (5.21) and (5.24), we have

vol(S1) =O
(
ε

α

)
×φkαkRp(τ)k . (5.25)

We will now bound the volume of the set

S2 =

{
x ∈ Bp

∣∣∣∣ x′ = pick(x,p) forms a j-dimensional sliver

(2 ≤ j ≤ k +1) with sample points in B(cp(τ),αRp(τ) + βRτ)

}
,

i.e. the set of points in Bp whose answer to (C2) is “yes".
Let S be the set of sample points in B(cp(τ),αRp(τ)+βRτ). We have shown in the proof

of Lemma 5.4.8, that |S | ≤N . Let µ be a good simplex with vertices in S with Rµ ≤ βRτ .
Then, from Lemma 5.4.2, we have

vol(Fµ) ≤DΘ0R
k
µ ≤DΘ0β

k Rp(τ)
k . (5.26)

The number of simplices of dimension ≤ k that can be formed with vertices from S is less
than N k+1. Let the union of the forbidden regions of all the good simplices of dimension
≤ k with vertices in S be denoted byW . Then, using the fact that |S | ≤N and Eq. (5.26),
we have

vol(W ) ≤N k+1 ×DΘ0β
kRkτ(p). (5.27)

We need the following claim to upper bound the volume of S2.

Claim 5.4.16 S2 ⊆ f̃ (W )∩Bp
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Proof Let x ∈ S2. Since x′ = pick(x,p) ∈Hx∩M, whereHx is a (d−k)-flat passing through
x and parallel to NpM, then f̃ (x′) = x. As x ∈ S2, we also have x′ ∈W . Combining the
facts that S2 ⊂ Bp, f̃ (x′) ∈W and f̃ (x′) = x, we get x ∈ f̃ (W )∩Bp. Therefore S2 ⊆ f̃ (W )∩Bp.

�

From Claim 5.4.16 and the fact that f̃ is a projection map, we have

vol(S2) ≤ vol(f̃ (W )∩Bp) ≤ vol(f̃ (W )) ≤ vol(W ). (5.28)

Combining Eq. (5.25), (5.27) and (5.28), we get that the probability of x′ = pick(x,p)
satisfying conditions (C1) and (C2) for any random point in x ∈ Bp is greater than

T
def
=

vol(Bp \ S1 ∪ S2)
vol(Bp)

≥
vol(Bp)− vol(S1 ∪ S2)

vol(Bp)

≥
vol(Bp)− vol(S1)− vol(S2)

vol(Bp)

≥
(
1−O

(
ε

α

)
− N

k+1βkDΘ0

φk αk

)

= 1−O
(
Θ0

αk

)
, (5.29)

the constant in the big-O depends only k, ρ0 and β, since α ≤ 1/2, ε ≤Θ0 (fromHypothesis
H5), D depends on k and ρ0 (Lemma 5.4.2), and N = 2O(k) (N depends only on β and
α, see Lemma 5.4.8). Therefore the expected number of times we have to pick random
points x ∈ Bp s.t x′ = pick(x,p) satisfies both the conditions (C1) and (C2) is less than

∞∑

i=1

i(1−T )i−1T =
1
T
.

2. We can similarly show that the result holds for the case when σ = φ ∈ C(P) is an
inconsistent configuration. �

Theorem 5.4.17 Under Hypotheses H1 to H5, the time complexity for updating C(P∪ {p})
from C(P) when a new point p is inserted to the current sample P by the algorithm is O(ε−k

2
).

The expected time complexity of the algorithm is O(ε−k
2−k) for fixedM, d and k.

Proof 1. Initialization. Assume without loss of generality that M is enclosed in a
d-dimensional box of unit length. We partition the unit box into a grid with unit length
rch(M)
32
√
d

and intersect it with the manifoldM to obtain the initial 1/16-sample ofM. Since

the complexity of the grid is 2O(d logd)

rchd (M)
hence the number of points in the initial point sample,

denoted by P0, is
2O(d lgd)

rchd (M)
where the constant in the big-O is an absolute constant. The time

complexity to get a subsample of the initial sample which is 1/32-sparse 1/16-sample of
M is O(d |P0|2).

2. Refinement. When a new point p is inserted by the algorithm, DelTM(P∪{p}) is up-
dated by creating the star of p andmodifying the stars of all the points in B(p,rch(M)/2)∩P.
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Inconsistent configurations are only considered when all big simplices in DelTM(P)
have been removed by application of Rule 1. Hence, by Lemma 5.2.5, we only have
to consider inconsistent configurations with diameter at most 2Rφ ≤ 4Rτ ≤ 4ε rch(M)
(Eq. (5.6)) and therefore, to update C(P∪{p}), it suffices to look at the stars of the points in
B(p,4ε rch(M))∩(P∪{p}). As in the proof of Theorem 5.4.10, we can show that the smallest
interpoint distance between the points of P is LP ≥ ε rch(M)/8. Using Lemma 5.4.12, we
have for all x ∈ P,

|B(x,rch(M)/2)∩ (P∪ {p})| ≤ 2O(k)

εk
. (5.30)

The star of point x ∈ B(p,rch(M)/2)∩ (P∪ {p}) can be calculated by projecting all the
points in B(x,rch(M)/2)∩ (P∪ {p}) on TxM and calculating the weighted Delaunay trian-
gulations of these projected points (Lemma 5.2.2). The time complexity for modifying
the stars of all points in B(p,rch(M)/2) is this

d2O(k)

εk
+
2O(k2)

εk2

Using the same arguments, we get that the time complexity for modifying the inconsis-
tencies is

d 2O(k)V(M)
εk

+
d 2O(k)

εk
+
2O(k2)

εk2
,

where the first term is for calculating the points in B(x,rch(M)/2)∩ (P∪ {p}), see equa-
tion (5.30).

By Theorem 5.4.10, the algorithm inserts 2O(k)vol(M)/εk many points. From
Lemma 5.4.14, we get the expected number of times pick() is called within good-pick()
is 1

T , where

T = 1−O
(
Θ0

αk

)
,

where the constant in the big-O depends on k and ρ0. Hence, the total time complexity of
the refinement algorithm is

(V(M) + 1)
d 2O(k)V(M)

Tε2k
+
2O(k2)V(M)

Tεk2+k
. (5.31)

�

5.5 Topological and geometric guarantees

We assume that the conditions of Theorem 5.4.9 are satisfied. Therefore M̂ has no slivers
and no inconsistencies. Let π : Rd →M map each point of Rd to its closest point ofM.
The following result is a special case of Theorem 4.0.3 proved in Chapter 4 (except for
item 5 which is a direct consequence of item 2).

Theorem 5.5.1 (Properties of M̂) For ε sufficiently small, we have the following :

1. M̂ is a piecewise-linear manifold without boundary.
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2. Map π restricted to M̂ provides an isotopy between M̂ andM.

3. ∀x ∈M, ‖x −π−1(x)‖ =O(ε2 rch(M)), where the constant in the big-O depends on k, ρ0
and Θ0.

4. ∀x ∈ M, sin∠(TxM,aff(τ)) = sin∠(NxM,Nτ) = O(ε), where τ is a k-simplex of M̂
containing the point π−1(x).

5. The output sample P is an (ε +O(ε2),Ω(ε))-rch sample ofM, where the constant in the
big-O depends on k, ρ0 and Θ0, and the constant in the big-Ω depend on α.

5.6 Summary

We have shown how to sample and triangulate a k-dimensional submanifold of Rk up to
a prescribed sampling rate ε using a variant of Delaunay refinement. The submanifold
is assumed to be compact, closed and of positive reach, but not necessarily oriented.
The requirement rch(M) > 0 can be somehow relaxed and Lipschitz manifolds can be
triangulated in very much the same way as manifolds of positive reach, as already shown
for surfaces in [BO06].

We assumed to know the reach of M (or, at least, a positive lower bound) and to
be able to compute the tangent space at any point p ∈ M. IfM is described by a set
of equations, computing the reach ofM reduces to solving a 0-dimensional system of
equations [BO05]. Remarkably, our algorithm can be proved to tolerate some uncertainty
in the estimation of the tangent spaces.

The algorithm is simple and relies only on simple computations performed in affine
subspaces. In order to walk around the curse of dimensionality, we do not triangulate
the ambient space and only maintain a k-dimensional data structure, the so-called
tangential Delaunay complex. This leads to an algorithm that uses a restricted set of
simple numerical operations and whose asymptotic complexity is O(ε−k

2−k) for fixedM,
d and k.

We have shown that the size of the sample is O(ε−k) and that the output mesh M̂ is a
good approximation ofM from a geometric and a topological points of view. Specifically,
we showed that the Hausdorff distance between M and M̂ is O(ε2rch(M)) and that
the maximal angle between their normal bundles is O(ε). The constant hidden in the
big-O depends on the normalized volume ofM (defined in Section 5.4.3). Up to the
multiplicative constant that depends onM, those bounds are optimal in view of Clarkson’s
results [Cla06] (note that Clarkson’s bound is for the Hausdorff distance only).

If one knows at each point x ofM the local feature size lfs(x), it is easy to modify the
algorithm so that the constants depend on

∫
M

dx
lfsk(x)

≤ V (M). This constant could even

be improved if one combines the algorithm of this chapter with the related technique
developped for anisotropic mesh generation [BWY08]. Provided that one can estimate the
second fundamental form at any point ofM, such an extension would allow to construct
anisotropic meshes that locally conform to the local metric ofM and approximateM with
a better convergence rate.



Part III

Stability of Delaunay Triangulation





Chapter 6

An obstruction to intrinsic Delaunay trian-
gulations

Delaunay has shown that the Delaunay complex of a finite set of points P of Euclidean
space Rm is a triangulation of P , provided that P satisfies a mild genericity property.
Voronoi diagrams and Delaunay complexes can be defined for arbitrary Riemannian
manifolds. However, Delaunay’s genericity assumption no longer guarantees that the
Delaunay complex will be a triangulation; stronger assumptions on P are required. A
natural one is to assume that P is sufficiently dense. Although partial results in this
direction have been obtained (or claimed), we show in this chapter that, for manifolds of
dimension greater than 2, sample density alone is insufficient to ensure that the Delaunay
complex is a triangulation.

6.1 Delaunay complex and Delaunay triangulation

Let M = (M,dM) be a metric space, and let P be a finite set of points ofM. An empty ball
is an open ball in the metric dM that contains no point from P . We say that an empty ball
B is maximal if no other empty ball with the same centre properly contains B. A Delaunay
ball is a maximal empty ball.

A simplex σ is a Delaunay simplex if there exists some Delaunay ball B that circum-
scribes σ , i.e. such that the vertices of σ belong to ∂B∩P . The Delaunay complex is the set
of Delaunay simplices, and is denoted DelM(P ). It is an abstract simplicial complex.

The Voronoi cell associated with p ∈ P is given by

VorM(p) = {x ∈M : dM(x,p) ≤ dM(x,q) for all q ∈ P }.

More generally, a Voronoi face is the intersection of a set of Voronoi cells: given σ =
{p0, . . . ,pk} ⊂ P , we define the associated Voronoi face as

VorM(σ) =
k⋂

i=0

VorM(pi ).

It follows that σ is a Delaunay simplex if and only if VorM(σ) , ∅. In this case, every point
in VorM(σ) is the centre of a Delaunay ball for σ . Thus every Voronoi face corresponds
to a Delaunay simplex. The Voronoi cells give a decomposition ofM, denoted VorM(P ),
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called the Voronoi diagram. The Delaunay complex of P is the nerve of the Voronoi
diagram.

In the case of Rm equipped with the standard Euclidean metric, Delaunay [Del34]
showed that, if P is generic, then the natural inclusion P →֒ Rm induces an embedding of
the Delaunay complex DelRm(P ) of P in Rm, called the Delaunay triangulation of P . The
point set P is generic if there is no Delaunay ball with more than m+1 points of P on its
boundary. Point sets that are not generic are often dismissed in theoretical work, because
an arbitrarily small perturbation of the points can be made which will yield a generic
point set. Thus in the sense of the standard measure in the configuration space Rm×|P |,
almost all point sets will yield a Delaunay triangulation.

A similar situation is known for certain standard non-Euclidean geometries, such
as Laguerr (or Power diagrams) geometry [Aur87], or spaces equipped with a Bregman
divergence [BNN10], or Riemannian manifolds of constant sectional curvature, e.g.,
hyperbolic spaces [DMT92].

Leibon and Letscher [LL00] announced sampling density conditions which would
ensure that the Delaunay complex defined by the intrinsic metric of an arbitrary compact
Riemannian manifold was a triangulation. In fact, as shown here, the stated result
is incorrect: sampling density alone is insufficient to guarantee an intrinsic Delaunay
triangulation (see Theorem 6.3.3). For any given sampling density, even if the point set
is generic, topological defects can arise when the vertices lie too close to a degenerate
configuration.

When triangulating submanifolds of dimension 3 and higher in Euclidean space using
Delaunay techniques, it was since discovered that near degenerate “sliver” simplices
pose problems which cannot be escaped simply by increasing the sampling density. In
particular, developing an example on a 3-manifold presented by Cheng et al. [CDR05b],
Boissonnat et al. [BGO09, Lemma 3.1] show that, using the metric of the ambient Eu-
clidean space restricted to the submanifold, the resulting Delaunay complex (called the
restricted Delaunay complex) need not be a triangulation of the original submanifold, even
with dense well separated sampling.

In this note we develop this example from the perspective of the intrinsic metric of
the manifold. It can be argued that this is an easier way to visualize the problem, since
we confine our viewpoint to a three dimensional space and perturb the metric, without
referring to deformations into a fourth ambient dimension. This viewpoint also provides
an explicit counterexample to the results announced by Leibon and Letscher [LL00].

6.2 A qualitative argument

As we show in this section with a qualitative argument, the problem can be viewed as
arising from the fact that when m is greater than two, the intersection of two metric
spheres is not uniquely specified by m points. We demonstrate the issue in the context of
Delaunay balls. The problem is developed quantitatively in terms of the Voronoi diagram
in Section 6.3.

We work exclusively on a three dimensional domain, and we are not concerned
with “boundary conditions”; we are looking at a coordinate patch on a densely sampled
compact 3-manifold.

One core ingredient in Delaunay’s triangulation result [Del34] is that any triangle τ is
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a

S1 S2

S3

Figure 6.1: In three dimensions, three closed geodesic balls can all touch three points,
u,v,p, on their boundary and yet no one of them is contained in the union of the other
two.

the face of exactly two tetrahedra. This follows from the observation that a triangle has a
unique circumcircle, and that any circumscribing sphere for τ must include this circle.
The affine hull of τ cuts space into two components, and if τ ∈DelRm(P ), then it will have
an empty circumsphere centred at a point c on the line through the circumcentre and
orthogonal to aff(τ). The point c is contained on an interval on this line which contains
all the empty spheres for τ. The endpoints of the interval are the circumcentres of the
two tetrahedra that share τ as a face.

The argument hinges on the assumption that the points are in general position,
and the uniqueness of the circumcircle for τ. If there were a fourth vertex lying on
that circumcircle, then there would be three tetrahedra that have τ as a face, but this
configuration would violate the assumption of general position.

Now if we allow the metric to deviate from the Euclidean one, no matter how slightly,
the guarantee of a well defined unique circumcircle for τ is lost. In particular, If three
spheres S1, S2 and S3 all circumscribe τ, their pairwise intersections will be different in
general. I.e.,

S1 ∩ S3 , S2 ∩ S3.

Although these intersections may be topological circles that are “arbitrarily close” assum-
ing the deviation of the metric from the Euclidean one is small enough, “arbitrarily close”
is not good enough when the only genericity assumption allows configurations that are
arbitrarily bad.

An attempt to illustrate the problem is given in Figure 6.1, where τ = {u,v,p}. Here, the
sphere S3 would be contained inside the spheres S1 and S2 if the metric were Euclidean,
but any aberration in the metric may leave a part of S3 exposed to the outside. This means
that in principle another sample point w could lie on S3, while S1 and S2 remain empty.
Thus there are three tetrahedra that share τ as a face.

The essential difference between dimension 2 and the higher dimensions can be
observed by examining the topological intersection properties of spheres. Specifically,
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two (m−1)-spheres intersect transversely in an (m−2)-sphere. For a non-Euclidean metric,
even if this property holds for sufficently small geodesic spheres, only in dimension two is
the sphere of intersection of the Delaunay spheres of two adjacent m-simplices uniquely
determined by the vertices of the shared (m− 1)-simplex. See Figure 6.1.

6.3 An obstruction to intrinsic Delaunay triangulations

We now explicitly show how density assumptions based upon the strong convexity radius,
as proposed by Leibon and Letscher [LL00], cannot escape topological problems in the
Delaunay complex. The configuration considered here may be recognised as essentially
the same as that which was described qualitatively in Section 6.2, but here we consider
the Voronoi diagram rather than Delaunay balls. As before we work exclusively in a local
coordinate patch on a densely sampled compact 3-manifold.

6.3.1 Sampling density alone is insufficient

We say P ⊂M is ǫ-dense if dM(x,P ) < ǫ for any x ∈M. If dM(p,q) ≥ ǫ̃ for all p,q ∈ P , then
P is ǫ̃-separated. The set P is an ǫ-net if it is ǫ-dense and ǫ-separated.

Leibon and Letscher [LL00, p. 343] explicitly assume that the points are generic which
they state as

Definition 6.3.1 The set P ⊂M, is generic ifM is an m-manifold and m+2 points never lie
on the boundary of a round ball.

Here a round ball refers to a geodesic ball. This definition of genericity is natural, and
corresponds to Delaunay’s original definition [Del34], except Delaunay only imposed
the constraint on empty balls. A question that Delaunay addressed explicitly, but which
was not addressed by Leibon and Letscher, is whether or not such an assumption is
a reasonable one to make. Delaunay showed that any (finite or periodic) point set in
Euclidean space can be made generic through an arbitrarily small affine perturbation.
That a similar construction of a perturbation can be made for points on a compact
Riemannian manifold has not been explicitly demonstrated. However, in light of the
construction we now present, it seems that the question is moot when m > 2, because
an arbitrarily small perturbation from degeneracy will not be sufficient to ensure a
triangulation.

Leibon and Letscher proposed adaptive density requirements based upon the strong
convexity radius. These requirements are somewhat complicated, but they will be satis-
fied if a simple constant sampling density requirement is satisfied. Exploiting a theo-
rem [Cha06, Thm. IX.6.1], that relates the strong convexity radius to the injectivity radius,
inj(M), and a positive bound on the sectional curvatures, they arrive at the following:

Claim 6.3.2 ([LL00, Lemma 3.3]) Suppose K0 is a positive upper bound on the sectional
curvatures ofM, and

η(M) = min

{
inj(M)
10

,
π

10
√
K0

}
. (6.1)

If P is an η(M)-sample set forM with respect to dM, then |DelM(P )| �M.
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In fact, we will show that no sampling conditions based on density alone will be sufficient
to guarantee a homeomorphic Delaunay complex in general, even when a separation
assumption is also demanded. We will show:

Theorem 6.3.3 With η(M) as defined in Eq. (6.1), for any ǫ > 0, there exists a compact
Riemannian manifoldM, and and a finite set P ⊂M, such that P is an (ǫη(M))-net forM,
with respect to the metric dM, but DelM(P ) is not homeomorphic toM.

6.3.1.1 A counter-example

We will construct the counter-example by considering a perturbation of a Euclidean
metric. This is a local operation, and the global properties of the manifold are only
relevant in so far as they affect η(M) of Eq. (6.1). We may assume, for example, that the
manifoldM is a 3-dimensional torus: M = S1 ×S1 ×S1, initially with a flat metric.

Thus assume there is some ǫ0 such that any compact Riemannian manifold may be
triangulated by the intrinsic Delaunay complex when P is an ǫ0η(M)-net. For conve-
nience, we choose a system of units so that ǫ0η(M) = 1. We will first construct a point
configuration and metric perturbation that leads to a problem, and then we will show
that the sampling assumptions are indeed met.

u

v

wp

Figure 6.2: A vertical slice: the
xz-plane of the initial Voronoi
diagram, seen from the nega-
tive y axis.

We introduce a number of parameters which we will
manipulate to produce the counter-example. We are
exploiting the fact that the genericity assumption al-
lows configurations that are arbitrarily close to being
degenerate. The assumed ǫ0 has been fixed.

We will work within a coordinate chart onM, where
the metric is Euclidean. We will perturb this metric by
constructing a metric tensor g̃ , and we will denote by
M̃ the manifold with with this new metric.

Consider points u,v,w,p in the xz-plane arranged
with u and v at ±a on the z axis, and w and p at ±(a+ ξ)
on the x axis, with a = 3

4 , and 0 < ξ < r0γ , where r0
and γ will be specified below. The Voronoi diagram of
these points in the xz-plane is shown in Figure 6.2. The
main point here is that the Voronoi boundary between
VorM(u) and VorM(v) may be arbitrarily small with re-
spect to the distance between the sites, i.e., ξ will be
very very small.

The three dimensional Voronoi diagram is the extension of this in the horizontal
y-direction, so that every cross-section looks the same. Note that since the points are not
co-circular, they do not represent a degeneracy by Delaunay’s criteria [Del34], but this is
irrelevant; we will also argue that the points will not represent a degenerate configuration
with respect to the new metric.

We now introduce a small localized metric perturbation so as to change the Voronoi
diagram near the origin. For example, we can demand that the matrix of the metric tensor
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in our coordinate system has the form

g̃(p) =




1− f (|p|) 0 0
0 1 0
0 0 1



,

where |p| is the parametric distance from p to the origin. The radial function f is non-
negative, and it and its first two derivatives are bounded, e.g.,

f (r),
∣∣∣f ′(r)

∣∣∣ ,
∣∣∣f ′′(r)

∣∣∣ ≤ β. (6.2)

We also demand that there exists a positive γ ≤ β such that f (r) ≥ γ when r ≤ r0, and
that f (r) = 0 if r ≥ 2r0. The parameter r0, defines the radius of the ball bounding the
perturbed region. Now we have distwp < distuv when ξ < r0γ .

u

p

v

w

Figure 6.3: The y = 0 slice
of the perturbed Voronoi dia-
gram.

Since γ may be arbitrarily small compared to β, stan-
dard arguments supply a function f meeting these con-
ditions. For example, the C∞ construction described by
Munkres [Mun68, p. 6] may be multiplied by a scalar
sufficiently small to meet our needs.

The vertical y = 0 cross-section of the perturbed
Voronoi diagram will look something like Figure 6.3:
VorM̃(p) and VorM̃(w) now meet in the xz-plane, and
VorM̃(u) and VorM̃(v) do not. However, since geodesics
which do not intersect the ball BR3(0,2r0) will remain
straight lines in the parameter space, the Voronoi dia-
gram is unchanged outside of a neighbourhood of the
origin. Thus looking from above at the slice of the
Voronoi diagram in the xy-plane, we will see something
like Figure 6.4(a). Figure 6.4(b) shows the yz-plane.

Two Voronoi vertices have been introduced, the red
and blue points in Figure 6.4. These are the centres of

distinct empty geodesic circumballs for {p,u,v,w}. Since they cannot lie in the region
unaffected by the perturbation, a quick calculation shows that the parametric distance
of these Voronoi vertices from the origin is bounded by 4r0, when r0 ≤ 1

4 , and it follows
from another small calculation that the parametric distance from these Voronoi vertices

to any of the four sample points is bounded by a(1+ 3ξ+16r20
a2

). The distances between these
Voronoi vertices and the sample points in the new metric will also be subjected to the
same bound, since no distances increase. Also, The sparsity condition will not be affected
by the perturbation. Thus, since we can make r0 as small as we please, and ξ is chosen
such that ξ < r0γ , it follows that the radius of these balls may be made arbitrarily close to
a = 3

4 = 3
4ǫ0η(M). We will argue next that we can make

∣∣∣η(M)− η(M̃)
∣∣∣ as small as desired

by reducing the size of β in Eq. (6.2). Then other sample points may be placed on the
manifold so that the density criteria are met, and no degenerate configuration (violation
of Definition 6.3.1) need be introduced.

This means that the Delaunay complex, defined as the nerve of the Voronoi diagram,
will not be a triangulation of the manifold M̃. As observed by Boissonnat et al. [BGO09],
the triangle faces {p,w,u} and {p,w,v}will be adjacent to only a single tetrahedron, namely
{p,u,v,w}. Thus DelM̃(P ) is not a manifold complex, i.e., there are vertices in DelM̃(P )
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whose star is not isomorphic to the star of a vertex of a triangulation of Rm. This is clearly
a problem if the original manifold has no boundary.

Vor(  )

Vor(  )

Vor(   ) Vor(   )

p

w

uv uv

(a) xy-plane from above

Vor(  )u

Vor(  )v

Vor(    )wp

(b) yz-plane

Figure 6.4: Looking at cross-sections; the positive y-direction is to the right. The four
points, p,u,v,w, admit two small circumballs with distinct centres (the red and blue
points).

Although it is in some sense close to being degenerate, we emphasise that this config-
uration represents a problem that cannot be escaped by an arbitrarily small perturbation
of the sample points. An argument based on the triangle inequality shows that in order
to effect a change in the topology of the Voronoi diagram, a displacement of the points by
a distance of Ω(r0γ − ξ) is required.

More specifically, we observe that the configuration {p,u,v,w} may be placed in an
otherwise well behaved point set P such that within a small ball centred at the origin in
our coordinate chart, all points will have {p,u,v,w} as the four closest points in P , and
this would remain the case even if the point positions were perturbed a small amount. We
may further assume that the other Delaunay simplices are well shaped, so that stability
results, from Chapter 7, can be used to argue that they cannot be destroyed with an
arbitrarily small perturbation. Then we argue that in order to obtain a triangulation by a
perturbation P → P ′, we must ensure that the Voronoi cell VorM̃({p′ ,w′}) must vanish: the
edge {p′ ,w′} will never be incident to any tetrahedron other than {p′ ,u′ , v′ ,w′}. Then an
argument based on the triangle inequality shows that for a ρ-perturbation with ρ < r0γ−ξ

6 ,
there will be a point in VorM̃({p′ ,w′}) within a distance of 2ρ of the origin.

6.3.1.2 The sizing function under perturbation

We need to establish that the metric manipulation that we performed in order to construct
the counter-example, does not have a dramatic effect on the sizing function η(M̃). This
follows from the fact that we have bounded g − g̃ together with its first and second
deriviatives.
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Since the sectional curvature may be described as a continuous function of g and it’s
first and second derivatives [dC92, pp. 56 & 93], the effect of our perturbation on the
sectional curvatures can be made arbitrarily small by reducing β in Eq. (6.2).

Since we started with a flat metric anyway, the bound K0 can be made arbitrarily
small, and so the second term in Eq. (6.1) will not be the smallest. We need to bound the
change in the injectivity radius as well.

This follows from results in the literature [Ehr74, Sak83], which state that for a
compact manifold, inj(M) depends continuously on the metric and its first and second
derivatives. Specifically,

Lemma 6.3.4 (Ehrlich) Let M be the space of C3 Riemannian metric structures g on a
compact manifold M, and endow M with the C2 topology. The function g 7→ inj(Mg ) is
continuous in this topology.

This means that for any desired bound on
∣∣∣η(M)− η(M̃)

∣∣∣, there will be a β that will satisfy
the bound.

The construction of the counter-example is complete.

6.3.2 Discussion

We have shown that for constructing a Delaunay triangulation for an arbitrary Rieman-
nian manifold, a sampling density requirement is not sufficient in general. The solution
we propose here is to constrain the kind of sample sets that we consider. Another ap-
proach would be to constrain the kind of metrics that are assumed. However, even with
a purely Euclidean metric, allowing configurations to be arbitrarily close to degeneracy
means that arbitrarily poorly shaped simplices are to be expected. When the metric is no
longer Euclidean, the “shape” of a simplex no longer has an obvious meaning, but the
problems associated with point configurations near degeneracy will certainly be present.

Our analysis relied on the ability to make the support of the perturbation small. This
is unlikely to be a necessary feature of the construction, but it facilitates our simplistic
analysis.

Clarkson [Cla06] remarked that an implication of Leibon and Letscher’s claim [LL00]
is that for four points close enough together, there is a unique circumsphere with small
radius. Our counter-example shows that circumcentres need not be unique under these
conditions. In fact the existence of unique circumcentres does not follow from the
triangulation result. However, the argument sketched out by Leibon and Letscher claimed
that the intrinsic Voronoi diagram is a cell complex (i.e., it satisfies the closed ball property
[ES97]), and this would imply unique circumcentres for the top dimensional simplices.

It is worth emphasising that the problems discussed here only arise when the dimen-
sion is greater than 2. The same sampling criteria for two dimensional manifolds has
been fully validated [Lei99, DZM08], however these works both assume genericity in the
sample set, without demonstrating that it is a reasonable assumption.



Chapter 7

Stability of Delaunay triangulations

We introduce a parametrized notion of genericity for Delaunay triangulations which, in
particular, implies that the Delaunay simplices of δ-generic point sets are thick. Equipped
with this notion, we study the stability of Delaunay triangulations under perturbations of
the metric and of the vertex positions. We quantify the magnitude of the perturbations
under which the Delaunay triangulation remains unchanged.

Structural results from this chapter will play a crucial role in solving (partially) the
obstruction, highlighted in Chapter 6, to getting intrinsic Delaunay triangulations of
manifolds.

7.1 Introduction

One of the central properties of Delaunay complexes, which was demonstrated when
they were introduced [Del34], is that under a very mild assumption they are embedded,
i.e., they define a triangulation of Euclidean space. The required assumption is that there
are not too many cospherical points; the points are “generic”. The assumption is not
considered limiting because, as Delaunay showed, an arbitrarily small affine perturbation
can transform any given point set into one that is generic.

Given the assumption of a generic point set, we are assured that the Delaunay complex
defines a triangulation, but a couple of issues arise when working with these triangula-
tions. One is that the Delaunay triangulation can be highly sensitive to the exact location
of the points. For example, the Delaunay triangulation of a point set might be different if
a coordinate transform is first performed using floating point arithmetic.

Another problem concerns the geometric quality of the simplices in the triangulation.
We define the thickness of a simplex as a number proportional to the ratio of the smallest
altitude to the longest edge length of the simplex, and we demonstrate why this is a
useful measure of the geometric quality of the simplex. For points in the plane, if there
is an upper bound on the ratio of the radius of a Delaunay ball to the length of the
shortest edge of the corresponding triangle, then there is a lower bound on the thickness
of any Delaunay triangle. However, when there are three or more spatial dimensions, the
thickness of Delaunay simplices may become arbitrarily small in spite of any bound on
the circumradius to shortest edge length.

Both of these issues are shown to be related to points being close to a degenerate
(non-generic) configuration. We parameterize Delaunay’s original definition of genericity,
saying that a point set P ⊂ Rm is δ-generic if every m-simplex in the Delaunay complex
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has a Delaunay ball that is at a distance greater than δ to the remaining points in P. We
show that a bound on δ leads to a bound on the thickness of the Delaunay simplices, and
also that the Delaunay complex itself is stable with respect to perturbations of the points
or of the metric, provided the perturbation is small enough with respect to δ in a way
that we quantify.

The stability of Delaunay triangulations has not previously been studied in this way.
Related work can be found in the context of kinetic data structures [AGG+10] or in the
context of robust computation [BS04], and in particular, the concept of protection we
introduce in Section 7.3 is embodied in the guarded insphere predicate which has been em-
ployed in a controlled perturbation algorithm for 2D Delaunay triangulation [FKMS05].

Our interest in the problem of near-degeneracy in Delaunay complexes stems from
work on triangulating Riemannian manifolds. As we have seen in this previous chapters,
an established technique is to compute the triangulation locally at each point in an
approximating Euclidean metric, and then perform manipulations to ensure that the
local triangulations fit together consistently. See, Chapters 3 and 5. The reason the
manipulations are necessary is exactly the problem of the instability of the Delaunay
triangulation, and sometimes this is most conveniently described as an instability with
respect to a perturbation of the local Euclidean metric.

Although we make no explicit reference to Voronoi diagrams, the Delaunay complexes
we study can be equivalently defined as the nerve of the Voronoi diagram associated
with the metric under consideration. We provide criteria for ensuring that the Delaunay
complex is a triangulation without explicit requirements on the properties of the Voronoi
diagram [ES97], in contrast to a common practice in related work [LL00, LS03, CDR05b,
DZM08, CG12].

Organization of the chapter. After presenting background material in Section 7.2, we
introduce the concept of δ-generic point sets for Euclidean Delaunay triangulations in
Section 7.3. We show that Delaunay simplices of δ-generic point sets are thick; they satisfy
a quality bound. Then in Section 7.4 we quantify how δ-genericity leads to robustness
in the Delaunay triangulation when either the points or the metric are perturbed. The
primary challenge is bounding the displacement of simplex circumcentres. We conclude
with some remarks on the construction and application of δ-generic point sets.

7.2 Background

To simplify the presentation for the readers of this and the following chapter, we will
redefine (recapitulate) some of the terms from Chapter 2.

Within the context of the standardm-dimensional Euclidean spaceRm, when distances
are determined by the standard norm, ‖·‖, we use the following conventions. The distance
between a point p and a set X ⊂ Rm, is the infimum of the distances between p and the
points of X, and is denoted dRm(p,X). We refer to the distance between two points a
and b as ‖b − a‖ or dRm(a,b) as convenient. A ball BRm(c, r) = {x | ‖x − c‖ < r} is open, and
BRm(c, r) is its topological closure. We will consider other metrics besides the Euclidean
one. A generic metric is denoted d, and the associated open and closed balls are Bd(c, r),
and B(c, r). Generally, we denote the topological closure of a set X by X, the interior by
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intX, and the boundary by ∂X. The convex hull is denoted conv(X), and the affine hull is
aff(X).

If U and V are vector subspaces of Rm, with dimU ≤ dimV , the angle between them
is defined by

sin∠(U,V ) = sup
u∈U,‖u‖=1

‖u −πV (u)‖ , (7.1)

where πV is the orthogonal projection onto V . This is the largest principal angle between
U and V . The angle between affine subspaces K and H is defined as the angle between
the corresponding parallel vector subspaces.

7.2.1 Sampling parameters and perturbations

The structures of interest will be built from a finite set P ⊂ Rm, which we consider to
be a set of sample points. If D ⊂ Rm is a bounded set, then P is an ǫ-sample set for D
if dRm(x,P) < ǫ for all x ∈ D. We say that ǫ is a sampling radius for D satisfied by P. If
no domain D is specified, we say P is an ǫ-sample set if dRm(x,P∪ ∂conv(P)) < ǫ for all
x ∈ conv(P). Equivalently, P is an ǫ-sample set if it satisfies a sampling radius ǫ for

Dǫ(P) = {x ∈ conv(P) |dRm(x,∂conv(P)) ≥ ǫ}.

The set P is λ-separated if dRm(p,q) > λ for all p,q ∈ P. We usually assume that the sparsity
of a ǫ-sample set is proportional to ǫ, thus: λ = µ0ǫ.

We consider a perturbation of the points P ⊂ Rm given by a function ζ : P→ Rm. If ζ
is such that dRm(p,ζ(p)) ≤ ρ, we say that ζ is a ρ-perturbation. As a notational convenience,
we frequently define P̃ = ζ(P), and let p̃ represent ζ(p) ∈ P̃. We will only be considering
ρ-perturbations where ρ is less than half the sparsity of P, so ζ : P→ P̃ is a bijection.

Points in P which are not on the boundary of conv(P) are interior points of P.

7.2.2 Simplices

Given a set of j + 1 points {p0, . . . ,pj } ⊂ P ⊂ Rm, a (geometric) j-simplex σ = [p0, . . . ,pj ] is
defined by the convex hull: σ = conv({p0, . . . ,pj }). The points pi are the vertices of σ . Any
subset {pi0 , . . . ,pik } of {p0, . . . ,pj } defines a k-simplex τ which we call a face of σ . We write
τ ≤ σ if τ is a face of σ , and τ < σ if τ is a proper face of σ , i.e., if the vertices of τ are a
proper subset of the vertices of σ .

The boundary of σ , is the union of its proper faces: ∂σ =
⋃
τ<σ τ. In general this is

distinct from the topological boundary defined above, but we denote it with the same
symbol. The interior of σ is intσ = σ \ ∂σ . Again this is generally different from the
topological interior. In particular, a 0-simplex p is equal to its interior: it has no boundary.
Other geometric properties of σ include its diameter (its longest edge), ∆σ , and its shortest
edge, Lσ .

For any vertex p ∈ σ , the face oppposite p is the face determined by the other vertices
of σ , and is denoted σp. If τ is a j-simplex, and p is not a vertex of τ, we may construct a
(j +1)-simplex σ = p ∗ τ, called the join of p and τ. It is the simplex defined by p and the
vertices of τ, i.e., τ = σp.

Our definition of a simplex has made an important departure from standard con-
vention: we do not demand that the vertices of a simplex be affinely independent. A
j-simplex σ is a degenerate simplex if dimaff(σ) < j . If we wish to emphasise that a simplex
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is a j-simplex, we write j as a superscript: σ j ; but this always refers to the combinatorial
dimension of the simplex.

A circumscribing ball for a simplex σ is any m-dimensional ball that contains the
vertices of σ on its boundary. If σ admits a circumscribing ball, then it has a circumcentre,
cσ , which is the centre of the smallest circumscribing ball for σ . The radius of this
ball is the circumradius of σ , denoted Rσ . In general a degenerate simplex may not
have a circumcentre and circumradius, but in the context of the Euclidean Delaunay
complexes we will work with, the degenerate simplices we may encounter do have these
properties. We will make use of the affine space Nσ composed of the centres of the balls
that circumscribe σ . This space is orthogonal to aff(σ) and intersects it at the circumcentre
of σ . Its dimension is m−dimaff(σ).

The altitude of a vertex p in σ is Dσ (p) = dRm(p,aff(σp)). A poorly-shaped simplex
can be characterized by the existence of a relatively small altitude. The thickness of a
j-simplex σ is the dimensionless quantity

Υσ =


1 if j = 0

minp∈σ
Dσ (p)
j∆σ

otherwise.

We say that σ is Υ0-thick, if Υσ ≥Υ0. If σ is Υ0-thick, then so are all of its faces. Indeed if
τ ≤ σ , then the smallest altitude in τ cannot be smaller than that of σ , and also ∆τ ≤ ∆σ .

Our definition of thickness is essentially the same as that employed by

Munkres [Mun68]. Munkres defined the thickness of σ j as r(σ j )
∆
σj
, where r(σ j ) is the

radius of the largest contained ball centred at the barycentre. This definition of thickness
turns out to be equal to j

j+1Υσ j .
In the previous chapters we employed a volume-based measure of simplex quality,

and variations on this, typically referred to as fatness, have been popular in works on
higher dimensional Delaunay-based meshing [CDE+00b, Li03b, BWY11]. We find a direct
bound on the altitudes to be more convenient, because it yields a cleaner and tighter
connection between the geometry and the linear algebra of simplices. Typically, a bound
on some geometric displacement related to a simplex is obtained by bounding the inverse
of a matrix associated with the simplex, and thickness is well suited for this task.

As a motivating example, consider the problem of bounding the angle between the
affine hull of a simplex and an affine space that lies close to all the vertices of the simplex.
Such a bound is relevant when meshing submanifolds of Euclidean space, for example,
where it is desired that the affine hulls of the simplices are in agreement with the nearby
tangent spaces of the manifold.

Whitney [Whi57b, p. 127], see Lemma 2.3.2, obtained such a bound, which manifestly
depends on the quality of the simplex. Using thickness as a quality measure we obtain a
sharper result:

Lemma 7.2.1 (Revisiting Whitney’s angle bound) Suppose σ is a j-simplex whose ver-
tices all lie within a distance η from a k-dimensional affine space, H ⊂ Rm, with k ≥ j . Then

sin∠(aff(σ),H) ≤ 2η
Υσ∆σ

.

The idea of the proof is to express the unit vector u in Eq. (7.1) in terms of a basis for
aff(σ) given by the edges of σ that emenate from some arbitrarily chosen vertex. The
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projection ũ of u into H can then be expressed in terms of the projected basis vectors,
using the same vector of coefficients. Since the vertices of σ all lie close toH , the projected
basis vectors do not differ significantly from the originals, so bounding the magnitude of
the difference between u and ũ comes down to bounding the magnitude of the vector of
coefficients of the unit vector u. This bound depends on how well-conditioned the basis
is, and this is closely related to the thickness of σ .

These observations can be conveniently expressed and made concrete in terms of the
singular values of a matrix. An excellent introduction to singular values can be found in
the book by Trefethen and Bau [TB97, Chap. 4 & 5], but for our purposes we are primarily
concerned with the largest and the smallest singular values, which we now describe.

We denote the ith singular value of a matrix A by si(A). The singular values are
non-negative and ordered by magnitude. The largest singular value can be defined as

s1(A) = sup
‖x‖=1

‖Ax‖ ;

it is the magnitude of the largest vector in the range of the unit sphere. The first singular
value also defines the operator norm: ‖A‖ = s1(A). The standard observation that a bound
on the norms of the columns of A yields a bound on ‖A‖ is obtained by a short calculation.

Lemma 7.2.2 If η > 0 is the least upper bound on the norms of the columns of an m× j matrix
A, then

η ≤ ‖A‖ ≤
√
jη.

We will also be interested in obtaining a lower bound on the smallest singular value
which, for an m× j matrix A with j ≤m, may be defined as

sj (A) = inf
‖x‖=1

‖Ax‖ .

From the given definitions, one can verify that if A is an invertible m ×m matrix,
then s1(A−1) = sm(A)−1, but it is convenient to also accommodate non-square matrices,
corresponding to simplices that are not full dimensional. If A is an m× j matrix of rank
j ≤m, then the pseudo-inverse A† = (ATA)−1AT is the unique left inverse of A whose kernel
is the orthogonal complement of the column space of A. We have the following general
observation:

Lemma 7.2.3 If A is an m× j matrix of rank j ≤m, then si(A†) = sj−i+1(A)−1.

The columns of A form a basis for the column space of A. The pseudo-inverse can also
be described in terms of the dual basis. If we denote the columns of A by {ai}, then the
ith dual vector, wi , is the unique vector in the column space of A such that wT

i ai = 1 and
wT
i aj = 0 if i , j . Then A† is the j ×m matrix whose ith row is wT

i .
By exploiting a close connection between the altitudes of a simplex and the vectors

dual to a basis defined by the simplex, we obtain the following key lemma that relates
the thickness of a simplex to the smallest singular value of an associated matrix:
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σpi

pi

p0

wi

Figure 7.1: Choosing p0 as the origin, the edges emenating from p0 in σ = [p0, . . . ,pj ] form
a basis for aff(σ). The proof of Lemma 7.2.4 demonstrates that the dual basis {wi} consists
of vectors that are orthogonal to the facets, and with magnitude equal to the inverse of
the corresponding altitude.

Lemma 7.2.4 (Thickness and singular value) Let σ = [p0, . . . ,pj ] be a non-degenerate j-

simplex in Rm, with j > 0, and let P be the m× j matrix whose ith column is pi − p0. Then the
ith row of P† is given by wT

i , where wi is orthogonal to aff(σpi ), and

‖wi‖ =Dσ (pi )−1.

We have the following bounds on the smallest singular value of P:

sj (P) ≥
√
jΥσ∆σ .

Proof By the definition of P†, it follows that wi belongs to the column space of P, and it
is orthogonal to all (pi ′ − p0) for i ′ , i. Let ui = wi / ‖wi‖. By the definition of wi , we have
wT
i (pi − p0) = 1 = ‖wi‖uTi (pi − p0). By the definition of the altitude of a vertex, we have

uTi (pi − p0) =Dσ (pi ). Thus ‖wi‖ =Dσ (pi )−1. Since

max
1≤i≤j

Dσ (pi )
−1 =

(
min
1≤i≤j

Dσ (pi )

)−1
= (jΥσ∆σ )

−1,

Lemma 7.2.2, yields
s1(P

†) ≤ (
√
jΥσ∆σ )

−1,

because si(AT) = si(A) for any matrix A. The stated bounds on sj (P) follow from
Lemma 7.2.3.

�

The proof of Lemma 7.2.4 shows that the pseudoinverse of P has a natural geometric
interpretation in terms of the altitudes of σ , and thus the altitudes provide a convenient

lower bound on sj (P). By Lemma 7.2.2, s1(P) ≤
√
j∆σ , and thus Υσ ≤

sj (P)
s1(P)

. In other words,
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Υ
−1
σ provides a convenient upper bound on the condition number of P. Roughly speaking,

thickness imparts a kind of stability on the geometric properties of a simplex. This is
exactly what is required when we want to show that a small change in a simplex will not
yield a large change in some geometric quantity of interest. For example, we will use
Lemma 7.2.4 in the demonstration of Lemma 7.4.1, which is the technical lemma related
to the stability of the space of circumcentres of a simplex. Lemma 7.2.4 also facilitates a
concise demonstration of Whitney’s angle bound:

Proof of Lemma 7.2.1 Suppose σ = [p0, . . . ,pj ]. Choose p0 as the origin of Rm, and let
U ⊂ Rm be the vector subspace defined by aff(σ). LetW be the k-dimensional subspace
parallel to H , and let π : Rm→W be the orthogonal projection ontoW .

Let u ∈U be a unit vector. Since the vectors vi = (pi − p0), i ∈ {1, . . . , j} form a basis for
U , we may write u = Pa, where P is the m× j matrix whose ith column is vi , and a ∈ Rj is
the vector of coefficients. Then, defining X = P −πP, we get

‖u −πu‖ = ‖Xa‖ ≤ ‖X‖‖a‖ .

W is at a distance less than η from H , because p0 ∈ W and dRm(pi ,H) ≤ η for all
0 ≤ i ≤ j . It follows that ‖vi −πvi‖ ≤ 2η, and Lemma 7.2.2 yields

‖X‖ ≤ 2
√
jη.

Observing that 1 = ‖u‖ = ‖Pa‖ ≥ sj (P)‖a‖, we find

‖a‖ ≤ 1
sj (P)

,

and the result follows from Lemma 7.2.4 and Eq. 7.1. �

7.2.3 Complexes

Given a finite set P, an abstract simplicial complex is a set of subsets K ⊂ 2P such that if
σ ∈ K , then every subset of σ is also in K . The Delaunay complexes we study are abstract
simplicial complexes, but their simplices carry a canonical geometry induced from the
inclusion map ι : P →֒ Rm. (We assume ι is injective on P, and so do not distinguish
between P and ι(P).) For each abstract simplex σ ∈ K , we have an associated geometric
simplex conv(ι(σ)), and normally when we write σ ∈ K , we are referring to this geometric
object. Occasionally, when it is convenient to emphasise a distinction, we will write ι(σ)
instead of σ .

Thus we view such a K as a set of simplices in Rm, and we refer to it as a complex,
but it is not generally a (geometric) simplicial complex. A geometric simplicial complex
is a finite collection G of simplices in RN such that if σ ∈ G, then all of the faces of σ
also belong to G, and if σ, σ̃ ∈ G and σ ∩ σ̃ , ∅, then τ = σ ∩ σ̃ is a simplex and τ ≤ σ
and τ ≤ σ̃ . Observe that the simplices in a geometric simplicial complex are necessarily
non-degenerate. An abstract simplicial complex is defined from a geometric simplicial
complex in an obvious way. A geometric realization of an abstract simplicial complex K
is a geometric simplicial complex whose associated abstract simplicial complex may be
identified with K . A geometric realization always exists for any complex. Details can be
found in algebraic topology textbooks; the book by Munkres [Mun84] for example.
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The dimension of a complex K is the largest dimension of the simplices in K . We say
that K is an m-complex, to mean that it is of dimension m. The complex K is a pure
m-complex if it is an m-complex, and every simplex in K is the face of an m-simplex.

The carrier of an abstract complex K is the underlying topological space |K |, associated
with a geometric realization of K . Thus if G is a geometric realization of K , then |K | =⋃
σ∈G σ . For our complexes, the inclusion map ι induces a continous map ι : |K | → Rm,

defined by barycentric interpolation on each simplex. If this map is injective, we say that
K is embedded. In this case ι also defines a geometric realization of K , and we may identify
the carrier of K with the image of ι.

A subset K ′ ⊂ K is a subcomplex of K if it is also a complex. The star of a subcomplex
K ′ ⊆ K is the subcomplex generated by the simplices incident to K ′. I.e., it is all the
simplices that share a face with a simplex of K ′, plus all the faces of such simplices. This
is a departure from a common usage of this same term in the topology literature. The star
of K ′ is denoted star(K ′) when there is no risk of ambiguity, otherwise we also specify the
parent complex, as in star(K ′;K). A simple example of the star of a complex is depicted
in Figure 7.2.

K ′

Figure 7.2: The star of a subcomplex K ′ ⊂ K is the subcomplex star(K ′) ⊂ K that consists
all the simplices that share a face with K ′ (this includes all of K ′ itself), and all the faces
of these simplices. Here we show an embedded 2-complex, with all 2-simplices shaded.
The subcomplex K ′ consists of the two indicated triangles, and their faces (blue). The
simplices of star(K ′) are shown in bold (red and blue). The other simplices do not belong
to star(K ′) (black).

A triangulation of P ⊂ Rm is an embedded complex K with vertices P such that
|K | = conv(P). A complex K is a j-manifold complex if the star of every vertex is isomorphic
to the star of a triangulation of Rj . In order to exploit the local nature of the definition of
a manifold complex, it is convenient to have a local notion of triangulation for the star of
a vertex in K , even if the whole of K is not a triangulation of its vertices:

Definition 7.2.5 (Triangulation at a point) A complex K is a triangulation at p ∈ Rm if:
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1. p is a vertex of K .

2. star(p) is embedded.

3. p lies in int |star(p)|.

4. For all τ ∈ K , and σ ∈ star(p), if (intτ)∩σ , ∅, then τ ∈ star(p).

In a general complex Condition 4 above is not a local property, however in the case of
Delaunay complexes that intersts us here, local conditions are sufficient to verify the
condition, as we will show in Section 7.3.2.1. Observe also that Condition 4 also precludes
intersections with degenerate simplices, since such a simplex would have a face that
violates the conditon.

If σ is a simplex with vertices in P, then any map ζ : P→ P̃ ⊂ Rm defines a simplex
ζ(σ) whose verticies in P̃ are the images of vertices of σ . If K is a complex on P, and K̃
is a complex on P̃, then ζ induces a simplicial map K → K̃ if ζ(σ) ∈ K̃ for every σ ∈ K .
We denote this map by the same symbol, ζ. We are interested in the case when ζ is an
isomorphism, which means it establishes a bijection between K and K̃ . We then say that

K and K̃ are isomorphic, and write K � K̃ , or K
ζ
� K̃ if we wish to emphasise that the

correspondence is given by ζ.
A simplicial map ζ : K → K̃ defines a continuous map ζ : |K | →

∣∣∣K̃
∣∣∣, by barycentric

interpolation on each simplex σ ∈ K . We observe the following consequence of Brouwer’s
invariance of domain:

Lemma 7.2.6 Suppose K is a complex with vertices P ⊂ Rm, and K̃ a complex with vertices
P̃ ⊂ Rm. Suppose also that K is a triangulation at p ∈ P, and that ζ : P→ P̃ induces an injective
simplicial map star(p)→ star(ζ(p)). If star(ζ(p)) is embedded, then

ζ(star(p)) = star(ζ(p)),

and ζ(p) is an interior point of P̃.

Proof We need to show that star(ζ(p)) ⊆ ζ(star(p)). Since star(p) is embedded, ζ defines
a continuous map ζ : |star(p)| → |star(ζ(p))| that is injective on each simplex. Since
star(ζ(p)) is also embedded, this continuous map is injective on |star(p)|. Since K is a
triangulation at p, there is an open ball B centred at p such that B ⊂ int |star(p)|. Then ζ|B :
Rm ⊃ B→ ζ(B) ⊂ Rm is a homeomorphism by Brouwer’s invariance of domain [Dug66,
Ch. XVII]. It follows that ζ(p) is an interior point of P̃.

Suppose σ ∈ star(ζ(p)) and ζ(p) is a vertex of σ . Then, since σ is not degenerate, there
is a point x ∈ ζ(B)∩ intσ , and from the above argument, x also lies in the interior of some
simplex τ̃ ∈ ζ(star(p)) ⊆ star(ζ(p)). Since star(ζ(p)) is embedded, τ̃∩σ is a face of σ and of
τ̃, but since x is in the interior of both simplices, it must be that τ̃ = σ . Thus σ ∈ ζ(star(p)).

If σ ∈ star(ζ(p)), then there is some τ ∈ star(ζ(p)) such that ζ(p) is a vertex of τ and
σ ≤ τ. Since τ ∈ ζ(star(p)), we also have σ ∈ ζ(star(p)), by the definition of a simplicial
map. �
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7.3 Parameterized genericity

In this section we examine the Delaunay complex of P ⊂ Rm, taking the view that poorly-
shaped simplices arise from almost degenerate configurations of points. We introduce
the concept of a protected Delaunay ball, which leads to a parameterized definition of
genericity. We then show that a lower bound on the protection of the maximal simplices
yields a lower bound on their thickness.

7.3.1 The Delaunay complex

An empty ball is one that contains no point from P.

Definition 7.3.1 (Delaunay complex) A Delaunay ball is a maximal empty ball. Specif-
ically, B = BRm(x,r) is a Delaunay ball if any empty ball centred at x is contained in B. A
simplex σ is a Delaunay simplex if there exists some Delaunay ball B such that the vertices of
σ belong to ∂B∩P. The Delaunay complex is the set of Delaunay simplices, and is denoted
Del(P).

The Delaunay complex has the combinatorial structure of an abstract simplicial complex,
but Del(P) is embedded only when P satisfies appropriate genericity requirements, as
discussed in Section 7.3.2. Otherwise, Del(P) contains degenerate simplices. We make
here some observations that are not dependent on assumptions of genericity.

p

σ

Figure 7.3: Lemma 7.3.2: If the affine hull of σ is not full dimensional, then a Delaunay
ball has freedom to expand, and σ must be the face of a higher dimensional Delaunay
simplex.

The union of the Delaunay simplices is conv(P). A simplex σ ∈Del(P) is a boundary
simplex if all its vertices lie on ∂conv(P). We observe

Lemma 7.3.2 (Maximal simplices) If aff(P) = Rm, then every Delaunay j-simplex, σ , is a
face of a Delaunay simplex σ ′ with dimaff(σ ′) =m. In particular, if j ≤m, then σ is a face of
a Delaunay m-simplex. If σ is not a boundary simplex, and dimaff(σ) < m, then there are at
least two Delaunay (j +1)-simplices that have σ as a face.
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Proof Suppose dimaff(σ) < m. Let B = BRm(c, r) be a Delaunay ball for σ . Let ℓ be the
line through c and cσ . If c = cσ , let ℓ be any line through c and orthogonal to aff(σ). There
must be a point ĉ ∈ ℓ such that the circumscribing ball for σ centred at ĉ is not empty. If
this were not the case, we would have aff(σ) = aff(P), and thus dimaff(P) < m. It follows
then (from the continuity of the radius of the circumballs parameterized by ℓ), that there
is a point c′ ∈ [c, ĉ] that is the centre of a Delaunay ball for a simplex σ ′ that has σ as a
proper face. The first assertion follows.

The second assertion follows from the same argument, and the observation that if σ
is not on the boundary of conv(P), then there must be non-empty balls centred on ℓ at
either side of c. If p ∈ P \ aff(σ) is on the boundary of an empty ball centred at one side
of c, by the intersection properties of spheres, it cannot be on the boundary of an empty
ball centred on the other side of c. Thus there must be at least two distinct Delaunay
(k +1)-simplices that share σ as a face. �

Lemma 7.3.2 gives rise to the following observation, which plays an important role in
Section 7.3.3, where we argue that protecting the Delaunaym-simplices yields a thickness
bound on the simplices.

Lemma 7.3.3 (Separation) If τ ∈Del(P) is a j-simplex that is not a boundary simplex, and
q ∈ P \ τ, then there is a Delaunay m-simplex σm which has τ as a face, but does not include q.

Proof Assume j < m, for otherwise there is nothing to prove. If σ = q ∗τ is not Delaunay,
the assertion follows from the first part of Lemma 7.3.2. Assume σ is Delaunay and let
σ̃m be a Delaunay m-simplex that has σ as a face. Thus σ̃m = q ∗σm−1 for some Delaunay
(m−1)-simplex, σm−1. Since τ ≤ σm−1 does not belong to the boundary of conv(P), neither
does σm−1, so by the second part of Lemma 7.3.2, there is another Delaunay m-simplex
σm that has σm−1 (and therefore τ) as a face. Since σm is distinct from σ̃m, it does not
have q as a vertex. �

7.3.1.1 The Delaunay complex in other metrics

We will also consider the Delaunay complex defined with respect to a metric d on Rm

which differs from the Euclidean one. Specifically, if P ⊂U ⊂ Rm and d :U ×U → R is a
metric, then we define the Delaunay complex Deld(P) with respect to the metric d.

The definitions are exactly analogous to the Euclidean case: A Delaunay ball is a
maximal empty ball Bd(x,r) in the metric d. The resulting Delaunay complex Deld(P)
consists of all the simplices which are circumscribed by a Delaunay ball with respect
to the metric d. The simplices of Deld(P) are, possibly degenerate, geometric simplices
in Rm. As for Del(P), Deld(P) has the combinatorial structure of an abstract simplicial
complex, but unlike Del(P), Deld(P) may fail to be embedded even when there are no
degenerate simplices.

7.3.2 Protection

A Delaunay simplex σ is δ-protected if it has a Delaunay ball B such that dRm(q,∂B) > δ for
all q ∈ P \σ . We say that B is a δ-protected Delaunay ball for σ . If τ < σ , then B is also a
Delaunay ball for τ, but it cannot be a δ-protected Delaunay ball for τ. We say that σ is
protected to mean that it is δ-protected for some unspecified δ ≥ 0.
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q

B

> δ

Figure 7.4: A Delaunay simplex σ is δ-protected if it has a Delaunay ball BRm(c, r) such
that BRm(c, r + δ)∩ (P \σ) = ∅.

Definition 7.3.4 (δ-generic) A finite set of points P ⊂ Rm is δ-generic if aff(P) = Rm, and
all the Delaunay m-simplices are δ-protected. The set P is simply generic if it is δ-generic for
some unspecified δ ≥ 0.

Observe that we have employed a strict inequality in the definition of δ-protection. In
particular, a δ-generic point set is generic even when δ = 0. In order for the quantity δ to
be meaningful, it should be considered with respect to a sampling radius ǫ for P. We will
always assume that δ ≤ ǫ.

In his seminal work, Delaunay [Del34] demonstrated that if there is no empty ball
with m+2 points from P on its boundary, then Del(P) is realized as a simplicial complex
in Rm. In other words Del(P) is an embedded complex, and in fact it is a triangulation
of P, the Delaunay triangulation. If P is generic according to Definition 8.2.8, then
Delaunay’s criterion will be met. This is obvious if there are no degenerate m-simplices,
and Definition 8.2.8 ensures that a degeneratem-simplex cannot exist in Del(P), as shown
by Lemma 7.3.5 below.

In particular, if P is generic if and only if there are no Delaunay simplices with
dimension higher than m. We can say more. There are no degenerate Delaunay simplices.
This can be inferred directly from Delaunay’s result [Del34], but is also easily established
from Lemma 7.3.2. In Section 7.3.3 we will quantify this observation with a bound on the
thickness of the Delaunay simplices.

The δ-generic assumption means that all the Delaunay m-simplices are δ-protected,
but the lower dimensional Delaunay do not necessarily enjoy this level of protection. The
fact that there are no degenerate Delaunay simplices implies that all the simplices of all
dimensions are δ̃-protected for some δ̃ > 0.

7.3.2.1 Local Delaunay triangulation

Delaunay avoided boundary complications by assuming a periodic point set, but we
are particularly interested in the case where the point sets come from local patches of a
well-sampled compact manifold without boundary. Periodic boundary conditions are not
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appropriate in this setting, but this is not a problem because, as we show here, Delaunay’s
argument applies locally.

Delaunay’s proof that the Delaunay complex of a generic periodic point set is a
triangulation of Rm consists of two observations. First it is observed that if two Delaunay
simplices intersect, then they intersect in a common face. This shows that Del(P) is
embedded. The argument is not complicated by the presence of boundary points:

Lemma 7.3.5 (Embedded star) Suppose aff(P) = Rm and p ∈ P. If all the m-simplices in
star(p;Del(P)) are protected, then star(p;Del(P)) is embedded, and it is a pure m-complex.

Proof We first observe that the m-simplices in star(p) are not degenerate. If σm is
degenerate, then by Lemma 7.3.2, there is a simplex τ with aff(τ) = Rm, and σm < τ. We
have τ ∈ star(p), since p ∈ τ. An affinely independent set of m+1 vertices from τ defines
a non-degenerate m-simplex σ̃m < τ, and since its unique circumball is also a Delaunay
ball for τ, it cannot be protected, a contradiction.

Now suppose that σ,τ ∈ star(p) and σ ∩ τ , ∅. We need to show that they intersect in
a common face. By Lemma 7.3.2, we may assume that σ and τ are m-simplices. Assume
σ , τ, and let B1 and B2 be the Delaunay balls for σ and τ. Then aff(∂B1 ∩∂B2) defines
an (m − 1)-flat, H . Since B1 and B2 are empty balls, H separates the interiors of σ and
τ, and thus they must intersect in H , i.e., at the common face defined by the vertices in
∂B1 ∩∂B2. �

The second observation Delaunay made is that, in the case of a periodic (infinite) point
set, every (m− 1)-simplex is the face of two m-simplices (Lemma 7.3.2). The implication
here is that Del(P) cannot have a boundary, and therefore must cover Rm. Here we flesh
out the argument for our purposes: If an embedded finite complex contains m-simplices
then its topological boundary must contain (m−1)-simplices. We first observe that the
topological boundary of an embedded complex is defined by a subcomplex:

Lemma 7.3.6 (Boundary complex) If K is an embedded (finite) complex in Rm, then the
topological boundary of |K | ⊂ Rm is defined by a subcomplex: ∂|K | = |bd(K)|, where the
subcomplex bd(K) ⊂ K is called the boundary complex of K .

x

x′

y

y′

σ′

σj

u

ℓ

Figure 7.5: Diagram for the proof of Lemma 7.3.6.

Proof Since K is finite, ∂|K | is contained in |K |. Suppose x ∈ ∂|K |. Then x ∈ intσ j for
some σ j ∈ K . We wish to show that σ j ⊂ ∂|K |. Suppose to the contrary that y ∈ intσ j , but
y does not belong to ∂|K |. This means that y ∈ int |K |.
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Consider the segment ℓ = [x,y] ⊂ intσ j . Let Z ⊂ K be the subcomplex consisting of
those simplices that do not contain σ j . Let

r1 =min
σ∈Z

dRm(ℓ,σ).

Choosing r ≤ r1, and x′ ∈ BRm(x,r)\|K |, let y′ = y+(x′−x). Since y ∈ int |K |, we may assume
that r is small enough so that y′ ∈ int |K |.

Consider the segment ℓ′ = [x′ , y′]. By construction, ℓ′ ∩ |Z | = ∅. However, consider
the point u ∈ intℓ′ that is the point in ℓ′ ∩ |K | that is closest to x′. The point u lies in the
interior of some simplex σ ′ ∈ K , but we cannot have σ j ≤ σ ′. Indeed if this were the case,
x′ would lie in aff(σ ′), and so u ∈ ∂σ ′, contradicting the assumption that u ∈ intσ ′.

But this means that σ ′ ∈ Z , which contradicts the fact that ℓ′ ∩ |Z | = ∅. Therefore we
must have y ∈ ∂|K | for all y ∈ intσ j .

Finally, observe that if τ < σ j , then τ ⊂ ∂|K |, since ∂|K | is closed. �

Lemma 7.3.7 (Pure boundary complex) If K is a (finite) pure m-complex embedded in Rm,
then its boundary complex is a pure (m− 1)-complex.

σj

σm

B

x

y

F

Figure 7.6: Diagram for the proof of Lemma 7.3.7.

Proof Since K is finite, bd(K) is nonempty; it contains at least the vertices in ∂conv(|K |).
We will show that if σ j ∈ bd(K), is a j-simplex, with 0 ≤ j < m−1, then there is a σk ∈ bd(K)
with σ j < σk . The result then follows, since bd(K) cannot contain m-simplices, because K
is embedded.

Suppose σ j ∈ bd(K), and x ∈ intσ j . Let Z ⊂ K be the subcomplex consisting of
simplices that do not contain σ j , and let

r =min
σ∈Z

dRm(x,σ).

Let B = BRm(x,r), and choose y ∈ B \ |K |. Let F be the (m − j)-dimensional affine space
orthogonal to aff(σ j ) and containing y, and let Sm−j−1 = F ∩∂BRm(x,r ′), where r ′ =

∥∥∥x − y
∥∥∥.

See Figure 7.6.
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Since K is pure, there is an m-simplex σm with σ j < σm. We have σm ∩ Sm−j−1 , ∅.
Indeed, choose w ∈ intσm, and u ∈ σ j different from x, and observe that the plane Q
defined by x,w,u intersects B∩σm in a semi-disk, by construction of B. By the construction
of Sm−j−1, it must intersect this semidisk.

Let z ∈ Sm−j−1 be a point that minimises the geodesic distance in Sm−j−1 to y. Then
z ∈ ∂|K |. Thus z ∈ intσk for some σk ∈ bd(K), and since z ∈ B, σk cannot belong to Z . Thus
σ j ≤ σk , but since Sm−j−1 ∩σ j = ∅, we have σ j < σk . �

From Lemma 7.3.2, Lemma 7.3.5, and Lemma 7.3.7, one can verify that if P is generic
then ∂conv(P) = ∂|Del(P)|, and thus obtain the standard result that Del(P) is a triangu-
lation of P. However, we are interested localizing the result, without the assumption
that the entire point set is generic. We have the following local version of Delaunay’s
triangulation result:

Lemma 7.3.8 (Local Delaunay triangulation) If p ∈ P is an interior point, and the Delau-
nay m-simplices incident to p are protected, then Del(P) is a triangulation at p.

Proof By Lemma 7.3.5, star(p) is a pure m-complex, and it is embedded. It follows
then from Lemma 7.3.7, that the boundary complex bd(star(p)) is a pure (m− 1)-complex.
Thus p cannot belong to bd(star(p)). Indeed, it follows from Lemma 7.3.2 that any (m−1)-
simplex σ ∈ star(p) is the face of at least twom-simplices in Del(P), and if p ∈ σ , then both
of these m-simplices belong to star(p), and are embedded, with intersection σ . Thus p
cannot belong to an (m− 1)-simplex in bd(star(p)), and therefore p ∈ int |star(p)|.

It remains to verify Condition 4 of Definition 7.2.5. The argument is similar to the
proof of Lemma 7.3.5: Suppose x ∈ (intτ)∩ σ for σ ∈ star(p). We may assume that σ is
an m-simplex. Then consider the Delaunay balls B1 for σ and B2 for τ. If B1 = B2, then,
since σ is protected, τ must be a face of σ , and so belong to star(p). Assume then that
B1 , B2, and let H be the (m−1)-flat defined by aff(∂B1∩∂B2). Since B1 is empty, x ∈ intτ
cannot lie in the open half-space defined by H and containing σ . Since x ∈ σ also, it must
lie in H , and therefore all vertices of τ lie in H ∩∂B2 =H ∩∂B1, and so τ is a face of σ . �

7.3.2.2 Safe interior simplices

We wish to consider the properties of Delaunay triangulations in regions which are
comfortably in the interior of conv(P), and avoid the complications that arise as we
approach the boundary of the point set. We introduce some terminology to facilitate this.

If none of the vertices of σ lie on ∂conv(P), then it is an interior simplex. We wish to
identify a subcomplex of the interior simplices of Del(P) consisting of those simplices
whose neighbour simplices are also all interior simplices with small circumradius. An
interior simplex near the boundary of conv(P) does not necessarily have its circumradius
constrained by the sampling radius. However, we have the following:

Lemma 7.3.9 If P is an ǫ-sample set, and σ ∈ Del(P) has a vertex p such that
dRm(p,∂conv(P)) ≥ 2ǫ, then Rσ < ǫ and σ is an interior simplex.

Proof Let BRm(c, r) be a Delaunay ball for σ . We will show r < ǫ. Suppose to the
contrary. Let x be the point on [c,p] such that dRm(p,x) = ǫ. Then p is the closest
point in P to x, and so the sampling criteria imply that dRm(x,∂conv(P)) < ǫ. But then
dRm(p,∂conv(P)) ≤ dRm(p,x) + dRm(x,∂conv(P)) < 2ǫ, contradicting the hypothesis on p.
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Thus r < ǫ, and it follows that σ is an interior simplex because if q ∈ σ , then dRm(p,q) ≤
2r < dRm(p,∂conv(P)). �

This suggests the following:

Definition 7.3.10 (Deep interior points) Suppose P ⊂ Rm is an ǫ-sample set. The subset
PI ⊂ P consisting of all p ∈ P with dRm(p,∂conv(P)) ≥ 4ǫ is the set of deep interior points.

By Lemma 7.3.9, all the simplices that include a deep interior point, as well as all the
neighbours of such simplices, will have a small circumradius. For technical reasons it
is inconvenient to demand that all the Delaunay m-simplices be δ-protected. We focus
instead on a subset defined with respect to a set of deep interior points:

Figure 7.7: If P is δ-generic for PJ , then the safe interior simplices are the simplices in
star(PJ ). Here PJ consists of the two large vertices (blue). They must be at least 4ǫ from
∂conv(P) (which is not depicted in the figure). The safe interior simplices are shaded. All
the simplices in star(star(PJ )) are δ-protected. These simplices have bold outlines (red),
but are not necessarily shaded.

Definition 7.3.11 (δ-generic for PJ) The set P ⊂ Rm is δ-generic for PJ if PJ ⊆ PI and all
the m-simplices in star(star(PJ ;Del(P))) are δ-protected. The safe interior simplices are the
simplices in star(PJ ;Del(P)).

Thus the safe interior simplices are determined by our choice of PJ ⊆ PI , and our protection
requirements ensure that all the m-simplices that share a face with a safe interior simplex
are δ-protected and have a small circumradius. A schematic example is depicted in
Figure 7.7.

7.3.3 Thickness from protection

Our goal here is to demonstrate that the safe interior simplices on a δ-generic point set
are Υ0-thick. If δ = ν0ǫ, for some constant ν0 ≤ 1, then we obtain a constant Υ0 which
depends only on ν0. The key observation is that together with Lemma 7.3.3, protection
imposes constraints on all the Delaunay simplices; they cannot be too close to being
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degenerate. In the particular case that j = 0, Lemma 7.3.3 immediately implies that the
vertices of the safe interior simplices are δ-separated:

Lemma 7.3.12 (Separation from protection) If P is δ-generic for PJ , then Lσ > δ for any
safe interior simplex σ .

Lemma 7.3.13 Suppose that B = BRm(c, r) is a Delaunay ball for σ = q ∗ τ with r < ǫ and that
Lτ ≥ λ for some λ ≤ ǫ. Suppose also that τ ≤ σ ′ and that σ is not a face of σ ′.

If B′ is a δ-protected Delaunay ball for σ ′, and H = aff(∂B∩∂B′), then

dRm(q,H) >

√
3δ
4ǫ

(λ+ δ).

It follows that, if P is δ-generic for PJ , with sampling radius ǫ, and τ is a safe interior
simplex, then

Dσ (q) >

√
3δ2

2ǫ
.

Proof Let B′ = BRm(c′ , r ′) be the δ-protected Delaunay ball for σ ′. Our geometry will
be performed in the plane, Q, defined by c, c′, and q. This plane is orthogonal to the
(m− 1)-flat H , and it follows that the distance dRm(q,H) is realized by a segment in the
plane Q: the projection, q∗, of q onto H lies in Q, and dRm(q,H) = dRm(q,q∗).

c c′

H

δ

q q∗

(a) H separates c and q

c′ c

a

b

q

H

δ

S ′
S

r

q∗

(b) q and c on same side of H

Figure 7.8: Diagram for Lemma 7.3.13. (a) When H separates q and c then dRd (q,q
∗) > δ.

(b) Otherwise, a lower bound on the distance between q and its projection q∗ on H is
obtained by an upper bound on the angle ∠qab.
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If H separates q from c, then ∂B′ separates q from q∗, and dRm(q,q∗) > dRm(q,∂B′) > δ,
since B′ is δ-protected (Figure 7.8(a)). The lemma then follows since λ and δ are each no
larger than ǫ. Thus assume that q and c lie on the same side ofH , as shown in Figure 7.8(b).
Let S ′ =Q∩∂B′, and S =Q∩∂B, and let a and b be the points of intersection S ′ ∩S . Thus
H ∩Q is the line through a and b.

We will bound dRm(q,q∗) by finding an upper bound on the angle γ = ∠qab. This
is the same as the standard calculation for upper-bounding the angles in a triangle
with bounded circumradius to shortest edge ratio. Without loss of generality, we may
assume that γ ≥ ∠qba, and we will assume that γ ≥ π/2 since otherwise q∗ ∈ B′ and thus
dRm(q,q∗) > δ and the lemma is again trivially satisified.

Since dRm(a,q) > δ, we have dRm(q,q∗) = dRm(a,q) sinγ > δ sinγ . Also note that d(a,b) ≥
2Rτ ≥ Lτ ≥ λ. Let α = ∠qac. Then cosα = dRm (a,q)

2r ≥ δ
2ǫ , which means that α ≤ arccos δ

2ǫ ≤
π
2 . Similarly, with β = ∠cab, we have β ≤ arccos λ

2ǫ ≤
π
2 . Thus

π
2 ≤ γ = α + β ≤ γ ′, where

γ ′ = arccos
δ

2ǫ
+arccos

λ

2ǫ
.

Since sinγ ≥ sinγ ′, when π
2 ≤ γ ≤ γ ′ ≤ π, we have

dRm(q,q
∗) > δ sinγ ≥ δ sinγ ′

= δ sin
(
arccos

δ

2ǫ
+arccos

λ

2ǫ

)

≥ δ
(
λ

2ǫ
sin

(
arccos

δ

2ǫ

)
+
δ

2ǫ
sin

(
arccos

λ

2ǫ

))

≥
√
3δ
4ǫ

(λ+ δ),

where the last inequality follows from λ ≤ ǫ and δ ≤ ǫ.
Since aff(τ) ⊂ H , it follows that Dσ (q) ≥ dRm(q,H), and if P is δ-generic for PJ , then

λ ≥ δ, and Lemma 7.3.3 ensures that there is a δ-protected σ ′ that contains τ but not q. �

We thus obtain a bound on the thickness of the safe interior simplices when P is

δ-generic for PJ . Since Lemma 7.3.13 yields a lower bound of
√
3δ2
2ǫ on the altitudes of the

safe interior simplices, and since ∆σ ≤ 2ǫ, we have that Υσ ≥
√
3δ2

4ǫ2 for all safe interior σ . If
δ = ν0ǫ, we obtain a constant thickness bound.

Theorem 7.3.14 (Thickness from protection) If P ⊂ Rm is δ-generic for PJ with δ = ν0ǫ,
where ǫ is a sampling radius for P, then the safe interior simplices are Υ0-thick, with

Υ0 =

√
3ν20
4

.

7.4 Delaunay stability

We find upper bounds on the magnitude of a perturbation for which a protected Delaunay
ball remains a Delaunay ball. We consider both perturbations of the sample points in
Euclidean space, and perturbations of the metric itself. The primary technical challenge
is bounding the effect of a perturbation on the circumcentre of an m-simplex. We then
find the relationship between the perturbation parameter ρ and the protection parameter
δ which ensures that a δ-protected Delaunay simplex will remain a Delaunay simplex.
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7.4.1 Perturbations and circumcentres

As expected, a bound on the displacement of the circumcentre requires a bound on the
thickness of the simplex.

7.4.1.1 Almost circumcentres

If σ is thick, a point whose distances to the vertices of σ are all almost the same, will lie
close to Nσ .

Lemma 7.4.1 If σ = [p0, ...,pk] ⊂ Rm is a non-degenerate k-simplex, and x ∈ Rm is such that

∣∣∣∣‖pi − x‖2 −
∥∥∥pj − x

∥∥∥2
∣∣∣∣ ≤ ρ̌2 for all i, j ∈ [0, ..., k], (7.2)

then there is a point c ∈Nσ such that ‖c − x‖ ≤ η, where

η =
ρ̌2

2Υσ∆σ
.

In particular, if σ is an m-simplex then x ∈ BRm(cσ ,η).
If the inequalities in Equations (7.2) are made strict, then the conclusions may also be

stated with strict inequalities.

Proof First suppose k = m. The circumcentre of σ is given by the linear equations
‖cσ − pi‖2 = ‖cσ − p0‖2, or

(pi − p0)Tcσ =
1
2
(‖pi‖2 − ‖p0‖2).

Letting b be the vector whose ith component is defined by the right hand side of the
equation, and letting P be the m×m matrix, whose ith column is (pi − p0), we write the
equations in matrix form:

PTcσ = b. (7.3)

Without loss of generality, assume p0 is the vertex that minimizes the distance to x.
Then, defining xa to be the vector whose ith component is 1

2 (‖pi − x‖
2 − ‖p0 − x‖2), we have

‖pi − x‖2 = ‖p0 − x‖2 +2(xa)i , and we find

PTx = b − xa. (7.4)

From Equations (7.3) and (7.4) we have

‖cσ − x‖ =
∥∥∥∥(PT)

−1
xa

∥∥∥∥ ≤
∥∥∥P−1

∥∥∥‖xa‖ .

From Eq. (7.2), it follows that ‖xa‖ ≤
√
mρ̌2

2 , and from Lemmas 7.2.3 and 7.2.4 we have∥∥∥P−1
∥∥∥ ≤ (
√
mΥσ∆σ )−1, and thus the result holds for full dimensional simplices.

If σ is a k-simplex with k ≤m, then we consider x̂, the orthogonal projection of x into
aff(σ). We observe that x̂ also must satisfy Eq. (7.2), and we conclude from the above
argument that ‖cσ − x̂‖ ≤ η. Then letting c = cσ +(x− x̂) we have that c ∈Nσ and ‖c − x‖ ≤ η.

�
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It will be convenient to have a name for a point that is almost equidistant to the
vertices of a simplex:

Definition 7.4.2 A ρ̃-centre for a simplex σ = [p0, . . . ,pk] ⊂ Rm is a point x that satisfies
∣∣∣‖pi − x‖ −

∥∥∥pj − x
∥∥∥
∣∣∣ ≤ ρ̃ for all i, j ≤ k. (7.5)

With a bound on the distance from x to the vertices of σ , Lemma 7.4.1 can be transformed
into a bound on the distance from a ρ̃-centre to the closest true centre in Nσ :

Lemma 7.4.3 If σ = [p0, . . . ,pk] ⊂ Rm is non-degenerate, and for some ρ̃ > 0 the point x ∈ Rm
is a ρ̃-centre such that

‖pi − x‖ < ǫ̃ for all i, j ≤ k,
then there exists a c ∈Nσ such that ‖x − c‖ < η, where

η =
ǫ̃ρ̃

Υσ∆σ
.

In particular, if σ is an m-simplex, then x ∈ BRm(cσ ,η).

Proof Let R =maxi ‖pi − x‖ and r =mini ‖pi − x‖. Then

R2 − r2 = (R+ r)(R− r) < 2ǫ̃(R− r) ≤ 2ǫ̃ρ̃,

and the result then follows from Lemma 7.4.1. �

7.4.1.2 Circumcentres and metric perturbations

We will show here that for an Υ0-thick m-simplex σ in Rm, and a metric d that is close to
dRm , there will be a metric circumcentre c near cσ . We require the metric d to be continu-
ous in the topology defined by dRm . Henceforth, whenever we refer to a perturbation of the
Euclidean metric, this topological compatibility will always be assumed.

The proof is a topological argument based on considering a mapping into Rm of a
small ball around the circumcentre of σ . The mapping is based on the metric and is such
that circumcentres get mapped to the origin. In the mapping associated to the Euclidean
metric, points that get mapped close to the origin are ρ̃-centres, and since the ρ̃-centres
are in the interior of the ball, the boundary of the ball does not get mapped close to the
origin. A small perturbation of the metric yields a small perturbation in the mapping,
and so we can argue that there is a homotopy between the mapping associated with the
Euclidean metric and the one associated to the perturbed metric, such that no point
on the boundary of the ball ever gets mapped to the origin. The situation is depicted
schematically in Figure 7.9. A consideration of the degree of the mapping allows us to
conclude that the ball must contain a circumcentre for the perturbed metric.

We will demonstrate the following:

Lemma 7.4.4 (Circumcentres: metric perturbation) Let U ⊂ Rm, and let d :U ×U → R
be a continuous metric with respect to the topology defined by dRm , and such that for any
x,y ∈U with dRm(x,y) < 2ǫ, we have

∣∣∣d(x,y)− dRm(x,y)
∣∣∣ ≤ ρ, with

ρ ≤ Υ0µ0ǫ

8
.
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B

Rm

f

fe

Figure 7.9: The maps fe and f (described in the main text) map circumcentres to the origin.
Since f −1e (0) contains a unique point, and fe(∂B) lies far from the origin, a consideration
of the degree of the mappings, together with the fact that fe(∂B) and f (∂B) are close,
reveals that f −1(0) cannot be empty, and thus B must contain a circumcentre of σm with
respect to the metric d.

If σ = [p0, . . . ,pm] ⊂ U is an Υ0-thick m-simplex with Rσ < ǫ, and Lσ ≥ µ0ǫ, and such that
dRm(pi ,∂U ) ≥ 2ǫ, then there is a point

c ∈ B = BRm(cσ ,η) with η =
8ρ
Υ0µ0

,

and such that d(c,pi ) = d(c,pj ) for all pi , pj ∈ σ .

In order to prove Lemma 7.4.4, we will use a particular case of Lemma 7.4.3:

Lemma 7.4.5 Suppose σ is an Υ0-thick m-simplex such that Lσ ≥ µ0ǫ. If x is a ρ̃-centre for σ

with dRm(x,p) < 2ǫ for all p ∈ σ , then x ∈ BRm(cσ ,η), where η = 2ρ̃
Υ0µ0

.

Let B = BRm(cσ ,η) be the open ball which contains the ρ̃-centres for σ . We will show that
if ρ̃ = 4ρ, then a circumcentre c for σ with respect to d will also lie in B. However, we
make no claim that c is unique. Note that B ⊂U .

Consider the function fe : B→ Rm given by

fe(x) = (dRm(x,p1)− dRm(x,p0), . . . ,dRm(x,pm)− dRm(x,p0))T. (7.6)

Observe that fe maps the circumcentre of σ , and only the circumcentre, to the origin:
f −1e (0) = {cσ }.

We construct a similar function for the metric d,

f (x) = (d(x,p1)− d(x,p0), . . . ,d(x,pm)− d(x,p0))T, (7.7)

and we will show that there must be a c ∈ f −1(0) ⊂ B. We first show that there is a
homotopy between f and fe such that the image of ∂B never touches the origin:

Lemma 7.4.6 Under the hypotheses of Lemma 7.4.4, if ρ̃ = 4ρ ≤ Υ0µ0ǫ
2 , then there is a ho-

motopy F : B × [0,1]→ Rm between fe(x) = F(x,0) and f (x) = F(x,1) with F(x, t) , 0 for all
x ∈ ∂B and t ∈ [0,1].
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Proof We define the homotopy F : B× [0,1]→ Rm by

F(x, t) = (1− t)fe(x) + tf (x).

By the bounds on ρ̃ and Rσ , for every x ∈ B, and p ∈ σ , we have

dRm(x,p) ≤
2ρ̃
Υ0µ0

+Rσ < 2ǫ.

Thus it follows from Lemma 7.4.5 that x ∈ ∂B cannot be a ρ̃-centre.
It is convenient to consider the max norm on Rm defined by the largest magnitude of

the components: ‖fe(x)‖∞ =maxi |fe(x)i |. (This gives us a better bound than working with
the standard Euclidean norm.) If

∥∥∥fe(y)
∥∥∥∞ ≤

ρ̃
2 , then y must be a ρ̃-centre. Indeed, for all

i and j , we would have
∣∣∣
∥∥∥pi − y

∥∥∥−
∥∥∥pj − y

∥∥∥
∣∣∣ ≤

∣∣∣
∥∥∥pi − y

∥∥∥−
∥∥∥p0 − y

∥∥∥
∣∣∣+

∣∣∣
∥∥∥p0 − y

∥∥∥−
∥∥∥pj − y

∥∥∥
∣∣∣

≤ ρ̃

2
+
ρ̃

2
= ρ̃

Thus, since x ∈ ∂B is not a ρ̃-centre, we must have ‖fe(x)‖∞ >
ρ̃
2 .

Also, from the hypothesis on d, we have

‖fe(x)− f (x)‖∞ ≤ 2ρ =
ρ̃

2
,

for all x ∈ ∂B. Therefore, for all x ∈ ∂B, we get

‖F(x, t)‖∞ ≥ ‖fe(x)‖∞ − t ‖f (x)− fe(x)‖∞ > 0

�

We will need the following observation:

Lemma 7.4.7 The origin is a regular value for the function fe defined in Eq. (7.6).

Proof Choose a coordinate system such that cσ ∈ B is the origin. We show by a direct cal-
culation that det J(fe)0 , 0, where J(fe)0 is the Jacobian matrix representing the derivative
of fe in our coordinate system.

Let pi = (pi0, . . . , pim)
T for all pi ∈ {p0, . . . , pm}. For x = (x1, . . . , xm)

T ∈ Rm, let fe(x) =
(f0(x), . . . , fm(x))

T, where

fi(x) = ‖pi − x‖ − ‖p0 − x‖ =

√√
m∑

k=1

(pik − xk)2 −

√√
m∑

k=1

(p0k − xk)2 .

We find
∂fi
∂xj

∣∣∣∣
0
=
p0j − pij
Rσ

,

and thus

J(fe)0 = −
1
Rσ
PT, (7.8)
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where as usual P is the matrix whose columns are pi −p0. Since vol(σm) = |det(P)|m! , Eq. (7.8)
implies

|det J(fe)0| =
m!vol(σm)

Rmσ
.

Thus since f −1e (0) = {0}, 0 is a regular value for fe provided σ is non-degenerate. �

Lemma 7.4.4 now follows from a consideration of the degree of the mappings f and
fe relative to zero. The degree of a smooth map g : B→ Rm at a regular point p ∈ g(B) is
defined by

deg(g,p,B) =
∑

x∈g−1(p)
signdet J(g)x ,

where J(g)x is the Jacobian matrix of g at x. The exposition by Dancer [Dan00] is a
good reference for the degree of maps from manifolds with boundary. It is shown
that the definition of deg(g,p,B) extends to continuous maps g that are not necessarily
differentiable. If h : B→ Rm is homotopic to g by a homotopy H : B × [0,1]→ Rm such
that H(x, t) , p for all t ∈ [0,1], and x ∈ ∂B, then deg(g,p,B) = deg(h,p,B).

Since f −1e (0) = {cσ }, it follows from Lemma 7.4.7 that deg(fe,0,B) = ±1. Then
Lemma 7.4.6 implies deg(f ,0,B) = deg(fe,0,B), and since this is nonzero, it must be
that f −1(0) , ∅. The demonstration of Lemma 7.4.4 is complete.

7.4.1.3 Circumcentres and point perturbations

The exact same argument as was used to demonstrate Lemma 7.4.4 can be used to show
that anm-simplex σ̃ = [p̃0, . . . , p̃m] whose vertices lie close to a thickm-simplex σ , will also
have a circumcentre that lies close to cσ . We replace the function f defined in Eq. (7.7) by
the function

f̃ (x) = (dRm(x, p̃1)− dRm(x, p̃0), . . . ,dRm(x, p̃m)− dRm(x, p̃0))T,

and the same argument goes through. We obtain:

Lemma 7.4.8 (Circumcentres: point perturbation) Suppose that σ = [p0, . . . ,pm] is anΥ0-
thick m-simplex with Rσ < ǫ and Lσ ≥ µ0ǫ. Suppose also that σ̃ = [p̃0, . . . , p̃m] is such that

‖p̃i − pi‖ ≤ ρ for all i ∈ [0, . . . ,m]. If

ρ ≤ Υ0µ0ǫ

8
, then dRm(cσ̃ , cσ ) <

8ρ
Υ0µ0

.

7.4.2 Perturbations and protection

Suppose ζ : P→ P̃ is a ρ-perturbation. If σ is a δ-protected m-simplex in Del(P), then
we want an upper bound on ρ that will ensure that σ̃ = ζ(σ) is protected in Del(P̃). The
following definition will be convenient:

Definition 7.4.9 (Secure simplex) A simplex σ ∈ Del(P) is secure if it is a δ-protected
m-simplex that is Υ0-thick and satisfies Rσ < ǫ and Lσ ≥ µ0ǫ.
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Our stability results apply to subcomplexes of secure simplices, the definition of which
employs multiple parameters. For safe interior simplices Lemma 7.3.12 and Theo-
rem 7.3.14 allow us to consolidate some of these parameters with the ratio δ/ǫ:

Lemma 7.4.10 (Safe interior simplices are secure) If P satisfies a sampling radius ǫ and
is δ-generic for PJ , with δ = ν0ǫ, then the safe interior m-simplices are secure, with µ0 = ν0,

and Υ0 =
√
3ν20
4 .

Lemma 7.4.11 (Protection and point perturbation) Suppose that P ⊂ Rm and σ ∈Del(P)
is secure. If ζ : P→ P̃ is a ρ-perturbation with

ρ ≤ Υ0µ0
18

δ,

then ζ(σ) = σ̃ ∈Del(P̃) and has a (δ − 18
Υ0µ0

ρ)-protected Delaunay ball.

Proof Let B = BRm(c, r) be the δ-protected Delaunay ball for σ ∈ Del(P), and let B̃ =
BRm(c̃, r̃) be the circumball for the corresponding perturbed simplex σ̃ . We wish to
establish a bound on ρ that will ensure that B̃ is protected with respect to P̃.

Let q ∈ P be a point not in σ . We need to ensure that the corresponding q̃ lies outside
the closure of B̃, i.e., that dRm(q̃, c̃) > r̃.

Since δ ≤ ǫ, the hypothesis of Lemma 7.4.8 is satisfied by ρ, and we have dRm(c̃, c) < ηρ,
where η = 8

Υ0µ0
. Thus for p ∈ σ and corresponding p̃ ∈ σ̃ we have

r̃ ≤ dRm(c,p) + dRm(c, c̃) + dRm(p, p̃)
< r + (η +1)ρ.

Also

dRm(q̃, c̃) ≥ dRm(q,c)− dRm(c̃, c)− dRm(q̃, q)
> r + δ − ρ(η +1).

Therefore q̃ will be outside of the closure of B̃ provided r + δ − ρ(η +1) ≥ r + (1+ η)ρ, i.e.,
when δ ≥ 2(η +1)ρ. The result follows from the definition of η and the observation that
µ0 and Υ0 are each no larger than one. �

A similar argument yields a bound on the metric perturbation that will ensure the
Delaunay balls for the m-simplices remain protected:

Lemma 7.4.12 (Protection and metric perturbation) Suppose U ⊂ Rm contains conv(P)
and d :U ×U → R is a metric such that

∣∣∣dRm(x,y)− d(x,y)
∣∣∣ ≤ ρ for all x,y ∈U . Suppose also

that σ ∈Del(P) is secure. If

ρ ≤ Υ0µ0
20

δ,

and dRm(p,∂U ) ≥ 2ǫ for every vertex p ∈ σ , then σ also belongs to Deld(P), and has a (δ −
20

Υ0µ0
ρ)-protected Delaunay ball in the metric d.
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Proof Let B = BRm(c, r) be the Euclidean δ-protected Delaunay ball for σ ∈Del(P), and
let B̃ = BRm(c̃, r̃) be a circumball for σ in the metric d. We wish to establish a bound on ρ
that will ensure that B̃ is protected with respect to d.

Let q ∈ P be a point not in σ . We need to ensure that d(q, c̃) > r̃. Since δ ≤ ǫ, the
hypothesis ensures that ρ ≤ Υ0λ

8 , and so Lemma 7.4.4 yields dRm(c̃, c) < ηρ, where η = 8
Υ0µ0

.
Thus for p ∈ σ

r̃ ≤ d(c,p) + d(c, c̃)
< (r + ρ) + (ηρ + ρ)

= r + (η +2)ρ,

and

d(q, c̃) ≥ d(q,c)− d(c̃, c)
> r + δ − (η +2)ρ.

Thus q̃ will be outside of the closure of B̃ provided r + δ − (η +2)ρ ≥ r + (η +2)ρ, i.e., when

δ ≥ 2(η +2)ρ.

The result follows from the definition of η and the observation that µ0 and Υ0 are each no
larger than one. �

7.4.3 Perturbations and Delaunay stability

The results of Section 7.4.2 translate into stability results for Delaunay triangulations. In
the case of point perturbations in Euclidean space, the connectivity of the Delaunay trian-
gulation cannot change as long as the simplices corresponding to the initial m-simplices
remain protected. This is a direct consequence of Delaunay’s original result [Del34], but
we explicitly lay out the argument.

In the case of metric perturbation, we can no longer take for granted that the Delaunay
complex cannot change its connectivity if the m-simplices remain protected. This is
because we are no longer guaranteed that the Delaunay complex will be a triangulation.
Using the consequences of the point-perturbation result, we establish bounds that ensure
that the Delaunay complex in the perturbed metric will be the same as the original
Delaunay triangulation.

7.4.3.1 Point perturbations

A consequence of Delaunay’s triangulation result is that if a perturbation does not destroy
any m-simplices in the Delaunay complex of a generic point set, then no new simplices
are created either, and the complex is unchanged. More precisely we have:

Lemma 7.4.13 Suppose P ⊂ Rm is a generic sample set, and Q ⊆ P is a subset of interior
points. If ζ : P→ P̃ is a perturbation such that ζ(star(Q;Del(P))) ⊆ star(ζ(Q);Del(P̃)), and
every m-simplex σ̃m ∈ ζ(star(Q)) is protected in Del(P̃), then ζ(star(Q)) = star(ζ(Q)).

Proof Let p ∈Q By Lemma 7.3.5, star(ζ(p)) is embedded, and by Lemma 7.3.8, Del(P) is
a triangulation at p. Since ζ : P→ P̃ is injective, it follows that the simplical map induced
by ζ must be injective, and the result follows from Lemma 7.2.6. �
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Lemma 7.4.11 establishes bounds on a ρ-perturbation ζ : P → P̃ which will
guarantee that if Q ⊂ P, and the simplices in star(Q) are secure, then ζ(star(Q)) ⊆
Del(P̃). Lemma 7.4.11 also guarantees that, if ρ is small enough, the m-simplices in
star(ζ(Q);Del(P̃)) will be protected. Thus if Q consists only of interior points of P,
Lemma 7.4.13 applies. We have the following stability theorem for protected Delaunay
triangulations:

Theorem 7.4.14 (Stability under point perturbation) Suppose P ⊂ Rm and Q ⊆ P is a
subset of interior points such that every m-simplex in star(Q) is secure. If ζ : P → P̃ is a
ρ-perturbation, with

ρ ≤ Υ0µ0
18

δ

then

star(Q;Del(P))
ζ
� star(ζ(Q);Del(P̃)).

The ρ-relaxed Delaunay complex for P was defined by de Silva [dS08] by the criterion
that σ ∈Delρ(P) if and only if there is a ball B = BRm(c, r) such that σ ⊂ B, and dRm(c,q) ≥
r − ρ for all q ∈ P. Thus the simplices in Delρ(P) all have “almost empty”, balls centred on
a ρ-centre for σ . We have the following consequence of Theorem 7.4.14:

Corollary 7.4.15 (Stability under relaxation) Suppose P ⊂ Rm and Q ⊆ P is a set of inte-
rior points such that every m-simplex in star(Q) is secure. If

ρ ≤ Υ0µ0
18

δ,

then

star(Q;Delρ(P)) = star(Q;Del(P)).

Proof Suppose that σ ∈ star(Q;Delρ(P)). Then there is a ball B enclosing σ such that
any point q ∈ B is within a distance ρ from ∂B. Project all such points radially out to ∂B.
Then we have a ρ-perturbation ζ : P→ P̃, and σ has become σ̃ ∈ star(ζ(Q);Del(P̃)). By

Theorem 7.4.14, star(ζ(Q);Del(P̃))
ζ
� star(Q;Del(P)), and therefore σ ∈ star(Q;Del(P)). �

7.4.3.2 Metric perturbation

For a perturbation of the metric, we can exploit the stability results obtained for per-
turbations of points in the Euclidean metric to ensure that no simplices can appear in
star(Q;Deld(P)) that do not already exist in star(Q;Del(P)).

Lemma 7.4.16 Suppose conv(P) ⊆ U ⊂ Rm and d : U × U → R is such that∣∣∣d(x,y)− dRm(x,y)
∣∣∣ ≤ ρ for all x,y ∈U . Suppose also that Q ⊆ P is a set of interior points such

that every m-simplex σ ∈ star(Q) is secure and satisfies dRm(p,∂U ) ≥ 2ǫ for every vertex p ∈ σ .
If

ρ ≤ Υ0µ0
36

δ,

then

star(Q;Deld(P)) ⊆ star(Q;Del(P)).
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Proof Let Bd(c, r) be a Delaunay ball for simplex σ ∈ star(Q;Deld(P)). Then d(c,p) ≤
d(c,q) for all p ∈ σ , and q ∈ P. By the hypothesis on d, this implies that dRm(c,p) ≤
dRm(c,q) + 2ρ for all p ∈ σ and q ∈ P, and therefore σ ∈Del2ρ(P). The result now follows
from Corollary 7.4.15. �

The perturbation bounds required by Lemma 7.4.16, also satisfy the requirements
of Lemma 7.4.12. This gives us the reverse inclusion, and thus we can quantify the
stability under metric perturbation for subcomplexes of secure simplices in Delaunay
triangulations:

Theorem 7.4.17 (Stability under metric perturbation) Suppose conv(P) ⊆ U ⊂ Rm and
d :U ×U → R is such that

∣∣∣d(x,y)− dRm(x,y)
∣∣∣ ≤ ρ for all x,y ∈U . Suppose also that Q ⊆ P is a

set of interior points such that everym-simplex σ ∈ star(Q) is secure and satisfies dRm(p,∂U ) ≥
2ǫ for every vertex p ∈ σ . If

ρ ≤ Υ0µ0
36

δ,

then
star(Q;Deld(P)) = star(Q;Del(P)).

Using Lemma 7.4.10, and recognizing that the safe interior simplices also satisfy the
distance from boundary requirement of Theorem 8.3.2, we can restate this metric pertur-
bation stability result for Delaunay triangulations on δ-generic point sets:

Corollary 7.4.18 (Stability under metric perturbation) Suppose P is δ-generic for PJ ,
with sampling radius ǫ and δ = ν0ǫ. Suppose also that conv(P) ⊆ U , and d : U ×U → R is
such that

∣∣∣d(x,y)− dRm(x,y)
∣∣∣ ≤ ρ for all x,y ∈U . If

ρ ≤
ν30
84
δ =

ν40
84
ǫ,

then
star(PJ ;Deld(P)) = star(PJ ;Del(P)).

7.5 Summary

We have quantified the close relationship between the genericity of a point set, the quality
of the simplices in the Delaunay complex, and the stability of the Delaunay complex under
perturbation. The problem of poorly shaped simplices in a higher dimensional Delaunay
complex can be seen as a manifestation of point sets that are close to being degenerate.
The introduction of thickness as a geometric quality measure for simplices facilitated the
stability calculations, which develop around a consideration of the circumcentres of a
simplex in the presence of a perturbation.

We considered a point set P ⊂ Rm meeting a sampling radius ǫ and showed a constant
bound on the thickness of the Delaunay simplices provided P is δ-generic with δ = ν0ǫ
for some constant ν0. The question then arises: What is the least upper bound on the
feasible ν0 as a function of the dimension m?

An important aspect of the current work is that the triangulation results are localised.
Since a manifold can be locally well approximated by Euclidean space, the objective is to
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fit together local Euclidean Delaunay patches where the Euclidean metric varies slightly
between patches. This is where the stability of the Delaunay patches is important. In
this setting we can also accommodate small variations in the sampling radius between
neighbouring patches. Thus the algorithm will be able to triangulate sample sets whose
sampling radius is defined by a Lipschitz sizing function.

Using stability results from this chapter, we develop a refinement algorithm that
produces an intrinsic Delaunay triangulations of submanifolds of Euclidean space in
Chapter 7. This partially recovers Leibon and Letscher’s [LL00] result for the case of
submanifolds of Euclidean space. In future work we want to extend this to an algorithm
for triangulating manifolds that will exploit only the local intrinsic metric properties of
the manifold, with no requirement that it be embedded in an ambient space.



Chapter 8

Constructing intrinsic Deluanay triangula-
tions

We describe an algorithm to construct an intrinsic Delaunay triangulation of a smooth
closed submanifold of Euclidean space. Using structural results established in the previ-
ous chapter (Chapter 7) on the stability of Delaunay triangulations on δ-generic point
sets, we establish sampling criteria which ensure that the intrinsic Delaunay complex
coincides with the restricted Delaunay complex and also with the recently introduced
tangential Delaunay complex. The algorithm generates a point set that meets the required
criteria while the tangential complex is being constructed. In this way the computation
of geodesic distances is avoided, the runtime is only linearly dependent on the ambi-
ent dimension, and the Delaunay complexes are guaranteed to be triangulations of the
manifold.

8.1 Introduction

This chapter addresses the problem of constructing an intrinsic Delaunay triangulation
of a smooth closed submanifoldM ⊂ RN . We present an algorithm which generates a
point set P ⊂M and a simplicial complex on P that is homeomorphic toM and has a
connectivity determined by the Delaunay triangulation of P with respect to the intrinsic
metric ofM.

For a submanifold of Euclidean space, the restricted Delaunay complex [ES97], which
is defined by the ambient metric restricted to the submanifold, was employed by Cheng et
al. [CDR05b] as the basis for a triangulation. However, it was found that sampling density
alone was insufficient to ensure a triangulation, and manipulations of the complex were
employed.

In an earlier work, Leibon and Letscher [LL00] announced sampling density condi-
tions which would ensure that the Delaunay complex defined by the intrinsic metric
of the manifold was a triangulation. In fact, as shown in Chapter 6, the stated result
is incorrect: sampling density alone is insufficient to guarantee an intrinsic Delaunay
triangulation (see Theorem 6.3.3). Topological defects can arise when the vertices lie too
close to a degenerate or “quasi-cospherical” configuration.

Our interest in the intrinsic Delaunay complex stems from its close relationship
with other Delaunay-like structures that have been proposed in the context of non-
homogeneous metrics. For example, anisotropic Voronoi diagrams [LS03] and anisotropic
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Delaunay triangulations emerge as natural structures when we want to mesh a domain of
Rm while respecting a given metric tensor field.

This chapter builds over preliminary results on anisotropic Delaunay
meshes [BWY11], and manifold reconstruction (and meshing) using the tangen-
tial Delaunay complex (Chapters 3 and 5). The central idea in both cases is to define
Euclidean Delaunay triangulations locally and to glue these local triangulations together
by removing inconsistencies between them. We view the inconsistencies as arising
from instability in the Delaunay triangulations, and exploit the structural results from
Chapter 7 to define sampling conditions under which these inconsistencies cannot arise.

The algorithm is based on the tangential Delaunay complex [BG11], and is an adap-
tation of a Delaunay refinement algorithm given in Chapter 5 to avoid poorly shaped
simplices called “flakes”. The tangential Delaunay complex is defined with respect to local
Delaunay triangulations restricted to the tangent spaces at sample points. We demon-
strate that the algorithm produces sampling conditions such that the tangential Delaunay
complex coincides with the restricted Delaunay complex and the intrinsic Delaunay
complex. Like the algorithm in Chapter 5, the refinement algorithm avoids the problem
of slivers without the need to resort to a point weighting strategy [CDE+00b, CDR05b]
(and Chapter 3), which alters the definition of the restricted Delaunay complex.

Organization of the chapter. We present background and foundational material in
Section 8.2. Then, in Section 8.3, we exploit results established in Chapter 7 to demon-
strate sampling conditions under which the intrinsic Delaunay complex, the restricted
Delaunay complex, and the tangential Delaunay complex coincide and are manifold. The
algorithm itself is presented in Section 8.4, and the analysis of the algorithm is presented
in Section 8.5. The missing proof of Lemma 8.5.8 is given in the Appendix C.

8.2 Background

8.2.1 Notations from Chapter 7

Notations used in this chapter will be exactly same as the ones given in Section 7.2 of
Chapter 7, specially ones related to

1. General notations given in the beginning of Section 7.2.

2. Sampling parameters and perturbations (Section 7.2.1).

3. Simplices (Section 7.2.2).

4. Complexes (Section 7.2.3).

8.2.2 Simplex perturbation

We will make use of two results displaying the robustness of thick simplices with respect
to small perturbations of their vertices. The first observation bounds the change in
thickness itself under small perturbations:
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Lemma 8.2.1 (Thickness under perturbation) Let σ = [p0, . . . ,pj ] and σ̃ = [p̃0, . . . , p̃j ] be
j-simplices such that ‖p̃i − pi‖ ≤ ρ for all i ∈ {0, . . . , j}. For any positive η ≤ 1, if

ρ ≤ (1− η)Υ2
σ Lσ

14
, (8.1)

then
Dσ̃ (p̃i ) ≥ ηDσ (pi ),

for all i ∈ {0, . . . , j}. It follows that
Υσ̃∆σ̃ ≥ ηΥσ∆σ ,

and

Υσ̃ ≥
(
1− 2ρ

∆σ

)
ηΥσ ≥

6
7
ηΥσ .

Proof Let p,q ∈ σ with p̃, q̃ the corresponding vertices of σ̃ . Let v = p − q and ṽ = p̃ − q̃.
Define θ = ∠(v,aff(σp)) and θ̃ = ∠(ṽ,aff(σ̃p̃)). Since Υσ ≤Υσp , Whitney’s Lemma 7.2.1 lets
us bound ∠(aff(σp),aff(σ̃p̃)) by the angle α defined by

sinα =
2ρ

Υσ∆σ
.

Also, by an elementary geometric argument,

sinγ =
2ρ
‖v‖

defines γ as an upper bound on the angle between the lines generated by v and ṽ.
Thus we have

Dσ̃ (p̃) = ‖ṽ‖sin θ̃ ≥ (‖v‖ − 2ρ)sin(θ −α −γ).
Using the addition formula for sine together with the facts that for x,y ∈ [0, π2 ], (1− x) ≤
cosx; 2sinx ≥ x; and sinx + siny ≥ sin(x + y), we get

Dσ̃ (p̃) ≥ (‖v‖ − 2ρ)
[(
1− 2

(
2ρ

Υσ∆σ
+

2ρ
‖v‖

))
Dσ (p)
‖v‖ −

(
2ρ

Υσ∆σ
+

2ρ
‖v‖

)]
.

For convenience, define µ = 2ρ
Lσ
≥ 2ρ
‖v‖ ≥

2ρ
∆σ

. Then

Dσ̃ (p̃) ≥ ‖v‖ (1−µ)
[(
1− 2

(
1+

1
Υσ

)
µ

)
Dσ (p)
‖v‖ −

(
1+

1
Υσ

)
µ

]

≥ (1−µ)
[(
1− 4µ

Υσ

)
Dσ (p)−

2µ‖v‖
Υσ

]

≥ (1−µ)
[(
1− 4µ

Υσ

)
Dσ (p)−

2µ‖v‖
Υ

2
σ ∆σ

Dσ (p)

]

≥ (1−µ)
(
1− 4µ

Υσ
− 2µ

Υ
2
σ

)
Dσ (p)

≥
(
1− 7µ

Υ
2
σ

)
Dσ (p)

≥ KDσ (p) when µ ≤ (1−K)Υ2
σ

7
.
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Nσ̃

Nσ

Figure 8.1: Diagram for the proof of Lemma 8.2.2.

The condition on µ is satisfied when ρ satisfies Inequality (8.1).
The bound on Υσ̃∆σ̃ follows immediately from the bounds on the Dσ̃ (p̃), and the

bound on Υσ̃ itself follows from the observation that

∆σ

∆σ̃
≥ ∆σ

∆σ +2ρ
≥

(
1− 2ρ

∆σ

)
≥

(
1− Υ

2
σ

7

)
≥ 6

7
,

when ρ satisfies Inequality (8.1). �

We will also make use of a bound relating circumscribing balls of a simplex that
undergoes a perturbation:

Lemma 8.2.2 (Circumscribing balls under perturbation) Let σ = [p0, . . . ,pj ] and σ̃ =
[p̃0, . . . , p̃j ] be j-simplices such that ‖p̃i − pi‖ ≤ ρ for all i ∈ {0, . . . , j}. Suppose B = BRm(c, r),
with r < ǫ, is a circumscribing ball for σ . If

ρ ≤ Υ
2
σ Lσ
28

,

then there is a circumscribing ball B̃ = BRd (c̃, r̃) for σ̃ with

‖c̃ − c‖ <
(

8ǫ
Υσ∆σ

)
ρ (8.2)

and

|r̃ − r | <
(

9ǫ
Υσ∆σ

)
ρ.

If, in addition, we have that p̃0 = p0, then |r̃ − r | ≤ ‖c̃ − c‖, and Eq. (8.2) serves also as a bound
on |r̃ − r |.

Proof By the perturbation bounds, the distances between c and the vertices of σ̃ differ
by no more than 2ρ. Also, ‖c − pi‖ < ǫ̃ = ǫ + ρ, and so by Lemma 7.4.1 we have

dRm(c,Nσ̃ ) <
2ǫ̃ρ
Υσ̃∆σ̃

.
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See Figure 8.2.2. The bound on ρ allows us to apply Lemma 8.2.1 with K = 1
2 , so

Υσ̃∆σ̃ ≥ 1
2Υσ∆σ , and we obtain the bound on ‖c̃ − c‖ with the observation that ǫ̃ ≤ 2ǫ.

Indeed, ρ ≤ ǫ because Lσ ≤ 2ǫ.
By the triangle inequality |r̃ − r | ≤ ‖p̃0 − p0‖ + ‖c̃ − c‖, and the stated bound on |r̃ − r |

follows from the observation that ǫ
Υσ∆σ

≥ 1 if j > 1. Under the assumption that p̃0 = p0,
the bound on ‖c̃ − c‖ also serves as a bound on |r̃ − r |. �

8.2.3 Flakes

For algorithmic reasons, it is convenient to have a more structured constraint on simplex
geometry than that provided by a simple thickness bound. A simplex that is not thick
has a relatively small altitude, but we wish to exploit a family of bad simplices for which
all the altitudes are relatively small. As shown by Lemma 8.2.6 below, the Γ0-flakes form
such a family. The flake parameter Γ0 is a positive real number smaller than one.

Definition 8.2.3 (Γ0-good simplices and Γ0-flakes) A simplex σ is Γ0-good if Υσ j ≥ Γ
j
0 for

all j-simplices σ j ≤ σ . A simplex is Γ0-bad if it is not Γ0-good. A Γ0-flake is a Γ0-bad simplex
in which all the proper faces are Γ0-good.

Observe that a flake must have dimension at least 2, since Υσ j = 1 for j < 2. Note that
definition of Γ0-flake is very close in spirit with Θ0-sliver introduced in Chapter 2. We
introduce this new definition as it will be easier to work rather than slivers.

Ensuring that all simplices are Γ0-good is the same as ensuring that there are no flakes.

Indeed, if σ is Γ0-bad, then it has a j-face σ j ≤ σ that is not Γ
j
0 -thick. By considering such

a face with minimal dimension we arrive at the following important observation:

Lemma 8.2.4 A simplex is Γ0-bad if and only if it has a face that is a Γ0-flake.

We obtain an upper bound on the altitudes of a Γ0-flake through a consideration of
dihedral angles. In particular, we observe the following general relationship between
simplex altitudes:

Lemma 8.2.5 If σ is a j-simplex with j ≥ 2, then for any two vertices p,q ∈ σ , the dihedral
angle between σp and σq defines an equality between ratios of altitudes:

sin∠(aff(σp),aff(σq)) =
Dσ (p)
Dσq (p)

=
Dσ (q)
Dσp (q)

.

Proof Let σpq = σp ∩σq, and let p∗ be the projection of p into aff(σpq). Taking p∗ as the
origin, we see that p−p∗

Dσq (p)
has the maximal distance to aff(σp) out of all the unit vectors

in aff(σq), and this distance is Dσ (p)
Dσq (p)

. By definition this is the sine of the angle between

aff(σp) and aff(σq). A symmetric argument is carried out with q to obtain the result. �

We arrive at the following important observation about flake simplices:

Lemma 8.2.6 (Flakes have small altitudes) If a k-simplex σ is a Γ0-flake, then for every
vertex p ∈ σ , the altitude satisfies the bound

Dσ (p) <
k∆2

σΓ0

(k − 1)Lσ
.
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Proof Recalling Lemma 8.2.5 we have

Dσ (p) =
Dσ (q)Dσq (p)

Dσp (q)
,

and taking q to be a vertex with minimal altitude, we have

Dσ (q) = kΥσ∆σ < kΓ
k
0∆σ ,

and

Dσp (q) ≥ (k − 1)Υσp∆σp ≥ (k − 1)Γk−10 Lσ ,

and

Dσq (p) ≤ ∆σq ≤ ∆σ ,

and the bound is obtained. �

From Lemma 2.3.1 (2), we can have similar bound on the altitudes for Θ0-slivers.

8.2.4 The Delaunay complex and protection

We will now recall the definition of Delaunay complex in terms of empty balls. An empty
ball is one that contains no point from P.

Definition 8.2.7 (Delaunay complex) A Delaunay ball is a maximal empty ball. Specif-
ically, B = BRm(x,r) is a Delaunay ball if any empty ball centred at x is contained in B. A
simplex σ is a Delaunay simplex, if there exists some Delaunay ball B such that the vertices of
σ belong to ∂B∩P. The Delaunay complex is the set of Delaunay simplices, and is denoted
Del(P).

The Delaunay complex has the combinatorial structure of an abstract simplicial complex,
but Del(P) is embedded only when P satisfies appropriate genericity requirements, see
Chapter 7.

A Delaunay simplex σ is δ-protected if it has a Delaunay ball B such that dRm(q,∂B) > δ
for all q ∈ P \σ . We say that B is a δ-protected Delaunay ball for σ . If τ < σ , then B is also
a Delaunay ball for τ, but it cannot be a δ-protected Delaunay ball for τ. We say that σ is
protected to mean that it is δ-protected for some unspecified δ > 0.

Definition 8.2.8 (δ-generic) A finite set of points P ⊂ Rm is δ-generic if all the Delaunay
m-simplices are δ-protected. The set P is simply generic if it is δ-generic for some unspecified
δ > 0.

In Chapter 7 we have demonstrated that δ-generic point sets impart a quantifiable
stability on the Delaunay complex. In Section 8.3 we review the main stability result and
develop it to define the sampling conditions that will be met by the algorithm that we
introduce in Section 8.4.
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8.2.5 The Delaunay complex in other metrics

We will also consider the Delaunay complex defined with respect to a metric d on Rm

which differs from the Euclidean one. Specifically, if P ⊂U ⊂ Rm and d :U ×U → R is a
metric, then we define the Delaunay complex Deld(P) with respect to the metric d.

In this chapter we will deal with Delaunay complex defined with respect to metrics
other than the standard Euclidean metric. For a given point set P ⊂U ⊂ Rm and a metric
d :U ×U → R then we define Delaunay complex Deld(P) with respect to the metric d in
the following way:

Definition 8.2.9 (Delaunay ball and Delaunay complex) A Delaunay ball is a maximal
empty ball Bd(x,r) in the metric d. The resulting Delaunay complex Deld(P) consists of all the
simplices which are circumscribed by a Delaunay ball with respect to the metric d.

The simplices of Deld(P) are, possibly degenerate, geometric simplices in Rm. As
for Del(P), Deld(P) has the combinatorial structure of an abstract simplicial complex,
but unlike Del(P), Deld(P) may fail to be embedded even when there are no degenerate
simplices.

In this chapter we will use the following notations for standard Delaunay complexes.

1. For a point set P ⊂ Rk , when we want to stress that the Delaunay complex we are
considering is with respect to the standard Euclidean metric dRk in Rk , we will use
the notation DelRk (P). For a object X, Euclidean Delaunay complex restricted to X
will be denoted by DelX |

Rk
(P).

2. For a point set P ⊂M, DelM(P) denotes the Delaunay complex with respect to the
intrinsic metric dM ofM.

8.2.6 The Voronoi diagram

We will occasionally make reference to the Voronoi diagram, which is a structure dual to
the Delaunay complex. It offers an alternative way to interpret observations made with
respect to the Delaunay complex.

The Voronoi cell associated with p ∈ P with respect to the metric d :U ×U → R is given
by

Vord(p) = {x ∈U |d(x,p) ≤ d(x,q) for all q ∈ P}.

More generally, aVoronoi face is the intersection of a set of Voronoi cells: given {p0, . . . ,pk} ⊂
P, let σ denote the corresponding abstract simplex. We define the associated Voronoi face
as

Vord(σ) =
k⋂

i=0

Vord(pi ).

It follows that σ is a Delaunay simplex if and only if Vord(σ) , ∅. In this case, every point
in Vord(σ) is the centre of a Delaunay ball for σ . Thus every Voronoi face corresponds
to a Delaunay simplex. The Voronoi cells give a decomposition of U , denoted Vord(P),
called the Voronoi diagram. Our definition of the Delaunay complex of P corresponds to
the nerve of the Voronoi diagram.

In this chapter we will use the following notations for standard Voronoi diagrams.
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1. For a point set P ⊂ Rk , when we want to stress that the Voronoi diagram we are
considering is with respect to the standard Euclidean metric dRk in Rk , we will use
the notation VorRk (P). For a object X, Euclidean Voronoi diagram restricted to X
will be denoted by VorRk |X (P).

2. For a point set P ⊂ M, VorM(P) denotes the Voronoi diagram with respect to the
intrinsic metric dM ofM.

8.2.7 Background results for manifolds

The tangent space at p ∈ M is denoted TpM, and we identify it with an m-flat in the
ambient space. The normal space, NpM, is the orthogonal complement of TpM in TpRN ,
and we likewise treat it as the affine subspace of dimensionm−k orthogonal to TpM⊂ RN .

A ball B = BRN (c, r) is a medial ball at p if B∩M = ∅, it is tangent toM at p, and it is
maximal in the sense that any ball which contains B either coincides with B or intersects
M. The local reach at p is the infimum of the radii of the medial balls at p, and the reach
ofM, denoted rch(M), is the infimum of the local reach over all points ofM. In order to
approximate the geometry and topology with a simplical complex, manifolds with small
reach require a higher sampling density than those with a larger reach. As is typical, an
upper bound on our sampling radius will be proportional to rch(M). SinceM⊂ RN is a
smooth, compact embedded submanifold, it has positive reach.

An estimate of how the tangent space locally deviates from the manifold is given by
an observation of Federer [Fed59, Theorem 4.8(7)] (see also Giesen and Wagner [GW04b,
Lemma 6]):

Lemma 8.2.10 (Distance to tangent space) If x,y ∈M ⊂ RN and dRN (x,y) ≤ r < rch(M),
then

dRN (y,TxM) ≤ r2

2rch(M)
,

and thus

sinα ≤ r

2rch(M)
,

where α is the angle between [x,y] and TxM.

A complementary result bounds the distance to the manifold from a point on a tangent
space [BG10b, Lemma 4.3]:

Lemma 8.2.11 (Distance to manifold) Suppose v ∈ TxM with ‖v − x‖ = r ≤ rch(M)
4 . Let

y = ψx(v) ∈M, where ψx is the inverse projection (8.7). Then,

dRN (v,y) ≤
2r2

rch(M)
.

The previous two lemmas lead to a convenient bound on the angle between nearby
tangent spaces. We prove here a variation on previous results [NSW08c, Prop. 6.2] [BG11,
Lemma 5.5]:
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Lemma 8.2.12 (Tangent space variation) Let x,y ∈M be such that dRN (x,y) = r ≤ rch(M)
4 ,

and let α be the angle between TxM and TyM. Then,

sinα <
6r

rch(M)
.

Proof Let v ∈ TyM⊂ RN with
∥∥∥v − y

∥∥∥ = r. We will bound the angle between v − y and
TxM. We have

sinα ≤ 1∥∥∥v − y
∥∥∥
(dRN (y,TxM) + dRN (v,TxM))

≤ 1∥∥∥v − y
∥∥∥
(dRN (y,TxM) + dRN (v, v̂) + dRN (v̂,TxM)) ,

(8.3)

where v̂ ∈M is the closest point to v inM.
By Lemma 8.2.10, we have dRN (y,TxM) ≤ r2

2rch(M) , and by Lemma 8.2.11 we get

dRN (v, v̂) ≤ 2r2
rch(M) . For the third term in Eq. (8.3), we find

dRN (x, v̂) ≤ dRN (x,y) +
∥∥∥v − y

∥∥∥+ dRN (v, v̂)

≤ 2r +
2r2

rch(M)
≤ 5r

2
< rch(M),

and so we may apply Lemma 8.2.10 to obtain dRN (v̂,TxM) ≤ 25r2
8rch(M) .

Putting these observations back into Eq. (8.3) we find

sinα ≤ 1∥∥∥v − y
∥∥∥

(
r2

2rch(M)
+

2r2

rch(M)
+

25r2

8rch(M)

)

=
45r

8rch(M)
<

6r
rch(M)

.

�

The following observation is a direct consequence of results established by Niyogi et
al. [NSW08c, Lemma 5.4]:

Lemma 8.2.13 LetW = BRN |M(p,r), for some p ∈M and r < rch(M)/2. When restricted to
W , the orthogonal projection πp |W :W → TpM is a diffeomorphism onto its image.

Proof Let f = πp |W . Niyogi et al. showed [NSW08c, Lemma 5.4] that the Jacobian of f is
nonsingular onW , so thatW is a covering space for U = f (W ) ⊂ TpM. The Morse-theory
argument of Boissonnat et al. [BFC01, Proposition 12 ] can be applied to demonstrate
thatW is a topological ball. It follows that U is connected, since any path inW projects
to a path in U . ThusW must be a single-sheeted cover of U , since f −1(0) = {p}. Indeed, if
q ∈W with q , p and f (q) = 0, then [p,q] would be perpendicular to TpM, contradicting
Lemma 8.2.10. Thus f :W →U is a diffeomorphism. �

Direct consequence of Lemma B.2.1, from Appendix B.2, is the following result:

Lemma 8.2.14 (Geodesic distance bound) Let x,y ∈ M be such that dRN (x,y) ≤ rch(M)
2 .

Then

dM(x,y) ≤ dRN (x,y)
(
1+

2dRN (x,y)
rch(M)

)
.



142 8. CONSTRUCTING INTRINSIC DELUANAY TRIANGULATIONS

8.3 Equating Delaunay structures

We now turn to the task of triangulatingM, a smooth, compact m-manifold, without
boundaries embedded in RN . In this section we demonstrate our main structural result,
Theorem 8.3.6, which is stated at the end of Section 8.3.1. It says that the complex
constructed by the algorithm we describe in Section 8.4 is in fact an intrinsic Delaunay
triangulation of the manifold, which we introduce next.

8.3.1 Delaunay structures on manifolds

The restricted Delaunay complex is the Delaunay complex DelRN |M(P ) obtained when dis-
tances on the manifold are measured with the metric dRN |M . This is the Euclideanmetric of
the ambient space, restricted to the submanifoldM. In other words, dRN |M(x,y) = dRN (x,y).
We use this notation to avoid ambiguities in conjunction with the local Euclidean metrics
discussed below. The Delaunay complex DelRN |M(P ) is a substructure of DelRN (P ).

Alternatively, distances on the manifold may be measured with dM, the intrinsic metric
of the manifold. This metric defines the distance between x and y as the infimum of the
lengths of the paths onM which connect x and y. Since the length of a path onM is
defined as its length as a curve in RN , this metric is also induced from dRN . The intrinsic
Delaunay complex is the Delaunay structure DelM(P ) associated with this metric.

Although neither of these metrics are Euclidean, the idea is that locally, in a small
neighbourhood of any point, these metrics may be well approximated by dRm . Then, if
the sampling satisfies appropriate δ-generic and ǫ-dense criteria in these local Euclidean
metrics, the global Delaunay complex in the metric of the manifold will coincide locally
with a Euclidean Delaunay triangulation, and we can thus guarantee a manifold complex.

8.3.1.1 Local Euclidean metrics

W

U
Rm

φp

RN

M

Figure 8.2: A local coordinate chart at a point p inM

A local coordinate chart at a point p ∈M, is a pair (W,φp), whereW ⊂M is an open
neighbourhood of p, and φp :W →U = φp(W ) ⊂ Rm is a homeomorphism onto its image,
with φp(p) = 0. A local coordinate chart allows us to pull back the Euclidean metric toW .
For all x,y ∈W , the metric dφp (x,y) = dRm(φp(x),φp(y)) is a a local Euclidean metric for p
onW . This metric depends upon the choice of φp; there are different ways to impose a
Euclidean metric onW .
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It is convenient to take the reciprocal point of view, and work with a local parameteri-
zation at a point p ∈M. This is a pair (U,ψp), such that U ⊂ Rm, and (W,ψ−1p ) is a local
coordinate chart for p, whereW = ψp(U ). We can then use ψp to pull back the metric of
the manifold to U , and to simplify the notation we write dM(x,y) for x,y ∈U , where it is
to be understood that this means dM(ψp(x),ψp(y)), and likewise for dRN |M(x,y). Indeed,
once W and U have been coupled together by a homeomorphism, we can transfer the
metrics between them and the distinction becomes only one of perspective; the standard
metric dRm on U is a local Euclidean metric for p.

We wish to generate a sample set P ⊂ M that will allow us to exploit the stability
results for Delaunay triangulations from Chapter 7. We consider the stability of a
Delaunay triangulation in a local Euclidean metric. The following definition is convenient
when stating the stability results:

Definition 8.3.1 (Secure simplex) A simplex σ ∈ Del(P) is secure if it is a δ-protected
m-simplex that is Υ0-thick and satisfies Rσ < ǫ and Lσ ≥ µ0ǫ.

We will make reference to the following result from the previous chapter:

Theorem 8.3.2 (Metric stability assuming thickness) Suppose conv(P) ⊆ U ⊂ Rm and
the metric d :U ×U → R is such that

∣∣∣d(x,y)− dRm(x,y)
∣∣∣ ≤ ρ for all x,y ∈U . Suppose also that

PJ ⊆ P is such that every m-simplex σ ∈ star(PJ ;Del(P)) is secure and satisfies dRm(p,∂U ) ≥ 2ǫ
for every vertex p ∈ σ . If

ρ ≤ Υ0µ0
36

δ,

then
star(PJ ;Deld(P)) = star(PJ ;Del(P)).

In our context the point set P used in Theorem 8.3.2 will come from a larger point set P ,
such that P =W ∩P . We will write PW in order to emphasise this dependence onW . We
want to ensure that

star(PJ ;Deld(PW )) = star(PJ ;Deld(P )). (8.4)

This requirement is attained by demanding that P satisfy a sampling radius of ǫ with
respect to the metric dM. Since dRm(x,y) ≤ dM(x,y) for all x,y ∈U �W , by our particular
choice of ψp, we will have that PW is an ǫ-sample set with respect to the metric dRm . We
ensure that U is large enough so that dRm(p,∂U ) ≥ 4ǫ for all p ∈ PJ . It then follows that
Rσ < ǫ for any simplex σ ∈ star(PJ ;Del(PW )), because PW is an ǫ-sample set, Lemma 7.3.9,
and thus dRm(q,∂U ) ≥ 2ǫ for any q ∈ σ . It follows that dM(q,∂U ) ≥ 2ǫ as well, and thus the
sampling radius on P ensures that Eq. (8.4) is satisfied. For our purposes PJ will consist
of a single point p, and the sampling radius ǫ is constrained by the requirement that U
be small enough that the metric distortion introduced by ψp meets the requirements of
Theorem 8.3.2.

8.3.1.2 The tangential Delaunay complex

The algorithm we describe in Section 8.4 is a variation of the algorithm described by
Boissonnat and Ghosh [BG10b]. This algorithm builds the tangential Delaunay complex,
which we denote by DelTM(P ). This is not a Delaunay complex as we have defined
them, since it cannot be defined by the Delaunay empty ball criteria with respect to
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any single metric. However, it is a Delaunay-type structure, and as with DelRN |M(P ),
the tangential Delaunay complex is a substructure of DelRNP . We will demonstrate
sampling conditions which ensure that DelTM(P ) = DelM(P ) = DelRN |M(P ).

Definition 8.3.3 (Tangential Delaunay complex) The tangential Delaunay complex for
P ⊂M ⊂ RN is defined by the criterion that σ ∈DelTM(P ) if it has an empty circumscribing
ball BRN (c, r) such that c ∈ TpM for some vertex p ∈ σ .

We define some local complexes to facilitate discussions of the tangential Delaunay
complex. For all p ∈ P , let

K(p) = {σ | VorRN (σ)∩TpM , ∅},

and define
star(p) = star(p;K(p)). (8.5)

Then the tangential Delaunay complex is the union of the complexes star(p) for all p ∈ P .

Remark 8.3.4 (Connection between K(p) and weighted Del. complex) In Lemma 2.4.2,
from Chapter 2, we showed that VorRN (P )∩ TpM is equal to the m-dimensional weighted
Voronoi diagram of P ′ ⊂ TpM, where P ′ is the orthogonal projection of P onto TpM and the
squared weight of a point p′i ∈ P ′ is

−‖pi − p′i‖2 +max
pj∈P
‖pj − p′j‖2.

Therefore, K(p) is isomorphic to a dual complex (the nerve) of the k-dimensional weighted
Voronoi diagram of P ′.

8.3.1.3 Power protection

The algorithm introduced in Section 8.4.2 will ensure that for every simplex σ in the
tangential Delaunay complex, and every vertex p ∈ σ , there is a Delaunay ball for σ that
is centred on TpM and is protected in the following sense:

Definition 8.3.5 (Power protection) A simplex σ with Delaunay ball BRN (C,R) is δ̌2-
power-protected if dRN (C,q)2 −R2 > δ̌2 for all q ∈ P \σ .

Observe that, if C <M, the ball BRN (C,R) is not an object that can be described by the
metric dRN |M . In the context of the tangential Delaunay complex we use power-protection
rather than the protection described in Section 7.3.2 because working with squared
distances is convenient when we consider the Delaunay complex restricted to an affine
subspace.

8.3.1.4 Main structural result

The rest of Section 8.3 is devoted to the proof of Theorem 8.3.6 below. It says that for
the point set generated by our algorithm, the tangential Delaunay complex is isomorphic
with the intrinsic Delaunay complex ofM. It then follows, from Theorem 4.0.3, that the
intrinsic Delaunay complex is in fact homeormorphic toM; it is an intrinsic Delaunay
triangulation.
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Thus we obtain a partial recovery of the kind of results attempted by Leibon and
Letscher [LL00]. Our sampling conditions, and our algorithm (existence proof) rely on
the embedding ofM in RN ; we leave purely intrinsic sampling conditions for future
work.

Theorem 8.3.6 (Intrinsic Delaunay triangulation) Suppose P ⊂ M is (µ̃0ǫ)-sparse with
respect to dRN , and every m-simplex σ̃ ∈DelTM(P ) is Υ̃0-thick, and has, for every vertex p ∈ σ̃ ,
a δ̌2-power-protected empty ball of radius less than ǫ centred on TpM, with δ̌ ≥ δ0µ̃0ǫ. If

δ20µ̃
2
0 ≤ 1

7 , and

ǫ ≤
Υ̃

2
0 µ̃

3
0δ

2
0rch(M)

1.5× 106 ,

then

DelTM(P ) = DelRN |M(P ) = DelM(P ),

and for ǫ sufficiently small, these will be homeomorphic toM:

|DelM(P )| �M.

8.3.2 Choice of local Euclidean metric

W
p

TpM

Figure 8.3: Local parameterization at p ∈ M using the orthogonal projection map πp :
RN → TpM.

A local parameterization at p ∈M will be constructed with the aid of the orthogonal
projection

πp : R
N → TpM, (8.6)

restricted toM. As shown in Lemma 8.2.13, Niyogi et al. [NSW08c, Lemma 5.4] demon-
strated that if r < rch(M)

2 , then πp is a diffeomorphism fromW = BRN |M(p,r) onto its image
U ⊂ TpM. We will identify TpM with Rm, and define the homeomorphism

ψp = πp |−1W :U −→W. (8.7)

Using ψp to pull back the metrics dM and dRN |M to Rm, we can view them as perturbations
of dRm . The magnitude of the perturbation is governed by the radius of the ball used to
defineW .
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Definition 8.3.7 We call a neighbourhoodW of p ∈M admissible ifW ⊆ BRN |M(p,r), with
r ≤ rch(M)

100 .

In all that follows, any mention of a local Euclidean metric refers to the one defined by
πp restricted to an admissible neighbourhood. The requirement r ≤ rch(M)

100 is simply a
convenient bound that yields a small integer constant in the perturbation bound of the
following lemma, and does not constrain subsequent results. The bound could be relaxed
to r ≤ rch(M)

4 at the expense of a weaker bound on the perturbation.

Lemma 8.3.8 (Metric distortion) Suppose (U,ψp) is a local parameterisation at p ∈W ⊂M
withW = ψp(U ). IfW ⊆ BRN |M(p,r), with r ≤

rch(M)
100 , then for all x,y ∈U ,

∣∣∣dRN |M(x,y)− dRm(x,y)
∣∣∣ ≤

∣∣∣dM(x,y)− dRm(x,y)
∣∣∣ ≤ 23r2

rch(M)
.

Proof Let u,v ∈W ⊂ BRN |M(p,r), and let θ be the angle between the line segments [u,v]
and [πp(u),πp(v)], θ1 the angle between [u,v] and TuM, and θ2 the angle between TpM
and TuM. Thus θ ≤ θ1 +θ2, and dRm(πp(u),πp(v)) = dRN (u,v)cosθ. Defining η = r

rch(M) ,
Lemma 8.2.14 yields

dM(u,v) ≤ dRN (u,v) (1 + 4η) , (8.8)

and so

dRm(πp(u),πp(v)) ≥
dM(u,v) cosθ

1+4η
.

Using Lemma 8.2.10, we find sinθ1 ≤ η, and Lemma 8.2.12, yields sinθ2 ≤ 6η. There-
fore, since sinθ ≤ sinθ1 + sinθ2, we have cosθ = (1− sin2θ)1/2 ≥ 1− sinθ ≥ 1−7η and we
get

dRm(πp(u),πp(v)) ≥ dM(u,v)

(
1− 7η
1+4η

)

≥ dM(u,v) (1− 7η) (1− 4η)
≥ dM(u,v)(1− 11η).

Using Eq. (8.8) we find dM(u,v) ≤ 208r
100 , so dRm(πp(u),πp(v)) ≥ dM(u,v)−23 r2

rch(M) , and the
result follows since dM(u,v) ≥ dRN |M(u,v) ≥ dRm(πp(u),πp(v)). �

Our sampling radius is constrained by the size of a Euclidean ball that can be contained
in an admissible neighbourhood. The following lemma gives a convenient expression for
this:

Lemma 8.3.9 If 1 < a ≤ 104 and aǫ ≤ rch(M)
100 , and U = BRm(p, (a − 1)ǫ), then ψp(U ) =W ⊆

BRN |M(p,aǫ).

Proof Using Lemma 8.2.10, we have that BRm(p,r) ⊆ πp(BRN |M(p,aǫ)) if

r2 ≤ a2ǫ2 −
(

a2ǫ2

2rch(M)

)2

= a2ǫ2

1−

(
aǫ

2rch(M)

)2

≤ a2ǫ2
(
1−

( 1
200

)2)
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Thus we require r ≤
√

2002−1
2002 aǫ, which is satisfied by r = (a− 1)ǫ if a ≤ 79999. �

Lemmas 8.3.8 and 8.3.9 lead to a sampling radius which allows us to employ Theo-
rem 8.3.2, and so obtain an equivalence between Delaunay structures:

Proposition 8.3.10 (Equating Delaunay complexes) Suppose P ⊂ M is an ǫ-sample set
with respect to dRN |M , and that for every p ∈ P , in the local Euclidean metric on W =
BRN |M(p,5ǫ), every m-simplex in star(p;Del(PW )) is secure, where PW = P ∩W , and δ = ν0ǫ.
If

ǫ ≤ Υ0µ0ν0rch(M)
20700

then

star(p;Del(PW )) = star(p;DelRN |M(PW )) = star(p;DelM(PW )). (8.9)

Thus

DelRN |M(P ) = DelM(P ),

and they are manifold complexes.

Proof As usual, let U = πp(W ). Then by Lemma 8.3.9 BRm(p,4ǫ) ⊆ U , and thus
dRm(q,∂U ) ≥ 2ǫ for any vertex q of a simplex in star(p;Del(PW )). Thus Lemma 8.3.8
allows us to apply Theorem 8.3.2 provided

23a2ǫ2

rch(M)
≤ Υ0µ0ν0ǫ

36
,

when a = 5, and we obtain the required bound on ǫ. Thus the star of every vertex in
DelM(P ) is equal to the star of that point in the local Euclidean metric, and likewise for
DelRN |M(P ). The claim follows since σ ∈DelM(P ) if and only if it is in the local Euclidean
Delaunay triangulation of every one of its vertices, and likewise for the simplices in
DelRN |M(P ). �

8.3.3 The protected tangential complex

We obtain Theorem 8.3.6 by means of Theorem 8.3.2 via the observation that power
protection of the ambient Delaunay balls translates into protection in the local Euclidean
metrics. We must distinguish between the geometry of a simplex defined with respect to
the Euclidean metric dRN of the ambient space, as opposed to a local Euclidean metric dRm .
In general, we use a tilda to indicate simplices in the ambient space, and their properties.

Lemma 8.3.11 (Protection under projection) Suppose P ⊂ M and that σ̃ ∈ DelRN (P ) is
an Υ̃0-thick m-simplex, with Lσ̃ ≥ µ̃0ǫ and BRN (C,R) is a δ̌2-power-protected empty ball for
σ̃ , with respect to the metric dRN , where δ̌

2 ≥ δ20µ̃20ǫ2. Suppose also that C ∈ TpM, for some
vertex p ∈ σ̃ .

If R < ǫ, with

ǫ ≤
Υ̃

2
0 µ̃

3
0δ

2
0rch(M)
512

, (8.10)
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then σ = πp(σ̃) has a δ-protected Delaunay ball BRm(c, r) with respect to the local Euclidean
metric dRm for p on any admissible neighbourhoodW that contains BRN |M(p,3ǫ), and δ = ν0ǫ,
with

ν0 =
δ20µ̃

2
0

8
. (8.11)

Proof We first find a bound for dRm(C,c) and r. Let σ̃ = [p̃0, . . . , p̃m], and σ = [p0, . . . ,pm]
so that πp(p̃i ) = pi , and p = p0 = p̃0. We will first show that, near C, there is a circumcentre
c for σ in the metric dRm . For any pi ∈ σ , dRN (p,pi ) < 2R, and so by Lemma 8.2.10 we have

dRN (p̃i ,pi ) ≤
2R2

rch(M)
<

2ǫ2

rch(M)
.

In order to apply Lemma 8.2.2 we require 2ǫ2
rch(M) ≤

Υ̃
2
0 µ̃0ǫ
28 , or

ǫ ≤
Υ̃

2
0 µ̃0rch(M)

56
,

which is satisfied by Eq. (8.10). Since aff(σ) = TpM, the circumcentre c ∈ TpM is the
closest point in Nσ to C, Lemma 8.2.2 yields

|R− r | ≤ dRm(C,c) = dRN (C,c) <
16ǫ2

Υ̃0µ̃0rch(M)
.

Now we seek a lower bound on the protection of BRm(c, r). Suppose q̃ ∈ P \ σ̃ . We
wish to establish a lower bound on dRm(c,q) − r, where q = πp(q̃). We may assume that
dRN (C, q̃) < 3ǫ, since otherwise q will lie outside of our region of interest.

Let z = (3ǫ)2

2rch(M) be the upper bound on dRN (q̃, q) given by Lemma 8.2.10. Then

dRm(C,q)2 ≥ dRN (C, q̃)2 − z2 > R2 + δ̌2 − z2. Thus

dRm(C,q)−R >
δ̌2 − z2

dRm(C,q) +R
>
δ̌2 − z2
4ǫ

,

since R < ǫ. Then dRm(c,q) − r ≥ (dRm(C,q) − dRm(C,c)) − (R + |R− r |) > δ̌2−z2
4ǫ − 2dRm(C,c).

Putting this together, using δ̌2 ≥ δ20µ̃20ǫ2, we get

dRm(c,q)− r >
(
1
4
δ20µ̃

2
0 −

81ǫ2

16rch(M)2
− 32ǫ

Υ̃0µ̃0rch(M)

)
ǫ.

In order to simplify away the final term, we demand

32ǫ

Υ̃0µ̃0rch(M)
≤ 1

16
δ20µ̃

2
0,

which is satisfied by Eq. (8.10). Under this constraint, the central term is also seen to be
less than 1

16δ
2
0µ̃

2
0, and we obtain

δ ≥ 1
8
δ20µ̃

2
0ǫ.

�
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Proposition 8.3.10 requires a thicknessΥ0 and shortest edge bound µ0ǫ for the simplex
σ ⊂ Rm, but Lemma 8.3.11 is expressed in terms of the corresponding quantities Υ̃0 and
µ̃0ǫ for the corresponding simplex σ̃ ⊂ RN .

Lemma 8.3.12 (Simplex distortion under projection) Let σ̃ ∈DelRN (P ) be anm-simplex
as described in Lemma 8.3.11, and let σ = πp(σ̃) be its projection in the local Euclidean metric
for p on any admissible neighbourhood that contains BRN |M(p,2ǫ), where p is a vertex of σ̃ . If

ǫ satisfies Eq. (8.10), and δ20µ̃
2
0 ≤ 1

7 , then Lσ > µ0ǫ, where

µ0 =
20
21
µ̃0,

and Υσ >Υ0, where

Υ0 =
6
49

Υ̃0.

Proof Since πp(BRN |M(p,2ǫ)) ⊆ BRm(p,2ǫ), it is sufficient to apply the Metric distortion
lemma 8.3.9 with a = 3.

For the shortest edge length, we find

Lσ ≥ Lσ̃ −
32 × 23ǫ2
rch(M)

= µ̃0

(
1−

207Υ̃2
0 δ

2
0µ̃

2
0

512

)
ǫ > µ̃0

(
1−

Υ̃
2
0 δ

2
0µ̃

2
0

3

)
ǫ >

20
21
µ̃0ǫ.

For the thickness bound, in order to apply Lemma 8.2.1, using η̃ = (1− η), we require

207Υ̃2
0 δ

2
0µ̃

3
0

512
≤
η̃Υ̃2

0 µ̃0
14

,

which is satisfied if we choose
η̃ > 6δ20µ̃

2
0.

Then Lemma 8.2.1 yields

Υσ ≥
6
7

(
1− 6δ20µ̃20

)
Υσ̃ >

6
49

Υσ̃ .

�

We can now express the sampling conditions in terms of the output parameters of the
tangential complex algorithm, and this allows us to apply Proposition 8.3.10 and obtain
our main structural result:

Proof of Theorem 8.3.6 We first translate the sampling requirements of Proposition 8.3.10
in terms of properties of simplices in the ambient metric dRN . Using Lemma 8.3.12,
together with Eq. (8.11), the upper bound on the sampling radius demanded by Proposi-
tion 8.3.10 becomes

ǫ ≤
20× 6Υ̃0δ

2
0µ̃

3
0rch(M)

21× 49× 8× 20700 .

We obtain the stated sampling radius bound after multiplying by Υ̃0 in order to ensure
that the demand of Eq. (8.10) is also met. Thus the stated sampling radius satisfies the
requirements of both Lemma 8.3.11 and Proposition 8.3.10.
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The fact that the structures are isomorphic follows from the fact that they are all
locally isomorphic to the Delaunay triangulation in the local Euclidean metric. To see
that star(p;DelTM(P )) � star(p;Del(PW )), observe that Lemma 8.3.11 implies that there
is an injective simplicial map star(p;DelTM(P ))→ star(p;Del(PW )). The isomorphism is
established by Lemma 7.2.6, once it is established that star(p;DelTM(P )) is a triangulation
at p. In fact star(p;DelTM(P )) is isomorphic to the star of p in a regular triangulation of
the projected points PW ; it is a weighted Delaunay triangulation [BG10b], and with our
choice ofW , the point p is an interior point in this triangulation [BG10b, Lemma 2.7(1)].
Thus star(p;DelTM(P )) is a triangulation at p, and it follows that

star(p;DelTM(P )) � star(p;Del(PW )).

The equality of the Delaunay complexes now follows from Proposition 8.3.10 and
Eq. (8.9).

The homeomorphism assertion follows from previous Theorem 4.0.3. �

8.4 Algorithm

In this section we introduce a Delaunay refinement algorithm which, while constructing
a tangential Delaunay complex, will transform the input sample set into one which
meets the requirements of Theorem 8.3.6. In particular we wish to construct a tangential
Delaunay complex in which every m-simplex σ is Υ̃0-thick and for every p ∈ σ , there is a
δ̌2-power-protected Delaunay ball for σ centred on TpM. We demand δ̌ ≥ δ0µ̃0ǫ, where ǫ
provides a strict upper bound on the radius of these Delaunay balls, and µ̃0ǫ provides a
lower bound on the shortest edge length of any simplex in DelTM(P ). The constants δ0
and µ̃0 are both positive and smaller than one.

The algorithm is in the same vein as the one given in Chapter 5, which is in turn an
adaptation of the algorithm introduced by Li [Li03b]. It is described in Section 8.4.2, after
we introduce terminology and constructs which are used in the algorithm in Section 8.4.1.

8.4.1 Components of the algorithm

We now introduce the primary concepts that are used as building blocks of the algorithm.

8.4.1.1 Elementary weight functions

Elementary weight functions are a convenient device to facilitate the identification of
simplices σ that are not δ̌2-power-protected for δ̌ = δ0Lσ .

In order to emphasise that we are considering a function defined only on the set
of vertices of a simplex, we denote by σ̊ the set {p0, . . . , pk} of vertices of σ = [p0 . . . pk].
We will call ωσ : σ̊ → [0,∞) an elementary weight function if it satisfies the following
conditions:

1. There exists pi ∈ σ̊ such that ωσ (pi ) ∈ [0, δ0Lσ ], and

2. for all pj ∈ σ̊ \ pi , ωσ (pj ) = 0.
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For a given σ = [p0, . . . , pk] and elementary weight function ωσ , we define N (σ,ωσ ) as
the set of solutions to the following system of k equations:

‖x − pi‖2 − ‖x − p0‖2 = ωσ (pi )2 −ωσ (p0)2.

In direct analogy with the space Nσ of centres of σ , the set N (σ,ωσ ) is an affine space of
dimension m−dimaff(σ) that is orthogonal to aff(σ). We denote by C(σ,ωσ ) the unique
point in N (σ,ωσ )∩ aff(σ), and we define

R(σ,ωσ )
2 = ‖p0 −C(σ,ωσ )‖2 −ωσ (p0)2,

where the notation is chosen to emphasise the close relationship with the circumcentre cσ
and circumradius Rσ . The following lemma exposes some properties of R(σ,ωσ ) in this
spirit:

Lemma 8.4.1 For a given σ = [p0, . . . ,pk], with k ≥ 1, and elementary weight function ωσ , we
have:

1. If σ1 ≤ σ then ωσ1 = ωσ |σ̊1 is an elementary weight function, and

R(σ1,ωσ1) ≤ R(σ,ωσ ).

2. ∆σ ≤ 2
1−δ20

R(σ,ωσ ).

3. If Υσ > 0, then

1− η ≤ R(σ,ωσ )
Rσ

≤ 1+ η,

with η = δ20
Υσ
.

Proof 1. That ωσ1 is an elementary weight function follows from the observation that
Lσ1 ≥ Lσ . Since N (σ,ωσ ) ⊆N (σ1,ωσ1), the projection of C(σ,ωσ ) into aff(σ1) is C(σ1,ωσ1).
The result then follows from the Pythagorean theorem.

2. Let e = [p0,p1] be the longest edge of σ , and let c denote the projection of C(σ,ωσ )
onto aff(e). Without loss of generality we assume that ω(p0) = 0.

We have

‖p0 − c‖2 = ‖p1 − c‖2 −ωσ (p1)2

= ‖(p1 − p0)− (c − p0)‖2 −ωσ (p1)2

= ∆
2
σ − 2(p1 − p0) · (c − p0) + ‖p0 − c‖2 −ωσ (p1)2.

Since p0, p1, and c are colinear, we have 2(p1 − p0) · (c − p0) = 2∆σ ‖p0 − c‖, and using the
fact that ωσ (p1) ≤ δ0Lσ , we get

‖p0 − c‖ =
∆σ

2

(
1− ωσ (p1)

2

∆
2
σ

)

≥
(1− δ20)∆σ

2
.

The result follows from the fact that R(σ,ωσ ) ≥ ‖p0 − c‖.
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3. Using the fact that ωσ (p) = 0 for all vertices p ∈ σ̊ , except at most one, we get
pi ∈ ∂BRk (C(σ,ωσ ),R(σ,ωσ )) for all pi ∈ σ̊ except at most one.

Let η = ‖C(σ,ωσ )− cσ‖, and assume, without loss of generality, that the vertex p0 ∈
∂B(C(σ,ωσ ),R(σ,ωσ )). Therefore,

‖cσ − p0‖ − η ≤ ‖C(σ,ωσ )− p0‖ ≤ ‖cσ − p0‖+ η
Rσ + η ≤ R(σ,ωσ ) ≤ Rσ + η. (8.12)

Since the point in Nσ that is closest to C(σ,ωσ ) is cσ , and Υσ > 0, we obtain the
following bound using Lemma 4.1 from [?]:

η ≤
δ20L

2
σ

2Υσ∆σ

≤
δ20
Υσ
Rσ , since Lσ ≤ ∆σ ≤ 2Rσ . (8.13)

The result now follows from Eq. (8.12) and (8.13). �

If σ = p ∗ σp, and ωσ is an elementary weight function that vanishes on σ̊p, then
N (σ,ωσ ) ⊆ Nσp , but no point in N (σ,ωσ ) can be the centre of a δ̌2-power-protected

Delaunay ball for σp for any δ̌ ≥ δ0Lσ . In other words, σ andωσ define a quasi-cospherical
configuration that is an obstruction to the power protection of σp at all points in N (σ,ωσ ).

8.4.1.2 Quasicospherical configurations

We now define the family of simplices that our algorithm must eliminate in order to
ensure that the final point set has the desired protection properties.

Recalling the definition (8.5) of star(p), we have the following result from Chapter 5
(Lemma 5.2.3):

Lemma 8.4.2 Let P ⊂ M satisfy a sampling radius of ǫ with respect to dRN such that ǫ ≤
rch(M)/16. Then for all x ∈ VorRN (p)∩ TpM, we have ‖p − x‖ ≤ 4ǫ. In particular, for all
p ∈ P , and every m-simplex σ ∈ star(p), we have Rp(σ) ≤ 4ǫ.

Since by Lemma 8.4.2, the Voronoi cell of p restricted to TpM is bounded, we get:

Lemma 8.4.3 If ǫ ≤ rch(M)
16 , then the combinatorial dimension of the maximal simplices in

star(p) is at least m.

We will always assume that P satisfies a sampling radius of ǫ ≤ rch(M)
16 . If σ is a max-

imal simplex in star(p), then VorRN (σ) intersects TpM at a single point. Indeed, since
VorRN (σ) ⊂ VorRN (p), by Lemma 8.4.2 the convex set VorRN (σ)∩TpM is bounded, and if
it had a nonempty interior, then σ would not be maximal. Let σ be a maximal simplex
in star(p). Then, for all σm ≤ σ , the unique point in VorRN (σ) ∩ TpM . will be denoted by
cp(σm). We denote the radius of the circumscribing ball centred at cp(σm) by Rp(σm), i.e.,
Rp(σm) =

∥∥∥p − cp(σm)
∥∥∥.
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In our algorithm we will use the following complex, whose definition employs a
particular elementary weight function:

cosphδ0(p) =

 σ
m+1 = pm+1 ∗σm

∣∣∣ σm ∈ star(p), Rp(σm) < ǫ,

σm is Γ0-good, and ∃ωσm+1 with ωσm+1 |σ̊m = 0

and cp(σ
m) ∈N (σm+1,ωσm+1)

. (8.14)

The (m+1)-dimensional simplices in cosphδ0(p) are analogous to inconsistent configura-
tions defined in Chapters 3 and 5.

Unless otherwise stated, whenever σm+1 = pm+1 ∗σm ∈ cosphδ0(p), with σm ∈ star(p),
the mention of ωσm+1 will refer to the elementary weight function identified in Eq. (8.14).
In particular,

ωσm+1(pi ) = 0 for all pi ∈ σ̊m+1 \ pm+1,

and
ωσm+1(pm+1) ∈ [0,δ0Lσm+1]

satisfies
‖cp(σm)− p‖2 = ‖cp(σm)− pm+1‖2 −ωσm+1(pm+1)

2.

We will exploit the following observations:

Lemma 8.4.4 If σm+1 = pm+1 ∗σm ∈ cosphδ0(p) with σm ∈ star(p), then

R(σm+1,ωσm+1) ≤ Rp(σm)

and

∆σm+1 ≤ 2

1− δ20
Rp(σ

m)

Proof Since cp(σm) ∈N (σm+1,ωσm+1), it follows that C(σm+1,ωσm+1) is the projection of
cp(σm) into aff(σm+1), and therefore Rp(σm) ≥ R(σm+1,ωσm+1). The bound on ∆σm+1 now
follows directly from Lemma 8.4.1. �

Lemma 8.4.2 implies that we can compute star(p) by computing a weighted Delaunay
triangulation on TpM of the points obtained by projecting P onto TpM. Once star(p) has

been computed, we can compute cosphδ0(p) by a simple distance computation.
The importance of cosphδ0(p) lies in the observation that if an m-simplex σm ∈ star(p)

is not sufficiently power-protected, then there will be a simplex in cosphδ0(p) that is a
witness to this. It is a direct consequence of the definitions, but we state it explicitly for
reference:

Lemma 8.4.5 If P is µ̃0ǫ-sparse, and cosph
δ0(p) = ∅, then every σm ∈ star(p) is δ20µ̃20ǫ2-power

protected on TpM.
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8.4.1.3 Unfit configurations and the picking region

The refinement algorithm, at each step, kills an unfit configuration by inserting a new point
x = ψp(x′) where x′ belongs to the so-called picking region of the unfit configuration, and
ψp is the inverse projection defined in Eq. (8.7). We use the term unfit configuration to
distinguish the elements under consideration from other simplices. An unfit configuration
φ may be one of two types:

Big configuration: An m-simplex φ = σm in star(p) is a big configuration if Rp(σm) ≥ ǫ.

Bad configuration: A simplex φ is a bad configuration if it is Γ0-bad and it is either an
m-simplex φ = σm ∈ star(p) that is not a big configuration, or it is an (m+1)-simplex
φ = σm+1 ∈ cosphδ0(p).

Wewill show in Section 8.5.2, Lemma 8.5.13, that in fact every (m+1)-simplex in cosphδ0(p)
is a bad configuration.

The size of the picking region is governed by a positive parameter α < 1 called the
picking ratio.

Definition 8.4.6 (Picking region) The picking region of a bad configuration, σm ∈ star(p)
or pm+1 ∗σm ∈ cosphδ0(p) with σm ∈ star(p), denoted by P(σm,p) and P(σm+1,p) respectively,
is defined to be the m-dimensional ball

BRN (cp(σ
m),αRp(σ

m))∩ TpM.

We choose a point in the picking region so as to minimize the introduction of new
unfit configurations. We are able to avoid creating new bad configurations provided that
the radius of the potential configuration is not too large. To this end, we introduce the
parameter β > 1.

Definition 8.4.7 (Hitting sets and good points) Let φ = σm ∈ star(p) or φ = q ∗ σm ∈
cosphδ0(p) with σm ∈ star(p), and x = ψp(y) where y ∈ P(φ,p). A set σ ⊂ P of size k, with
k ≤m+1, is called a hitting set of x if

a. τ = x ∗σ is a k-dimensional Γ0-flake
and there exists an elementary weight function ωτ satisfying the following condition:

b. R(τ,ωτ) < βRp(σm)
The elementary weight function ωτ is called a hitting map, and we sometimes say σ hits x.
A point x = ψp(y), where y ∈ P(φ,p), is said to be a good point if it is not hit by any set

σ ⊂ P with |σ | ≤m+1.

A simplex σ which defines a hitting set of x, is necessarily Γ0-good. This follows from the
requirement that x ∗σ be a Γ0-flake.

8.4.2 The refinement algorithm

In this section, we show that we can refine an ǫ-net ofM so that the simplices of the
Delaunay tangential complex of the refined sample DelTM(P ) are power-protected. An
ǫ-net is a point sample P ⊂M that is an ǫ-sparse ǫ-sample set ofM for the metric dRN .
One can obtain an ǫ-net by using a farthest point strategy to select a subset of a sufficiently
dense sample set. We will assume that we know the dimension m of the submanifoldM
and the tangent space TpM at any point p inM.
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The algorithm takes as input P0, an ǫ-net ofM, and the positive input parameters ǫ,
Γ0, α <

1
2 , β > 1 and δ0 <

1
4 . The algorithm refines the input point sample such that:

(1) The output sample P ⊇ P0 is an µ̃0ǫ-sparse ǫ-sample set ofM with respect to dRN ,
where µ0 =

1
9 .

(2) For all p ∈ P , every m-simplex σm ∈ star(p;DelTM(P )), σm is Γ0-good and δ20µ̃
2
0ǫ

2-
power protected on TpM.

Algorithm 4 Refinement algorithm

Input ǫ-net P0 ofM, and input parameters Γ0, α and δ0;
Initalize P ← P0, and calculate DelTM(P );
Rule (1) Big configuration (ǫ-big radius):

if ∃ p ∈ P such that ∃ σm ∈ star(p) with Rp(σm) ≥ ǫ,
then Insert(ψp(cp(σm)));

Rule (2) Bad configuration (Γ0-bad):
if ∃ p ∈ P and ∃ σm ∈ star(p) s.t. σm is Γ0-bad,
then Insert(Pick_valid(σm,p));
if ∃ p ∈ P and ∃ σm+1 ∈ cosphδ0(p) s.t. σm+1 is Γ0-bad,
then Insert(Pick_valid(σm+1,p));

Output DelTM(P ) = ∪p∈P star(p);

The algorithm, described in Algorithm 4, applies two rules with a priority order:
Rule (2) is applied only if Rule (1) cannot be applied. The algorithm ends when no rule
applies any more. Each rule inserts a new point to kill an unfit configuration: either a big
configuration or a bad configuration.

A crucial procedure, that selects the location of the point to be inserted, is Pick_valid,
given in Algorithm 5. Pick_valid(φ,p) returns a good point ψp(y) where y ∈ P(φ,p).

Algorithm 5 Pick_valid(σ,p)

// Assume that σ is either equal to σm ∈ star(p)
// or σm+1 = pm+1 ∗σm ∈ cosphδ0(p) with σm ∈ star(p)
Step 1. Pick randomly y ∈ P(σm,p) (or P(σm+1,p));
// Recall that ψp projects points from TpM ontoM along NpM
Step 2. x← ψp(y);
Step 3. Avoid hitting sets:

// |σ̃ | denotes the cardinality of σ̃
if ∃ σ̃ ⊂ P , with |σ̃ | ≤m+1, which is a hitting set of x,
then discard x, and go back to Step 1;

Step 4. Return x;

The refinement algorithm will also use the procedure Insert(p), given in Algorithm 6.
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Algorithm 6 Insert(p)

Step 1. Add p to P ;
Step 2. Compute star(p) and cosphδ0(p);
Step 3. For all x ∈ P \ {p}, update star(x) and cosphδ0(x);

8.5 Analysis of the algorithm

We now turn to the demonstration of the correctness of Algorithm 4. In Section 8.5.1 we
show that the algorithm must terminate, and in Section 8.5.2 we show that the output
of the algorithm meets the requirements of Theorem 8.3.6. In order to complete the
demonstrations we impose a number of requirements on the input parameters, listed as
Hypotheses H0 to H5 below.

Recall that our input parameters are the following positive numbers: ǫ, which is the
sampling radius and sparsity bound satisfied by P0, the input ǫ-net sample set; δ0, which
is used to describe the amount of power-protection enjoyed by the m-simplices in the
final complex; Γ0, which is used to quantify the quality of the output simplices; β, which
is used to describe an upper bound on the radius of the bad configurations that we will
avoid; and α, which governs the relative size of the picking region.

It is often convenient to represent the sampling radius by a dimension-free parameter
that has the reach of the manifold factored out. We define

ǫ̃ =
ǫ

rch(M)
.

The volume of the m-dimensional Euclidean unit-ball is denoted φm. In order to state the
hypotheses on the input parameters, we use some additional symbols:

ǫ̃0 =
1

24(24 +1)2
,

B = 4+2(1+ 2732β2)2,

β′ =
β

1− 24ǫ̃0
,

as well as ξ , E, and D. The term ξ is introduced in Lemma 8.5.5, and depends on m
and rch(M), and the term E, defined in Eq. (8.18), depends on ξ and β. The symbol D is
introduced in Lemma 8.5.8, where it is said to depend on m and β.

In order to guarantee termination, we demand the following hypotheses on the input
parameters:

H0. α < 1/2

H1. β ≥ 2
(1−δ20)(1−α−4.5 ǫ̃0)

H2. Γ0 <min
{

φmα
m

Em+1βmD
, 1
B+1

}

H3. δ20 ≤ Γ
m+1
0

H4. ǫ̃ ≤min
{

ξ
2(β+β′) ,

Γ
m+1
0
8β

}
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To meet the quality requirements of Theorem 8.3.6 we demand an additional constraint
on the sampling radius:

H5. ǫ̃ ≤ δ20Γ
2m
0

1.1×109

The make use of the following observation:

Lemma 8.5.1 From hypotheses H0 to H4 we have ǫ̃ < ǫ̃0 and δ
2
0 < 24 ǫ̃0, and

(1− δ20)(1−α − 4.5ǫ̃0)ǫ
4

>
ǫ

9
def
= µ̃0ǫ. (8.15)

Proof From H1 we have β > 2 and using the fact that B > β4 and H2 we have Γ0 <
1

24+1 .
And using the fact, from H4, that

ǫ̃ ≤
Γ
m+1
0

8β
≤

Γ
2
0

8β
<

1
24(24 +1)2

= ǫ̃0.

Similarly the bound on δ20 follows from H3.
Inequality (8.15) follows from H0 and the definition of ǫ̃0. �

From Eq. (8.15) we can see that we require β ≥ 4.5. Given α satisfying H0, and a valid
choice for β, the hypothesesH2 toH4 sequentially yield upper bounds on the parameters
Γ0, δ0, and ǫ̃; we are able to choose parameters that satisfy all of the hypotheses.

The main result of this section can now be summarised:

Theorem 8.5.2 (Algorithm guarantee) If the input parameters satisfy hypotheses H0 to
H5, then Algorithm 4 terminates after producing an intrinsic Delaunay complex DelM(P ) that
triangulatesM.

8.5.1 Termination of the algorithm

This subsection is devoted to the proof of the following theorem:

Theorem 8.5.3 (Algorithm termination) Under hypotheses H0 to H4, the application of
Rule (1) or Rule (2) on a big or a bad configuration φ always leaves the interpoint distance
greater than

µ̃0ǫ =
ǫ

9
,

and if φ is a bad configuration then there exists x ∈ P(φ,p) such that ψp(x) is a good point.
Since M is a compact manifold this implies that the refinement algorithm terminates and
returns a point sample P which is an µ̃0ǫ-sparse ǫ-sample of the manifoldM.

We will prove that at every step the algorithm maintains the following two invariants:

Sparsity: Whenever a refinement rule inserts a new point x = ψp(y), the distance between
x and the existing point set P is greater than µ̃0ǫ.

Good points: For a bad configuration φ refined by Rule (2), there exists a set of positive
volume G ⊆ P(φ,p) such that if x ∈ G, then ψp(x) is a good point.
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The Termination Theorem 8.5.3 is a direct consequence of these two algorithmic invariants.
We first prove the sparsity invariant in Section 8.5.1.1, using an induction argument
that relies on the fact that the algorithm only inserts good points. The existence of good
points is then established in Section 8.5.1.2, using the sparsity invariant and a volumetric
argument. Termination must follow sinceM is compact and therefore can only support a
finite number of sample points satisfying a minimum interpoint distance.

8.5.1.1 The sparsity invariant

The proof of the sparsity invariant employs the following observation, which serves to
bound the distance between a point inserted by Rule (2) and the existing point set:

Lemma 8.5.4 Assume Hypotheses H0 to H4. Let φ = σm ∈ star(p) or φ = pm+1 ∗ σm ∈
cosphδ0(p) be a bad configuration being refined by Rule (2). Then for all x ∈ P(φ,p) we have

dRN (cp(σ
m),ψp(x)) < (α +4.5ǫ̃0)Rp(σ

m)

and

dRN (ψp(x),P ) > (1−α − 4.5ǫ̃0)Rp(σm) >
Rp(σm)

3
.

Proof Using the facts that α < 1
2 , and ǫ̃ < ǫ̃0, and Rp(σ

m) < ǫ, we have that for all
x ∈ P(φ,p)

‖p − x‖ < (1 +α)Rp(σ
m) <

3ǫ
2
<
3 ǫ̃0
2

<
1
4
,

and so we may apply Lemma 8.2.11 to get

‖x −ψp(x)‖ ≤
2‖p − x‖2
rch(M)

≤
2(1+α)2Rp(σm)2

rch(M)
≤ 4.5 ǫ̃0Rp(σ

m),

and

‖cp(σm)−ψp(x)‖ ≤ ‖cp(σm)− x‖+ ‖x −ψp(x)‖ ≤ (α +4.5 ǫ̃0) Rp(σ
m). (8.16)

Let Sp = ∂BRN (cp(σm);Rp(σm)). From Eq. (8.16) we have for x ∈ P(φ,p)

dRN (ψp(x);P ) ≥ dRN (ψp(x),Sp) > (1−α − 4.5 ǫ̃0) Rp(σm) >
Rp(σm)

3
,

where the final inequality follows from H0 and the definition of ǫ̃0. �

We introduce some additional terminology to facilitate the demonstration of the
sparsity invariant. An abstract simplex in the initial sample set σ ⊂ P0 is called an original
simplex, otherwise σ ⊂ P is called a created simplex.

Let φ be an unfit configuration that was refined by inserting a point x. We say that
x created σ if x ∈ σ and x is the last inserted vertex of the simplex σ , i.e., σ \ {x} already
existed just before the refinement of the unfit configuration φ. The unfit configuration φ
is called the parent of σ and will be denoted p(σ).

Let σ denote the simplex being refined by the refinement algorithm. We will denote
by e(σ) the distance between the point newly inserted to refine σ and the current sample
set.
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The sparsity invariant is demonstrated by induction. We use a case analysis according
to the type of unfit configuration being refined; it is necessary to consider sub-cases. The
induction hypothesis is employed only in the sub-case Case 2(b)(ii) and the implicit
similar Case 3(b)(ii). The base for the induction hypothesis, i.e., the insertion of the first
point, cannot involve Case 2(b) or Case 3(b).

Case 1. Let φ = σm ∈ star(p) be a big configuration being refined by Rule (1).

Since P0 (⊆ P ) is an ǫ-net, we have from the fact that ǫ̃ ≤ ǫ̃0 < 1
16 and Lemma 8.4.2,

Rp(σm) ≤ 4ǫ. Rule (1) will refine σ by inserting ψp(cp(σm)). Using the fact that
ǫ̃ < ǫ̃0 <

1
16 , Rp(σ

m) ≤ 4ǫ and Rp(σm) ≥ ǫ (since σm is being refined by Rule (1)),
and Lemma 8.2.11, the distance between ψp(cp(σm)) and any vertex inserted before
ψp(cp(σm)) is not less than

Rp(σ)− ‖cp(σ)−ψp(cp(σ))‖ ≥ Rp(σ)−
2Rp(σ)2

rch(M)
> (1− 8 ǫ̃0)ǫ >

ǫ

2
,

which establishes the sparsity invariant for this case.

Case 2. Consider now the case where φ = pm+1 ∗ σm ∈ cosphδ0(p), with σm ∈ star(p), is
being refined by Rule (2). In this case, recalling Lemma 8.2.4, we have

• Rp(σm) < ǫ, and

• there exists a face of φ that is a Γ0-flake.

Let σ1 ⊆ φ denote a face of φ that is a Γ0-flake. We have to now consider two cases:

(a) σ1 is an original simplex

(b) σ1 is a created simplex

Case 2(a). If σ1 is an original simplex then σ1 ⊆ P0, and since P0 is an ǫ-net, Lσ1 ≥ ǫ.
Since a flake must have at least three vertices, σ1 and σm must share at least two
vertices, and therefore Rσm ≥ ǫ/2.
Let x = ψp(x′) be point inserted to refine φ where x′ ∈ P(φ,p). Using Lemma 8.5.4
and the fact that Rσm ≥ ǫ/2, we therefore have

dRN (x,P ) > (1−α − 4.5 ǫ̃0)Rp(σm)

≥ (1−α − 4.5 ǫ̃0)Rσm ≥
(1−α − 4.5 ǫ̃0)ǫ

2
> µ̃0ǫ.

where the final inequality follows from Inequality (8.15). Hence the sparsity invari-
ant is maintained on the refinement of φ if σ1 is an original simplex.

Case 2(b) We will now consider the case when σ1 is a created simplex. We denote by
p(σ1) the parent simplex whose refinement gave birth to σ1.

We will bound the distance between x = ψp(x′), where x′ ∈ P(φ,p), and the point set
P . Let x∗ denote the point whose insertion killed p(σ1). By definition x∗ is a vertex
of σ1, and hence also of φ since σ1 ≤ φ. We distinguish the following two cases:



160 8. CONSTRUCTING INTRINSIC DELUANAY TRIANGULATIONS

Case 2(b)(i) Suppose p(σ1) was a big configuration refined by the application of Rule (1).
According to Case 1, the lengths of the edges incident to x∗ in σ1 are greater than
ǫ/2. Therefore

dRN (x,P ) ≥ (1−α − 4.5 ǫ̃0)Rp(σm) by Lemma 8.5.4

≥
(1− δ20)(1−α − 4.5 ǫ̃0)∆φ

2
by Lemma 8.4.4

≥
(1− δ20)(1−α − 4.5 ǫ̃0)∆σ1

2
since σ1 ≤ φ

>
(1− δ20)(1−α − 4.5 ǫ̃0)ǫ

4
by Case 1

> µ̃0ǫ Inequality 8.15,

and the sparsity invariant is maintained.

Case 2(b)(ii) Suppose p(σ1) was a bad configuration refined by Rule (2). Thus p(σ1) was
either an m-simplex σm2 ∈ star(q) or an (m+1)-simplex qm+1 ∗σm2 ∈ cosph

δ0(q) with
σm2 ∈ star(q).
Consider the elementary weight function ωσ1 = ωφ |σ̊1 , where ωφ is the weight

function (8.14) identifying φ as a member of cosphδ0(p). From Lemma 8.4.1(1),
and Lemma 8.4.4 we have that Rp(σm) ≥ R(σ1,ωσ1). We also have that R(σ1,ωσ1) ≥
βRq(σ

m
2 ). Indeed, otherwise σ1 \ {x∗} would be a hitting set for x∗, contradicting the

hypothesis that p(σ1) was refined according to Rule (2) by the insertion of a good
point x∗. Thus we have

dRN (x,P ) > (1−α − 4.5ǫ̃0)Rp(σm)
≥ (1−α − 4.5ǫ̃0)R(σ1,ωσ1)
≥ (1−α − 4.5ǫ̃0)βRq(σm2 )

≥
(1− δ20)(1−α − 4.5ǫ̃0)β∆σm2

2
from Lemma 8.4.4

> ∆(σm2 ) from Hypotheses H1 on β

> µ̃0ǫ,

where the last inequality follows from the induction hypothesis. Again the sparsity
invariant is maintained after refinement of φ.

Case 3 The proof for the case of a bad configuration φ = σm ∈ star(p) to be refined by
Rule (2) is similar to Case 2, and the lower bound on the interpoint distances is the
same.

This completes the demonstration of the sparsity invariant.

8.5.1.2 The good points invariant

We will now show that the good point invariant is maintained if φ is a bad configuration
being refined by Rule (2). Without loss of generality, we will assume that φ is either equal
to σm ∈ star(p) or to q ∗σm ∈ cosphδ0(p), with σm ∈ star(p).
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Recall the picking region P(φ,p) introduced in Definition 8.4.6. We will show that
there exists y ∈ P(φ,p) such that x = ψp(y) is a good point. Let Y ⊆ P(φ,p) be the set of
points that ψp maps to a point with a hitting set:

Y = {y ∈ P(φ,p) |ψp(y) is not a good point}.

We will show that the volume of P(φ,p) exceeds the volume of Y . To this end, we will
first bound the number of simplices that could hit some point in ψp(Y ). Then we will
bound the volume that each potential hitting set can contribute to Y .

In order to bound the number of hitting sets, we will use the sparsity invariant
together with the following result from Chapter 5 (Lemma 5.4.7) to bound the number of
points that can be a vertex of a hitting set:

Lemma 8.5.5 (Bound on sparse points) For a point p ∈M and R > 0, let V be a maximal
set of points in BRN |M(p,R) such that the smallest interpoint distance is not less than 2r. There
exists ξ that depends only on m, and A that depends on m, such that if R+ r ≤ ξrch(M), then

|V | ≤ 1+Aξ
1−Aξ

(
R

r
+1

)m
.

We obtain the following bound on the number of hitting sets:

Lemma 8.5.6 Let S(φ) denote the set of simplices contained in B+ ∩P that can hit a point in
ψp(Y ). Then

|S(φ)| ≤ E
m+1

2m
, (8.17)

where

E
def
= 2

(1+Aξ
1−Aξ

)
(18(α +2β′ +6.5ǫ̃0) + 1)m . (8.18)

Proof Suppose σ ⊆ P is a hitting set of a point x = ψp(y), where y ∈ P(φ,p), with |σ | = k
and k ≤m+1. Let σ̃ = x ∗σ , and let ωσ̃ denote the corresponding hitting map (see Defini-
tion 8.4.7). Therefore, we have R(σ̃ ,ωσ̃ ) < βRp(σm), and it follows from Lemma 8.4.1(2)

that ∆σ̃ ≤
2β

1−δ20
Rp(σm). Thus from Lemma 8.5.4 and the Triangle inequality we have

σ ⊂ B− def
= BRN (cp(σm), r−), where

r− = 4.5ǫ̃0Rp(σ
m) +αRp(σ

m) +
2β

1− δ20
Rp(σ

m).

Let c = ψp(cp(σm)). Then using Lemma 8.2.11 and the fact that Rp(σm) < ǫ < ǫ̃0 rch(M)
we have

‖cp(σm)− c‖ ≤
2Rp(σm)2

rch(M)
< 2ǫ̃Rp(σ

m) ≤ 2ǫ̃0Rp(σ
m).

Using δ20 < 24ǫ̃0 from Lemma 8.5.1, and β′ = β
1−24ǫ̃0

, and Rp(σm) < ǫ, we find

∥∥∥cp(σm)− c
∥∥∥+ r− ≤ αRp(σm) + 6.5ǫ̃0Rp(σ

m) +
2β

1− δ20
Rp(σ

m)

≤ (α +2β′ +6.5 ǫ̃0)ǫ
def
= R.



162 8. CONSTRUCTING INTRINSIC DELUANAY TRIANGULATIONS

Thus B− ⊆ B+ def
= BRN (c,R), and y ∈ Y if and only if there exists σ ⊂ B+ ∩P such that σ

hits ψp(y).
Using Lemma 8.5.5 we will bound the number of sample points in B+ ∩ P . Set

r = µ̃0ǫ
2 = ǫ

18 and observe that

R+ r =
( 1
18

+α +2β′ +6.5 ǫ̃0
)
ǫ ≤ (2β′ +1)ǫ ≤ ξrch(M),

by Hypothesis H4. The sparsity invariant and Lemma 8.5.5 then yields

|B+ ∩P | ≤ 1+Aξ
1−Aξ ×

(
(α +2β′ +6.5ǫ̃0)

1/18
+1

)m
=
E

2
.

Since the number of k-simplices is less than
(
E
2

)k+1
, and the maximum dimension of a

hitting set is m, we have |S(φ)| ≤ Em+1

2m . �

We now turn to the problem of bounding the volume of Y . We will consider the
contribution of each σ ∈ S(φ). The following definition characterises the set of points in
M that can be hit by σ :

Definition 8.5.7 (Forbidden region) For a k-simplex σ with vertices inM with k ≤m and
parameter t < ǫ, the forbidden region, F(σ,t), is the set of points x ∈M such that σ1 = x ∗σ
satisfies the following conditions:

• Lσ1 >
t
9

• σ1 is a Γ0-flake

• there exists an elementary weight function ωσ1 s.t. R(σ1,ωσ1) < βt

We will use the following lemma, which is proved in Appendix C.1. It bounds the volume
of the set of points that can be hit by a given simplex:

Lemma 8.5.8 (Volume of forbidden region) Let σ be a k-simplex with vertices onM and
k ≤m. If

1. Γ0 ≤ 1
B+1 ,

2. ǫ̃ ≤min{ ξ4β ,
Γ
m+1
0
8β } and

3. δ20 ≤min{Γm+1
0 , 14 },

then

vol(F(σ,t)) ≤D Γ0R
m
σ ,

where D depends on m and β.

Lemma 8.5.8, together with Lemma 8.5.6, yields a bound on the set of points Y in the
picking region that do not map to a good point:
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Lemma 8.5.9 The volume of the set Y ⊂ P(φ,p) of points that do not map to a good point is
bounded as follows:

vol(Y ) ≤ Em+1βmD Γ0Rp(σ
m)m.

Proof Let t0 = Rp(σm) < ǫ. For a given σ ∈ S(φ), let Yσ ⊆ Y be the set of points y for
which σ hits x = ψp(y). Then from Hypotheses H0 to H4 and Lemma 8.5.8, we have

vol(Yσ ) ≤ vol(πp(F(σ,t0)))

≤ vol(F(σ,t0)) since πp is a projection map on TpM
≤D Γ0R

m
σ . (8.19)

Let σ1 = x ∗ σ , and let ωσ1 be the corresponding hitting map. From the definition
of hitting sets and hitting maps, we have Rp(σm) < ǫ, and R(σ1,ωσ1) < βRp(σ

m) and σ is
Γ
k
0 -thick. Define ωσ = ωσ1 |σ̊ . Then, using Lemma 8.4.1 (3) and the fact that R(σ,ωσ ) ≤
R(σ1,ωσ1) < βRp(σ

m), we have

Rσ ≤ R(σ,ωσ )
(
1−

δ20
Υ(σ)

)−1

≤ R(σ,ωσ )
(
1−

δ20
Γ
m
0

)−1
since Υ(σ) ≥ Γ

k
0 ≥ Γ

m
0

≤ 2R(σ,ωσ ) since
δ20
Γ
m
0
≤ Γ0 <

1
2
from Hyp. H2, H3

< 2βRp(σ
m). (8.20)

The inequalities (8.19) and (8.20) together yield

vol(Yσ ) ≤ 2mβmD Γ0Rp(σ
m)m,

and so using Lemma 8.5.6 we have

vol(Y ) = vol




⋃

σ∈S(φ)
Yσ


 ≤

∑

σ∈S(φ)
vol(Yσ ) ≤ Em+1βmD Γ0Rp(σ

m)m.

�

By the definition of the picking region, we have that

vol(P(φ,p)) = φmα
mRp(σ

m)m.

By Hypothesis H2, Em+1βmD Γ0Rp(σm)m is less than vol(P(φ,p)), the volume of the pick-
ing region of φ. Thus with Lemma 8.5.9, this proves the existence of points y in the
picking region P(φ,p) of φ such that ψp(y) is a good point.

The proof of Theorem 8.5.3 is complete.
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8.5.2 Output quality

We will now show that if Hypothesis H5 is satisfied, in addition to Hypotheses H0 to
H4, then the output to the refinement algorithm will meet the demands imposed by
Theorem 8.3.6, thus yielding Theorem 8.5.2.

The main task is to ensure that every m-simplex in DelTM(P ) has, for each vertex, a
δ20µ̃

2
0ǫ

2-power-protected Delaunay ball centred on the tangent space of that vertex. This
is achieved in two steps. First we establish conditions to ensure that cosphδ0(p) = ∅ for
every p ∈ P . As noted by Lemma 8.4.5, this ensures that every simplex in star(p) has a
δ20µ̃

2
0ǫ

2-power-protected Delaunay ball centred on TpM. Next we show conditions such
that if σm ∈DelTM(P ), then σm ∈ star(p) for every vertex p ∈ σm. In each step the required
conditions impose an additional constraint on the sampling radius, and this leads to
Hypothesis H5.

As a starting point, we observe the following direct consequence of the Termination
Theorem 8.5.3:

Corollary 8.5.10 Under Hypotheses H0 to H4, for all p ∈ P , the output of the algorithm
satisfies the following:

1. σm ∈ star(p) =⇒ Rp(σm) < ǫ and σm is a Γ0-good simplex, and

2. all σm+1 ∈ cosphδ0(p) are Γ0-good.

We will show that for an appropriate sampling radius, there cannot be a Γ0-good simplex
in cosphδ0(p). We exploit the following bound on the thickness of a small (m+1)-simplex:

Lemma 8.5.11 (Small (m+1)-simplices are not thick) Let σm+1 be an (m + 1)-simplex
with vertices in M and ∆σm+1 < rch(M). For distinct vertices p,q ∈ σm+1 define θ =
∠(aff(σq),TpM). Then

Υσm+1 ≤
(

∆σm+1

2rch(M)
+ sinθ

)
.

Proof We will bound the altitude Dσm+1(q). Let ℓ be the line through p and q. Using
Lemma 8.2.10 and the fact that ∠(aff(σq),TpM) = θ, we get

Dσm+1(q) = dRN (q,aff(σq))

= sin∠(ℓ,aff(σq))× dRN (p,q)
≤ (sin∠(ℓ,TpM) + sin∠(aff(σq),TpM))× dRN (p,q)

≤
(
dRN (p,q)
2rch(M)

+ sinθ

)
× dRN (p,q)

≤
(

∆σm+1

2rch(M)
+ sinθ

)
×∆σm+1 .

Therefore we have

Υσm+1 ≤
(

∆σm+1

2rch(M)
+ sinθ

)
.

�
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Also, Whitney’s Lemma 7.2.1 implies that a Γ0-good simplex in star(p) makes a small
angle with the tangent space at p:

Lemma 8.5.12 If σm ∈ star(p) is Γ0-good with Rp(σm) < ǫ, then

sinθ <
2ǫ

Γ
m
0 rch(M)

,

where θ = ∠(aff(σm),TpM).

Proof Let ζ =maxx∈σm dRN (x,TpM) where x is a vertex of σm. From Lemma 8.2.10, we
have

ζ =max
x∈σm

dRN (x,TpM) ≤max
x∈σm

dRN (p,x)2

2rch(M)
≤ ∆

2
σm

2rch(M)
.

Using Lemma 7.2.1 and the facts that Rσm ≤ Rp(σm) < ǫ and Υσm ≥ Γ
m
0 (since σm is a

Γ0-good simplex), we have

sinθ ≤ 2ζ
Υσm ∆σm

≤ ∆σm

Υσm rch(M)
<

2ǫ
Γ
m
0 rch(M)

.

The last inequality follows from the fact that ∆σm ≤ 2Rσm < 2ǫ. �

Using Lemmas 8.5.11 and 8.5.12 we get that no (m + 1)-dimensional simplices in
cosphδ0(p) can be Γ0-good when ǫ is sufficiently small:

Lemma 8.5.13 (cosphδ0(p) simplices are Γ0-bad) Let σm+1 = pm+1 ∗σm ∈ cosphδ0(p) with
σm ∈ star(p). If

ǫ̃ ≤
Γ
2m+1
0

4
,

and δ20 ≤ 1
2 , then Υσm+1 < Γ

m+1
0 .

Proof By Lemma 8.4.4

∆σm+1 ≤ 2

1− δ20
Rp(σ

m) < 4ǫ,

since Rp(σm) < ǫ and δ
2
0 ≤ 1

2 .
Then from the fact that Γ0 < 1, and Lemmas 8.5.11 and 8.5.12, we get

Υσm+1 ≤
(

∆σm+1

2rch(M)
+ sinθ

)
≤ 2ǫ

rch(M)

(
1+

1
Γ
m
0

)
<

4ǫ
Γ
m
0 rch(M)

.

From the hypothesis on ǫ̃, we get Υσm+1 < Γ
m+1
0 . �

We emphasise the consequence of Lemma 8.5.13:

Corollary 8.5.14 If δ20 <
1
2 and

ǫ̃ ≤
Γ
2m+1
0

4
,

and all the simplices in cosphδ0(p) are Γ0-good, then

cosphδ0(p) = ∅.
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Now we proceed to the second step of the analysis. Assuming that cosphδ0(p) = ∅ for
all p in P , the following lemma says that if σ ∈ star(p), then also σ ∈ star(q) for every
vertex q ∈ σ , provided the appropriate constraints are met.

Lemma 8.5.15 Let P be a µ̃0ǫ-sparse ǫ-sample ofM with µ̃0 ≤ 1 independent of ǫ. We further
assume δ0 ≤ 1 and

(1) for all p ∈ P , every σm ∈ star(p) is a Γ0-good simplex with Rp(σm) < ǫ, and

(2) for all p ∈ P , cosphδ0(p) = ∅.

If

ǫ̃ ≤
δ20µ̃

2
0Γ
m
0

36
,

then star(p) = star(p;DelTM(P )) for all p in P .

Proof For p ∈ P , let σm ∈ star(p) and q (, p) be a vertex of σm. We will show that σm is
also in star(q).

Let θ =max∠(aff(σm),TxM) where the max is taken over the vertices x of σm. Since

ǫ̃ ≤
δ20µ̃

2
0Γ
m
0

36
<
Γ
m
0

4
,

Lemma 8.5.12 yields

sinθ ≤ 2ǫ̃
Γ
m
0

def
= c1ǫ̃ <

1
2
.

It follows that cosθ >
√
3/2 and so

tanθ ≤ 2c1ǫ̃.

Recall that Nσm denotes the affine space orthogonal to aff(σm) and passing through
cσm . Let c be the unique point in Nσm ∩TqM, and let R = dRN (c,p).

Using the fact that ∠(aff(σm),TqM) ≤ θ, we have

dRN (cσm , c) ≤ Rσm tanθ ≤ 2c1ǫ̃Rσm ,

and likewise
dRN (cσm , cp(σ

m)) ≤ 2c1ǫ̃ Rσm .

It follows that R ≤ (1 + 2c1ǫ̃)Rσm , and dRN (cp(σm), c) ≤ 4c1ǫ̃Rσm . From the above observa-
tions, and using the fact that Rσm ≤ Rp(σm) < ǫ, we get

BRN (c,R) ⊆ BRN (cp(σ
m), (1 + 6c1ǫ̃)Rσm)

⊆ BRN (cp(σ
m),Rp(σ

m) + 6c1ǫ̃ ǫ).

Since cosphδ0(p) = ∅, and P is µ̃0ǫ-sparse, we have that σm is δ20µ̃
2
0ǫ

2-power protected
on TpM (Lemma 8.4.5). This means that

BRN (cp(σ
m),Rp(σ

m) +∆)∩ (P \σm) = ∅,
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where

∆ =
√
Rp(σm)2 + δ

2
0µ̃

2
0ǫ

2 −Rp(σm)

=
δ20µ̃

2
0ǫ

2

√
Rp(σm)2 + δ

2
0µ̃

2
0ǫ

2 +Rp(σm)

>
δ20µ̃

2
0ǫ√

1+ δ20µ̃
2
0 +1

>
δ20µ̃

2
0ǫ

3
def
= c2ǫ.

Since 6c1ǫ̃ǫ ≤ c2ǫ, by our hypothesis on ǫ̃, we have

BRN (c,R) ⊂ BRN (cp(σm),Rp(σm) +∆),

and thus the m-simplex σm belongs to star(q). �

The consequence of Lemma 8.5.15, together with Lemma 8.4.5 is that every m-simplex in
DelTM(P ) has, for each vertex, a δ20µ̃

2
0ǫ

2-power-protected Delaunay ball centred on the
tangent space of that vertex:

Corollary 8.5.16 Let P be a µ̃0ǫ-sparse ǫ-sample ofM with µ̃0 being independent of ǫ. Under
the hypotheses in Lemma 8.5.15, for all p ∈ P , all the m-simplices σm in star(p;DelTM(P )) are
δ20µ̃

2
0ǫ

2-power protected on TpM. I.e, for all σm ∈ star(p;DelTM(P )) there exists a cp(σm) ∈
Nσm ∩TpM such that for all q ∈ P \σm

dRN (q,cp(σ
m))2 > dRN (p,cp(σ

m))2 + δ20µ̃
2
0ǫ

2.

We are now in a position to show that Hypothesis H5, when added to Hypotheses H0
to H4, results in the output of the algorithm meeting the demands of Theorem 8.3.6.

Recalling that µ̃0 =
1
9 , Hypotheses H3 yields the following consequence of H5:

ǫ̃ ≤
δ20 Γ

2m
0

1.1× 109 ≤min

{
Γ
2m+1
0

4
,
δ20µ̃

2
0Γ
m
0

36
,
δ20µ̃

3
0Γ

2m
0

1.5× 106

}
.

In other words, the sampling radius bounds demanded by Corollary 8.5.14, Lemma 8.5.15,
and Theorem 8.3.6 are all simultaneously satisfied. Corollary 8.5.10 together with
Corollary 8.5.14 ensure that the hypotheses of Lemma 8.5.15 are satisfied, and so it follows
that the m-simplices of DelTM(P ) are power-protected as described by Corollary 8.5.16.
Thus all the requirements of Theorem 8.3.6 are satisfied, and we obtain Theorem 8.5.2.

8.6 Summary

We have described an algorithm which meshes a manifold according to extrinsic sampling
conditions which guarantee that the intrinsic Delaunay complex coincides with the
restricted Delaunay complex, and that it is homeomorphic to the manifold. The algorithm
constructs the tangential Delaunay complex, which is also shown to be equal to the
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intrinsic Delaunay complex, and in this way we are able to exploit existing structural
results from Chapter 4 to obtain the homeomorphism guarantee.

This approach relies on an embedding ofM in RN . In future work we aim to develop
algorithms and structural results which enable the construction of an intrinsic Delaunay
triangulation in the absence of an embedding in Euclidean space.



Chapter 9

Conclusion

In this thesis, we mainly worked on the algorithmic questions that arise in the field
of piecewise linear approximation of smooth submanifolds of Euclidean space. More
specifically, we developed algorithms for reconstruction of manifolds from a dense point
sample, and sampling and meshing of manifolds. Along the way, we also studied the
stability of Delaunay-type structures.

We developed algorithms, unlike the current algorithms in manifold reconstruction
and meshing, whose complexity depends exponentially on the intrinsic dimension of the
manifold rather than the ambient dimension. The central idea behind the algorithms we
developed to solve this problem can best be summarized as building locally and fitting
globally. Rather than building the whole structure that we want at once, we build parts of
the main structure locally and hopefully efficiently, and fit these local parts in a correct
way globally. Note that this concept has been successfully applied before, see [BWY08,
She05]. We applied this principle, in the context of manifold reconstruction and meshing,
by defining Delaunay triangulations locally and glueing this local triangulations together
by removing inconsistencies among the local triangulation. We give the first algorithm
with theoretical guarantee, i.e. the output is homeomorphic to the manifold, for manifold
reconstruction whose complexity depends exponentially on the intrinsic dimension,
linearly on the ambient dimension and quadratically on the size of the input sample. We
also developed the first algorithm for sampling and meshing a submanifold of Euclidean
space, according to a prescribed sampling paramter ε, whose asymptotic complexity
is T (ǫ) = O(ε−k

2−k). The algorithm generates a dense ε-sample of the manifold and a
simplicial approximation which is homeomorphic to the manifold.

Liebon and Letscher [LL00] claimed that sampling density of point sample on a
manifold alone can guarantee existence of intrinsic Delaunay triangulation. We give
an explicit counterexample which shows that density of the sample points alone can-
not guarantee that the intrinsic Delaunay complex is homeomorphic to the manifold.
Cheng et al. [CDR05a] and Boissonnat et al. [BGO09, Lemma 3.1] presented an example
which showed that the restricted Delaunay complex is not homeomorphic to the orig-
inal manifold even if the point sample is dense and well separated. We build on this
example but from the perspective of the intrinsic metric of the manifold, to develop our
counterexample.

Our study on the stability of Delaunay-type structure was motivated by the coun-
terexample to Liebon and Letscher [LL00] claimed results. Liebon and Letscher [LL00]
missed the problem that arises when we have close to degenerate configuration in the
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point sample. The key observation in our work was to realize that Delaunay triangulation
is unstable around cospherical configurations which makes is difficult to extend Delau-
nay triangulations on domains where the metric is unstable. To address this problem
we introduce parametrized notion of genericity for Delaunay triangulation and using
this frame work studied the stability of Delaunay triangulations under perturbations of
the metric and of the vertex positions. We then show that, for any sufficiently regular
submanifold of Euclidean space, and appropriate ǫ and δ, any sample set which meets a
localized δ-generic ǫ-dense sampling criteria yields an intrinsic Delaunay triangulation.
Finally, we give an algorithm for generating δ-generic point sets.

We will now discuss some of the open questions and extensions of this work. In
Chapter 3, we assume that the underlying manifold that we are reconstructing from the
point sample has no boundaries and the point sample either lies on the manifold the
manifold or very close to the manifold (small Hausdroff noise). Other works on manifold
reconstruction also suffer from the same flaws [BG10a, BGO09, CL08, CDR05a]. The
main hurdle in extending the current methods comes from the fact that it is difficult
to identify the points that are outliers or the points that lie on the boundary. Recent
progress have been made on both fronts. In [DLRW09], Dey, Li, Ramos and Wenger gave
the first provably correct algorithm for the reconstruction of two-dimensional surfaces
with boundaries embedded in R3. Even though their reconstruction algorithm is quite
elegant but it relies very heavily on the fact the codimension of two-dimensional surface
is one. And this hinders its extension to the general case. The notion of distance to a
probability distribution in Rd , introduced in [CCSM11], have been successfully used
to to recover geometric and topological features from the point sample [CCSM11]. We
think that the notion of distance to a probability distribution in Rd can be used to have
a provably correct reconstruction algorithm that will take care of both the presence of
outliers and boundaries.

In Chapter 5, we gave an algorithm for meshing submanifold of Euclidean space with
positive reach. The requirement that the reach of the submanifold to be greater than
zero can be relaxed to include Lipschitz manifolds. This has already been for Lipschitz
surfaces in R3 [BO06]. The asymptotic time complexity of our meshing algorithm is
O(ε−k

2−k) but the algorithm begins by first computing a crude sample of the manifold by
using a grid (other methods can also be used to compute this sample), which will add
a constant to the asymptotic complexity which depends exponentially on the ambient
dimension, see Section 5.3.2 of Chapter 5. We expect that this additive constant to the
asymptotic time complexity can be removed from the exact time complexity.

In the same vein as Gruber [Gru93], Clarkson [Cla06] claimed for a general manifold,
under some general conditions, a tight bound on the minimum Hausdorff distance for a
mesh with n simplices to the manifold when n→∞. The construction in the paper [Cla06]
was for a limited setting and relied on an invalid implication of Leibon and Letscher’s
work [LL00]. In Chapter 6, we gave a counterexample which showed that the claimed
results in [LL00] are false. Therefore the problem of Hausdorff distance betweenM and
a mesh approximatingM, in the limiting case, addressed in [Cla06] still remains open.

In Chapter 8, we provide sampling conditions for smooth submanifold of Euclidean
space, that depends on the reach (which is an extrinsic property), under which the
intrinsic Delaunay triangulation is well defined and homeomorphic to the manifold. The
proofs use the fact that the manifold is a smooth submanifold of Euclidean space. Since
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we are interested in the intrinsic Delaunay triangulations, which depends on the intrinsic
metric, these sampling conditions that depend on extrinsic property of the manifold
are not satisfactory. We want to get sampling conditions that depend on the intrinsic
properties of the manifold, like injectivity radius or sectional curvature.





Appendix A

Appendix for Chapter 2

A.1 Whitney’s proof of Lemma 2.3.2

In this appendix we will give the details of the Whitney’s proof of Lemma 2.3.2. Rather
than using alternating forms, as in Whitney’s proof, we will be working with determinants.

We will be using the following result to prove Lemma A.1.1.

Lemma A.1.1 Let τ = [p0,p1, . . . ,pj ] be a j-dimensional simplex, and let ui =
pi−p0
‖pi−p0‖ for all

i ∈ S = {1, . . . , j}. Then
∥∥∥∥
∑j
i=1λi ui

∥∥∥∥ ≥ j!Θτ ×maxi∈S (|λi |).

Proof Before we prove the result we need the following claim.

Claim A.1.2 Let u1, . . . , uj are unit vectors, λ1, . . . , λj are real numbers, and k-simplex

τ = [0, q1, . . . , qj ] where qi = 0 + ui and i ∈ {1, . . . , j}. Then
∥∥∥∥
∑j
i=1λiui

∥∥∥∥ ≥ |det(u1 . . . uj )| ×
maxi(|λi |) = j!vol(τ)×maxi(|λi |).

Proof We will prove this result by contradiction. Lets assume that there exist unit

vectors u1, . . . , uj and real numbers λ1, . . . , λj s.t
∥∥∥∥
∑j
i=1λi ui

∥∥∥∥ < |det(u1 . . . uj )| ×maxi(|λi |).

Without loss of generality assume that j = argmaxi (|λi |) and set w =
∑j−1
i=1µi ui +λjuj

where µ1, . . . , µj−1 are chosen so as to minimize ‖w‖. Then

‖w‖ =

∥∥∥∥∥∥∥∥

j∑

i=1

λiui

∥∥∥∥∥∥∥∥

hyp
< λ|det(u1 . . .uj )| = |det(u1 . . .w)| ≤Π

j−1
i=1‖ui‖ × ‖w‖ = ‖w‖,

a contradiction. Using the fact that vol(τ) =
|det(u1 ...uj )|

j! we get the full lemma. �

Without loss of generality we can assume that τ = [p0, . . . , pj ] is embedded in Rj . Let
λ =maxi(|λi |). Using Claim A.1.2 we get

∥∥∥∥∥∥∥∥

j∑

i=1

λiui

∥∥∥∥∥∥∥∥
≥ λ|det(u1 . . .uj )| =

λ|det(v1 . . . vj )|
‖v1‖ . . .‖vj‖

≥ λj!vol(τ)
∆j (τ)

= λj!Θτ .

�
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p0

p1

p2

aff(τ)

p′2
p′1

p′0
τ

H

Figure A.1

Using Lemma A.1.1, we can now get a proof of Lemma 2.3.2.

Proof of Lemma 2.3.2 Let πH denote the orthogonal projection onto H . Write vi = pi −p0,
ui =

vi
‖vi‖ , and let ūi denote the orthogonal projection of ui onto H , for i ∈ {0, . . . , pj }. We

have

‖ui − ūi‖ ≤
‖pi − p0 − (πH (pi )−πH (p0))‖

‖vi‖

≤ ‖pi −πH (pi )‖+ ‖p0 −πH (p0)‖
‖vi‖

≤ 2η
Lτ
.

The last inequality follows from the fact that ‖πH (pi) − pi‖ ≤ η for all i ∈ {0, . . . , j} and
‖vi‖ = ‖pi − p0‖ ≥ Lτ .

Let u =
∑j
i=1 λi ui . We deduce from Lemma A.1.1 that |λi | ≤ ‖u‖

j!Θτ
= 1
j!Θτ

since ‖u‖ = 1.
Hence

∥∥∥∥∥∥∥∥
u −

j∑

i=1

λi ūi

∥∥∥∥∥∥∥∥
=

∥∥∥∥∥∥∥∥

j∑

i=1

λi(ui − ūi )

∥∥∥∥∥∥∥∥
≤ j

j!Θτ
× 2η
Lτ

=
2η

(j − 1)!Θτ Lτ
. (A.1)

Let uH be the unit vector along
∑j
i λi ūi . Then from inequality A.1 we have

sin∠(u,uH ) =
2η

(j−1)!Θτ Lτ
. �
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Appendix for Chapter 5

B.1 Proof of Lemmas 5.2.3 and 5.2.5

Proof of Lemma 5.2.3 Proof is similar to Lemma 3.4.2 in Chapter 3. Assume for a
contradiction that there exists a point x ∈ Vor(p)∩TpM s.t. ‖p −x‖ > 4ε rch(M). Let q be a
point on the line segment [px] s.t. ‖p − q‖ = 2ε rch(M). Let q′ be the nearest to q onM.
From Lemma 2.2.2 (2), we have ‖q − q′‖ ≤ 8ε2 rch(M). Since P is an ε-sample, there exists
a point t ∈ P, s.t. ‖q′ − t‖ ≤ ε rch(M). We thus have

‖q − t‖ ≤ ‖q − q′‖+ ‖q′ − t‖ ≤ 8ε2 rch(M) + ε rch(M) < 2ε rch(M) ,

the last inequality follows from the fact that ε ≤ 1/8.

From Eq. (B.1) we get is p , t, as ‖p − q‖ = 2ε rch(M) and ‖t − q‖ < 2ε rch(M). We can
see that ∠ptx > π/2. This implies that

‖x − p‖2 − ‖x − t‖2 > ‖p − t‖2 > 0 ,

the last inequality follows from the fact that p < t. This implies x < Vor(p), which
contradicts our initial assumption. We conclude that Vor(p)∩TpM⊆ B(p,4ε rch(M)) (i).
(ii) and (iii) are easy consequences of (i). �

Proof of Lemma 5.2.5 1. We have cp(τ) = Vor(τ)∩ TpM, cq(τ) = aff(Vor(τ))∩ TqM, and
Rp(τ) = ‖cp(τ)− p‖ and Rq(τ) = ‖cq(τ)− q‖. Since θ = maxxθx where θx = ∠(aff(τ),TxM)
and x is a vertex of τ, we have Rp′ (τ) ≤ Rτ/ cosθ and ‖cp′ (τ)− cτ‖ ≤ Rτ tanθ, for p′ ∈ {p,q}.
As iφ ∈ [cp(τ), cq(τ)], we have ‖iφ − cτ‖ ≤ rτ tanθ. Then, by Pythagoras theorem, we have

R̃φ =
√
R2
τ + ‖iφ − cτ‖2 ≤ Rτ

√
1+ tan2θ = Rτ/ cosθ.

2. We will now bound Θφ = vol(φ)
∆
k+1
φ

. We use vol(φ) =
Dφ(r)vol(τ)

k+1 and bound Dφ(r) and

vol(τ).
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Using the fact that ∆φ ≤ 2Rφ ≤ 2Rτ
cosθ from 1, we have

Dφ(r) = dist(r,aff(τ))

= sin∠(pr,aff(τ))× ‖p − r‖
≤ (sin∠(pr,TpM) + sin∠(aff(τ),TpM))×∆φ

≤
(
‖p − r‖

2rch(M)
+

2ρτ∆τ
Θτrch(M)

)
∆φ

≤
∆
2
φ

2rch(M)

(
1+

4ρτ
Θτ

)
(B.1)

From the definition of fatness of a simplex and Lemma 2.3.1 (1), we get

vol(τ) =Θτ∆
k
τ ≤

∆
k
τ

k!
. (B.2)

Using inequalities (B.1) and (B.2), and ∆τ ≤ ∆φ ≤ 2Rφ ≤ 2Rτ
cosθ , we get

Θφ =
vol(φ)

∆
k+1
φ

=
Dφ(r)vol(τ)

k +1
× 1

∆
k+1
φ

≤
∆
2
φ

2rch(M)

(
1+

4ρτ
Θτ

)
× ∆

k
τ

(k +1)!∆k+1φ

≤ Rτ
rch(M)cosθ

(
1+

4ρτ
Θτ

)

�

B.2 Proof of Lemma 5.4.1

B.2.1 Geodesic curves and balls

Recall that the geodesic (intrinsic) distance dM(p,q) between points p, q ∈ M is inf |γpq |
where the infimum is taken over all the geodesic curves γpq connecting p and q, and recall
that the intrinsic ball of radius r at a point p ∈M is defined as

BM(p,q) = {q ∈M : dM(p,q) < r}.

We get from Proposition 6.3 in [NSW08b] the following lemma.

Lemma B.2.1 Let p, q ∈M, ‖p − q‖ ≤ t rch(M), and t ≤ 1
2 . Then,

dM(p,q) ≤ ‖p − q‖
1− t ,

and this implies B(p,r)∩M⊆ BM(p,r/(1− t)).
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Proof From Proposition 6.3 of [NSW08b], we have for ‖p − q‖ ≤ rch(M)/2

dM(p,q) ≤ rch(M)×


1−

√

1− 2‖p − q‖
rch(M)


 . (B.3)

Using the fact that ‖p − q‖ ≤ t rch(M) and inequality (B.3), we get

dM(p,q) ≤ 2‖p − q‖
1+
√
1− 2t

≤ ‖p − q‖
1− t

The second statement of the lemma is a direct consequence of the first one. �

B.2.2 Injectivity radius and reach

Let γ be a geodesic curve starting at a point p ∈M. A cut point on γ is the first point of γ
where γ stops minimizing the distance to p. The cut locus CL(p) of a point p is the set of
cut points of all geodesic curves ofM starting at p. The injectivity radius inj(p) at point p
is defined as

inj(p) = inf
q∈CL(p)

dM(p,q). (B.4)

The injectivity radius inj(M) ofM is defined as

inj(M) = inf
p∈M

inj(p) . (B.5)

In this section, we will bound the injectivity radius inj(M) in terms of the reach rch(M)
of the manifold. We need first to recall the definition of the sectional curvature of a
manifold. Given a point p ∈ M and two linearly independent vectors u, v ∈ TpM, the
sectional curvature is defined as

K(p,u,v) = 〈R(u,v)v,u〉
〈u,u〉〈v,v〉 − 〈u,v〉2 (B.6)

where 〈,〉 is the metric tensor and R() is the Riemann curvature tensor.
The following theorem is due to Cheeger et al. [CGT82, Theorem 4.7]. See also

[AM97].

Theorem B.2.2 Assume thatM is a connected, complete Riemannian k-manifold such that
λ ≤ K(p,u,v) ≤ Λ for all p ∈ M and independent vectors u and v in TpM. If Λ > 0 and

0 < r < π/(4
√
Λ), then

inj(p) ≥ r
vol(BM(p,r))

vol(BM(p,r)) +V k
λ (2r)

, (B.7)

where V k
λ (̺) denotes the volume of a ball of radius ̺ in the k-dimensional space Mk

λ with
constant sectional curvature λ.

In order to apply this theorem, we need to bound K(p,u,v), V k
λ (2r) and vol(BM(p,r)).

This will be done in Lemmas B.2.3, B.2.4 and B.2.5 respectively.
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Lemma B.2.3 ([DL09]) IfM is a submanifold of Rd with reach rch(M), then

sup
p,u,v
|K(p,u,v)| ≤ 2

rch2(M)
def
= λ0.

Lemma B.2.4 For λ ≥ 0 and r ≤ 1√
λ
, we have V k

−λ(r) ≤ φk(1 + aλr2)k−1rk , where a is an

absolute constant.

Proof 1. It is known (see [Ber90]) that

V k
λ (r) = kφk

r∫

0

s(λ,x)k−1 dx (B.8)

where

s(λ,x) =



sin(x
√
λ)√

λ
if λ > 0;

t if λ = 0;
sinh(x

√
|λ|)√

|λ| if λ < 0 .

and φk is the volume of the k-dimensional unit Euclidean ball.
2. For 0 ≤ x ≤ 1, we have

sinh(x)
x

=
∞∑

i=0

x2i

(2i +1)!
≤ 1+ x2

∞∑

i=1

1
(2i +1)!

= 1+ x2(sinh(1)− 1) def= 1+ ax2 (B.9)

3. Observing that r
√
λ ≤ 1 by assumption, we deduce from equation (B.8) and inequal-

ity (B.9)

V k
−λ(r) = kφk

r∫

0

(
sinh(

√
λx)√
λ

)k−1
dx

≤ kφk

r∫

0

(1 + aλx2)k−1xk−1 dx

≤ φk(1 + aλr
2)k−1rk

�

Lemma B.2.5 ([NSW08b]) LetM be a k-dimensional submanifold of Rd with reach rch(M)
and let p be a point onM. Then, for r < rch(M)

2 , we have vol(B(p,r)∩M) ≥ φk rk cosk θ where

θ = arcsin
(

r
2rch(M)

)
.

Using the three above lemmas and Theorem B.2.2, we get a lower bound of inj(M) in
terms of rch(M) as stated in the following lemma.
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Lemma B.2.6 Let M be a k-dimensional submanifold of Rd with reach rch(M). Then
inj(M) ≥ ξ1 rch(M), where ξ1 only depends on k.

Proof From Lemma B.2.3, we have, for all p ∈M and independent vectors u and v in

TpM, −λ0 ≤ K(p,u,v) ≤ λ0, where λ0 =
√
2

rch(M) . Let r = t rch(M) with t ≤ 1/2 and observe

that 2r
√
λ0 ≤

√
2.

1. We can apply Lemma B.2.4 to get

V k
−λ0

(2r) ≤ φk(1 + 4aλ0 r
2)k−1(2r)k

≤ 2k (1 + 2a)k−1φk r
k def

= ζ′ rk (B.10)

2. By Lemma B.2.1, we have for any point p ∈ M, B(p, (1 − t)r)∩M ⊆ BdM(p,r). It
follows that

vol(BM(p,r)) ≥ vol(B(p, (1− t)r)∩M)

≥ vol(B(p,
3r
4
)∩M)

≥ φk3krk cosk θ′

4k
def
= ζ rk

where θ′ = arcsin
(

3r/4
2rch(M)

)
< arcsin

(
3
16

)
.

3. Since r ≤ rch(M)
2 ≤

√
2

2
√
λ0
< π

4
√
λ0
, we have by Theorem B.2.2, Lemma B.2.5 and

inequality (B.10)

inj(p) ≥ rch(M)
4

(
1+

ζ′

ζ

)−1
def
= ξ1 rch(M) .

The same lower bound plainly holds for inj(M) = infp∈M inj(p). �

B.2.3 Proof of Lemma 5.4.1

Once the injectivity radius ofM is bounded, we can apply the following theorem from
Differential Geometry that bounds the volume of intrinsic balls. Refer to [Gra90].

Theorem B.2.7 (The Bishop-Günther inequalities) LetM be a complete k-dimensional
Riemannian manifold and assume that r ≤ inj(M). Assume that there exists two constants λ
and Λ such that λ ≤ K(p,u,v) ≤ Λ for all p ∈ M and independent vectors u and v in TpM.
Then

V k
Λ
(r) ≤ vol(BM(p,r)) ≤ V k

λ (r) .

We can now prove Lemma 5.4.1 using Lemmas B.2.1, B.2.3 and Theorem B.2.7.

Proof of Lemma 5.4.1 Let r = t rch(M) and t ≤min( 1
1+
√
2
, ξ12 ) ≤

1
2 , where ξ1 is the constant

defined in Lemma B.2.6.
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1. From Lemma B.2.5, we have

vol(B(p,r)∩M) ≥ φkr
k

(
1− r2

4rch(M)2

) k
2

= φkr
k

(
1− t

2

4

) k
2

≥ φk rk
(
1− k

8
t2

)
(B.11)

2. Since r ≤ r
1−t < 2r = 2t rch(M) ≤ ξrch(M) ≤ inj(M) (from Lemma B.2.6), we can

apply Theorem B.2.7. We can also apply Lemma B.2.4 since r
√
λ0

1−t = t
√
2

1−t ≤ 1.

vol(B(p,r)∩M) ≤ vol(BM(p,r/(1− t)) Lemma B.2.1

≤ V k
−λ0

(r/(1− t)) Theorem B.2.7

≤ φk

(
1+ aλ0

r2

(1− t)2

)k−1
rk

(1− t)k
Lemma B.2.4

= φk

(
1+

2at2

(1− t)2

)k−1
rk

(1− t)k
. (B.12)

Observe that from inequalities (B.11) and (B.12), we deduce that there exists ξ and A
that depends only on k such that for t ≤ ξ , we have

0 < 1−At ≤ vol(B(p,r)∩M)

φk rk
≤ 1+At .

�
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Appendix for Chapter 8

C.1 Forbidden volume calculation

In this appendix we demonstrate:

Lemma 8.5.8 (Volume of forbidden region) Let σ be a k-simplex with vertices onM and
k ≤m. If

1. Γ0 ≤ 1
B+1 ,

2. ǫ̃ ≤min{ ξ4β ,
Γ
m+1
0
8β } and

3. δ20 ≤min{Γm+1
0 , 14 },

then
vol(F(σ,t)) ≤D Γ0R

m
σ ,

where D depends on m and β.

We will use the following lemmas in the proof of Lemma 8.5.8:

Lemma C.1.1 (Triangle altitude bound) For any non-degenerate triangle σ = [p,q, r], we
have

Dσ (p) =
‖p − q‖‖p − r‖

2Rσ
.

Proof Let α = ∠prq and observe that

sinα =
‖p − q‖
2Rσ

.

Since Dσ (p) = ‖p − r‖sinα, the result follows. �

Lemma C.1.2 Let σ = [p0 . . . pk] ⊂ RN be a k-simplex with 1 ≤ k ≤ m < N . Suppose pk+1 ∈
RN is such that σ1 = pk+1 ∗σ admits an elementary weight function ωσ1 : σ̊1→ [0,∞), and the
following conditions are satisfied:

1. Lσ1 >
t
9 ,
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2. R(σ1,ωσ1) < βt,

3. σ1 is a Γ0-flake, and

4. δ20 ≤min{Γm+1
0 , 14 }.

Then

dRN (pk+1;∂S
′) ≤ BΓ0Rσ

where S ′ = BRN (cσ ,Rσ )∩ aff(σ) and

B
def
= 4+96β(1 + 2732β2).

Proof Let ωσ = ωσ1 |σ̊ . Note that ωσ : σ̊ → [0,∞) is an elementary weight function, and
C(σ,ωσ ) is the orthogonal projection of C(σ1,ωσ1) onto aff(σ).

From Lemma 8.4.1 (2) and the fact that δ20 ≤ 1
4 , we have

∆σ1 ≤
2

1− δ20
R(σ1,ωσ1) <

8
3
R(σ1,ωσ1). (C.1)

and

R(σ,ωσ )
R(σ1,ωσ1)

≥
(1− δ20)∆σ
2R(σ1,ωσ1)

from Lemma 8.4.1 (2)

≥ 3Lσ
8R(σ1,ωσ1)

as δ20 ≤
1
4
and Lσ ≤ ∆σ

≥ 1
24β

(C.2)

Therefore, from Lemma 8.2.6, we have

Dσ1(pk+1)

∆σ
<
(
1+

1
k

)
Γ0 ×

∆(σ1)2

Lσ1∆σ

≤ 2Γ0 ×
∆
2
σ1

L2σ1
from k ≥ 1 and Lσ1 ≤ ∆σ

<
128Γ0
9
×
R(σ1,ωσ1)

2

L2σ1
from Eq. (C.1)

< 2732β2 × Γ0 from hyp. 1 & 2 (C.3)

Let p be the point closest to pk+1 in ∂BRN (C,R) where C = C(σ1,ωσ1) and R = R(σ1,ωσ1).
We have

‖p − pk+1‖ =
√
R2 +ωσ1(pk+1)

2 −R ≤ ωσ1(pk+1) ≤ δ0L(σ1) (C.4)

Let q be the point closest to p on ∂BRN (C;R)∩ aff(σ), p′ be the projection of p onto
aff(σ), and and let r denotes the intersection of the line aff([qC(σ,ωσ )]) with ∂BRN (C;R).
Note that C(σ1,ωσ1), C(σ,ωσ ), pk+1, p, p

′, q and r lie on the same 2-dimensional affine
space.
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Using the fact that ‖p − pk+1‖ ≤ δ0Lσ1 , we get

‖p − p′‖ ≤D(pk+1,σ1) + δ0Lσ1 (C.5)

We will now consider the triangle σ2 = [pq r]. Note that C(σ1,ωσ1), R(σ1,ωσ1) are the
circumcenter and radius of σ2 respectively. Also, C(σ,ωσ ) is the midpoint of the line
segment [q r] with 2R(σ,ωσ ) = ‖q − r‖ and Dσ2(p) = ‖p − p′‖. From the definition of q, we
have ‖p − r‖ ≥ ‖p − q‖. Using the fact ‖q − r‖ = 2R(σ,ωσ ), we have

‖p − r‖ ≥ ‖q − r‖
2

= R(σ,ωσ ).

This implies from Lemma C.1.1

‖p − q‖ =
2Rσ2Dσ2(p)

‖p − r‖

≤
2R(σ1,ωσ1)Dσ2(p)

R(σ,ωσ )
as Rσ2 ≤ R(σ1,ω1) and ‖p − r‖ ≥ R(σ,ωσ )

≤ 48βDσ2(p) = 48β‖p − p′‖ as Eq. (C.2) (C.6)

From Eq. (C.4), (C.5) and (C.6)

‖pk+1 − q‖ ≤ ‖pk+1 − p‖+ ‖p − q‖
≤ δ0Lσ1 +48β(Dσ1(pk+1) + δ0Lσ1)
def
= η1 (C.7)

Using the fact that σ is Γk0 -thick (since σ1 is a Γ0-flake), and the bound δ20L
2
σ1

on the
differences of the squared distances between C(σ,ωσ ) and the vertices of σ , we obtain a
bound [?, Lemma 4.1] on the distance from C(σ,ωσ ) to cσ :

‖cσ −C(σ,ωσ )‖ ≤
δ20L

2
σ1

2Υ(σ)∆σ

≤
δ20Rσ
Υσ

as Lσ1 ≤ ∆σ ≤ 2Rσ

≤
δ20Rσ

Γ
k
0

since σ is Γk0 -thick, Υσ ≥ Γ
k
0

≤
δ20Rσ
Γ
m
0

as Γ0 ≤ 1

def
= η2 (C.8)

Since k ≥ 1, there exists pi ∈ σ̊ such that

pi ∈ BRN (cσ ,Rσ )∩BRN (C(σ,ωσ ),R(σ,ωσ ))∩ aff(σ).

Also, ‖cσ − pi‖ = Rσ and ‖C(σ,ωσ )− pi‖ = R(σ,ωσ ).
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Using the facts that Rσ = ‖cσ − pi‖ and R(σ,ωσ ) = ‖C(σ,ωσ ) − pi‖, and the Triangle
inequality, we get

Rσ − ‖cσ −C(σ,ωσ )‖ ≤ ‖C(σ,ωσ )− pi‖ ≤ Rσ + ‖cσ −C(σ,ωσ )‖
Rσ − η2 ≤ R(σ,ωσ ) ≤ Rσ + η2 (C.9)

The last equation follows from Eq. (C.8).
Let S ′ and S denote BRN (cσ ,Rσ )∩aff(σ) and BRN (C(σ,ωσ ),R(σ,ωσ )) respectively. From

Eq. (C.8) and (C.9), we have dRN (∂S ′ ,∂S) ≤ η1+2η2. This implies that there exists q′ ∈ ∂S ′
such that

‖q′ − q‖ ≤ 2η2. (C.10)

Therefore from Eq. (C.7) and (C.10), we get

‖pk+1 − q′‖ ≤ ‖pk+1 − q‖+ ‖q′ − q‖ ≤ η1 +2η2

Using the facts that δ20 ≤ Γ
m+1
0 ≤ Γ

2
0 (from hyp. 4 of the lemma and Γ0 ≤ 1), Lσ1 ≤ Lσ ≤

∆σ ≤ 2Rσ and
Dσ1 (pk+1)

∆σ
≤ 2732β2Γ0 (from Eq. (C.3)), and Eq. (C.7) and (C.8), we get

dRN (pk+1;∂S
′) ≤ ‖pk+1 − q′‖
≤ η1 +2η2

≤ δ0Lσ1 +48β
(
Dσ1(pk+1) + δ0Lσ1

)
+
2δ20Rσ
Γ
m
0

≤ BΓ0Rσ

where

B = 4+96β(1 + 2732β2).

�

We will now restate Lemma 5.4.1 from Chapter 5 in terms of m.

Lemma C.1.3 Let p be a point onM. There exists ξ that depends only on m, and A that
depends only on m such that, for all r = t ≤ ξrch(M), we have

0 < 1− At

rch(M)
≤ vol(BRN (p,r)∩M)

φmrk
≤ 1+

At

rch(M)

where φm is the volume of the m-dimensional unit Euclidean ball.

This result will be used to bound the volume of F(σ,t).

Proof of Lemma 8.5.8 For the rest of the proof we define

t̃ =
t

rch(M)
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c

c∗

p cσ σ

M

TpM

Tc∗M

Figure C.1: Proof of Lemma 8.5.8.

Consider the following elementary weight function: ωσ = ωσ1 |σ̊ . Using the facts that
R(σ,ωσ ) ≤ R(σ1,ωσ1), R(σ,ωσ ) < βt rch(M), and Lemma 8.4.1 (3)

Rσ ≤ R(σ,ωσ )
(
1−

δ20
Υσ

)−1

≤ R(σ,ωσ )
(
1−

δ20
Γ
m
0

)−1
since Υσ ≥ Γ

k
0 ≥ Γ

m
0

≤ 2βt̃ rch(M) (C.11)

Let p be a vertex of σ . Let c be the point closest to cσ on TpM and c∗ be the point
closest to c onM (see Fig. C.1).

From Lemma 8.2.10, we have for all q ∈ σ̊

dRm(q,TpM) ≤ ‖p − q‖
2

2rch(M)
≤ ∆

2
σ

2rch(M)
def
= η

From Lemma 7.2.1, and the facts that Υσ ≥ Γ
m
0 and ∆σ ≤ 2Rσ ≤ 4βt, we have

sin∠(TpM,aff(σ)) ≤ 2η
Υσ∆σ

≤ ∆σ

Υσrch(M)
≤ 4β t̃

Γ
m
0

Therefore

‖c − cσ‖ ≤ sin∠(TpM,aff(σ))×Rσ ≤
(
4β t̃
Γ
m
0

)
Rσ , (C.12)

and from Lemma 8.4.2

‖c − c∗‖ ≤ 2‖c − p‖2
rch(M)

≤ 4βt̃ Rσ . (C.13)

Let x ∈ F(σ,t) and x∗ be the point closest to x on ∂BRN (cσ ,Rσ )∩ aff(σ). Then from
Lemma C.1.2, we have

‖x − x∗‖ < BΓ0Rσ (C.14)
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Using the fact that ‖cσ − x∗‖ = Rσ , we get

‖c∗ − x‖ ≤ ‖c∗ − c‖+ ‖c −C(σ)‖+ ‖C(σ)− x∗‖+ ‖x∗ − x‖

< Rσ

(
1+BΓ0 +4βt

(
1
Γ
m
0

+1

))
from Eq. (C.12), (C.13), (C.14)

≤ Rσ
(
1+BΓ0 +

8β t̃
Γ
m
0

)
since Γ0 ≤ 1

≤ Rσ (1 + (B+1)Γ0) from hyp. 2 of the lemma.

Similarly we can show that

‖c∗ − x‖ < Rσ (1− (B+1)Γ0)

Therefore
F(σ,t) ⊆ (BRN (c

∗, (1 + ζ)Rσ ) \BRN (c∗, (1− ζ)Rσ ))∩M

where ζ = (B+1)Γ0.
Observe that Lemma C.1.3 can be applied since

Rσ (1 + ζ) ≤ 2Rσ since ζ ≤ 1 from hyp. 1

≤ 4βt from Eq. (C.11)

≤ ξrch(M) because t < ǫ.

Therefore

vol(F(σ,t))
φm

≤ vol(BRN (c∗,Rσ (1 + ζ))∩M\BRN (c∗,Rσ (1− ζ))∩M)
φm

≤ (1 +A(1 + ζ)t̃ )Rmσ (1 + ζ)
m − (1−A(1− ζ)t̃ )Rmσ (1 + ζ)m

≤ Rmσ ((1 + ζ)
m − (1− ζ)m) +At̃Rmσ ((1 + ζ)m + (1− ζ)m)

≤ 2mζRmσ +A(2m+1 +1)t̃ Rmσ (C.15)

The last inequality follows from the fact that (1 + x)m − (1− x)m ≤ 2mx for all x ∈ [0,1].
From hyp. 2 and the fact that Γ0 < 1, we have

t̃ ≤ ǫ̃ ≤
Γ
m+1
0

8β
< Γ0. (C.16)

The lemma now follows from Eq. (C.15) and (C.16). �
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Piecewise linear reconstruction and meshing of
submanifolds of Euclidean space

Abstract. In this thesis we address some of the problems in the field of piecewise linear
approximation of k-dimensional smooth submanifolds of Euclidean space Rd . The main
goal of this thesis was to develop algorithms that solve these problems with theoretical
guarantees, i.e. the output being homeomorphic to the submanifold, and also have intrinsic
dimension sensitive complexity, i.e. time and space complexity depend exponentially on
the intrinsic dimension k of the submanifold and linearly on the the ambient Euclidean
dimension d.

The two standard questions in this field are the following:

• Manifold reconstruction. From a dense point sample P ⊂ Rd , from an unknown
smooth k-dimensional submanifoldM of Rd , we want to build a simplicial approxi-
mation M̂ ⊂ Rd ofM with theoretical guarantees.

• Sampling and meshing manifolds. For a given parameter ε and a k-dimensional
smooth submanifold, known through some standard oracles, we want to generate a
dense sample P ⊂M, according to the prescribed parameter ε, and built a simplicial
approximation M̂ ofM on top of the sample P with theoretical guarantees.

In this thesis we try to chip away at both these problems with the following results:

• For a dense point sample P of a smooth submanifoldM of Rd we give sufficient
conditions under which the tangential Delaunay complex, defined in [BF04, Flö03,
Fre02], build using the point sample P is homeomorphic and a close geometric
approximation ofM.

• We give an algorithm, whose complexity is intrinsic dimension sensitive, to recon-
struct smooth k-dimensional submanifolds of Rd from a dense point sample P using
tangential Delaunay complexes. We show, using the above result, that the output
is homeomorphic and a close geometric approximation ofM. To the best of our
knowledge, this is the first certified algorithm for manifold reconstruction whose
complexity is intrinsic dimension sensitive.

• We give an algorithm to sample and mesh a k-dimensional smooth submanifoldM
of Rd . According to the prescribed parameter ε, the algorithm generates a dense
sample of M and a mesh with theoretical guarantees. The algorithm uses only
simple numerical operations. We show that the size of the sample is O(ε−k) and the
asymptotic complexity of the algorithm is T (ε) =O(ε−k

2−k) (for fixedM, d and k).

• We provide a counterexample to the result announced by Liebon and
Letscher [LL00]. We show that density of the sample points on a manifold M
alone cannot guarantee that the nerve of the intrinsic Voronoi diagram, i.e. the
intrinsic Delaunay triangulation, is homeomorphic to the manifoldM.



• We introduce a parameterized notion of δ-generic point set for Delaunay triangu-
lations. We show that Delaunay triangulation of a δ-generic point sample is (1)
combinatorially stable under small perturbation of the underlying metric and vertex
positions, and (2) simplices of Delaunay triangualtion are well shaped.

• Using the stability results of Delaunay triangulations of δ-generic point set, we show
that, for any sufficiently regular submanifold of Euclidean space, and appropriate ε
and δ, any sample set which meets a localized δ-generic ε-dense sampling criteria,
intrinsic Delaunay triangulation is equal to restricted Delaunay triangulation and
tangential Delaunay triangulation, and intrinsic Delaunay triangulation is homeo-
morphic to the submanifold. We also give a refinement algorithm for generating
intrinsic Delaunay triangulations of submanifolds.

Keywords. Delaunay complex, intrinsic Delaunay complex, manifold reconstruction,
meshing, slivers, stability of Delaunay triangualtion, Voronoi diagram, and weighted
points.
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