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Abstract

Robotic grasping is very sensitive to how accurate is the pose estimation of the object to grasp. Even a small error in the estimated pose may cause the planned grasp to fail. Several methods for robust grasp planning exploit the object geometry or tactile sensor feedback. However, object pose range estimation introduces specific uncertainties that can also be exploited to choose more robust grasps. We present a grasp planning method that explicitly considers the uncertainties on the visually-estimated object pose. We assume a known shape (e.g. primitive shape or triangle mesh), observed as a –possibly sparse– point cloud. The measured points are usually not uniformly distributed over the surface as the object is seen from a particular viewpoint; additionally this non-uniformity can be the result of heterogeneous textures over the object surface, when using stereo-vision algorithms based on robust feature-point matching. Consequently the pose estimation may be more accurate in some directions and contain unavoidable ambiguities.

The proposed grasp planner is based on a particle filter to estimate the object probability distribution as a discrete set. We show that, for grasping, some ambiguities are less unfavorable so the distribution can be used to select robust grasps. Some experiments are presented with the humanoid robot iCub and its stereo cameras.
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1. Introduction

In this paper we focus on grasping under uncertainty: precisely, we propose a method that takes explicitly into account the uncertainty in the object observations to compute the best grasping configuration. Our objective in this study is to improve the grasping capabilities of the humanoid iCub that is equipped with two low-resolution stereo cameras and non-sensorized fingers (see Figure 1).

We present a planner that computes grasp configurations from the observation, as a set of 3D points (point cloud), of an object with known shape (e.g. modeled as a primitive shape or a triangle mesh). The point set can be provided by mean of any existing range scanning method. Conducted with a humanoid robot, the presented experiments are based on stereo-vision with robust 2D-features matching, but the approach would apply as well to data obtained with a device like Microsoft’s Kinect or a time-of-flight camera. The point cloud is generally not dense enough and too locally-distributed to lead to a unique pose estimation, not talking about noise. The points sparsity can be the result of the small size of the object or of an insufficient number of points to match in case of stereo-vision. The points being not well distributed is because the object is seen from its front with respect to the robot sensing device and also to the non-uniform distribution of features to match in case of stereo-vision. To use the non-uniqueness of the solution of the pose estimation problem, we choose to reason with a probability distribution of the object pose instead of one pose estimation. The pose distribution is estimated through the use of an annealed particle filter. A discrete set of grasps is computed from the object geometry (known by hypothesis) and a set of uniformly-distributed hand poses.
Figure 1: The humanoid robot iCub grasping objects localized by its eyes' cameras.

(with respect to the object). A score is then computed for each grasp that depends on the previously computed pose distribution and is meant to evaluate how robust is the grasp with respect to the uncertainty in the object pose.

The individual components of the method are not new, however their combination is unique to our knowledge. In particular, addressing the uncertainties related to a sparse stereo point cloud together with grasp planning has not been addressed earlier in a similar fashion. Although projected light solutions such as Kinect have gained significant attention lately, stereo processing still has important application areas. For example, in multi-robot systems where the overlap of multiple projected light sensors often causes difficulties, and in humanoid robotics where most vision relies on the embedded robot’s eyes/cameras.

Our method addresses a major problem in autonomous robotic grasping. The error in the object pose estimation is inevitable, since the cameras can have low resolution (it is the case for our robot) and their calibration does not compensate perfectly the distortion in the whole image. When an object is observed by matching the features in the two camera images, the resulting point set is small, sparse and the quality of observations is very noisy, especially if compared with the point cloud of an external Kinect. The localization error can be thus greater than the one we would have with such external sensor. In our robot, this error cannot be compensated reactively by tactile feedback, because the fingers are not equipped with tactile sensors, nor visual feedback, because of the visual occlusions of the robot’s body during the grasp.

The paper’s contribution is explained more in detail in Section 2 that also gives an overview of its principles. Next subsection presents related works proposed in the literature.

1.1. Related Work

Considering uncertainty in robotic grasping strategies has known a revival these last years, due to the availability of many manipulation platforms usable in practical situations. As more and more robots are able to realize manipulation tasks, the goal is now to improve their robustness against all kind of perturbations. The intrinsic sensor inaccuracy leads to uncertain world models, which frequently cause failure of robotic tasks involving interaction with the robot’s environment; typically during a grasping task Weisz and Allen [37].

The first works dealing with robotic grasping and uncertainty were published during the 80’s. Brost [7] presented a method to grasp a polygonal planar object with a parallel-jaw gripper, in case the object location is not known precisely. A sequence of squeezing operations is planned in order to progressively reduce the possible uncertainty on the pose of the object. Each time the grasp is fully closed on the object, the current aperture of the gripper is used to refine the knowledge on the possible object poses. Lozano-Pérez et al. [24] proposed a planning strategy for
peg-in-hole insertion in the presence of uncertainty on the robot motion. An important idea of Lozano-Pérez et al. [24], which is useful in grasping in general, is the concept of pre-image. A pre-image is a set of points from which the goal can be attained in a single motion, like e.g. a simple translation. From the goal, a set of pre-images can be found, which represents the positions that can reach the goal in one motion. New sets of pre-images are iteratively developed until the start position belongs to a computed pre-image. Another way to deal with uncertainty is to design grasp quality scores that consider robustness against contact positioning error. In this purpose, the notion of Independent Contact Regions (ICR) was introduced by Nguyen [27]. ICRs are regions on the object surface –one per contact of the grasp– such that as long as each contact stays in its ICR, the grasp remains stable (i.e., verifies the force-closure property).

In the recent years, the interest in grasping and uncertainty has reappeared with a focus on real applications. Berenson et al. [3] represent the goal of grasping an object by one or several Task Space Regions (TSR). A TSR is a volume in SE(3), defined with bounds on the allowable translations and rotations. The uncertainty on the object position is represented as a set of possible poses. These different poses are used to duplicate and rotate the initial TSRs. The intersection of the TSRs defines then a new TSR that is the new goal region. Besides, a new collision model is built by duplicating the object model for each of the possible poses and merging the duplicates into one collision model.

The study of the relation between contact location uncertainty and grasp stability has also been carried on, with the design of more general and more practical algorithms to compute the ICRs of a grasp [30, 21], working with any kind of shapes, simply described as points sets with neighborhood information. The size of the ICRs of a grasp can tell how precise must be the placement of the contacts in order to guarantee the grasp stability.

Other approaches, based on machine learning with a learning database obtained in realistic conditions in terms of variety and noise, were also introduced in the literature. Stulp et al. [36] propose to learn the motion primitives that maximize the chance to successfully reach and grasp an object uncertainly localized. The object is placed on a table according to a particular distribution. Several grasping trials are performed by the robot in order to improve its reaching trajectory via a reinforcement learning procedure. It is shown that the robot adapts its motion to perform better for the considered distribution. Other works based on machine learning have also been proposed to deal with partial information. Saxena et al. [33] use supervised learning to estimate the probability of a point, in an image taken by the robot’s camera, to correspond to a good grasping point on the object. A set of visual features is computed for each image point. A logistic regression is used to model the probability of a point to lead to a successful grasp as a function of its visual features. An additional classifier considers a point cloud of the scene, provided by a depth sensor, in order to estimate the quality of a grasp [34].

If humans have some hidden strategy to grasp uncertainly-located objects, it might be interesting to learn from human demonstration. Faria et al. [11] proposed a grasping framework based on learning by demonstration from humans. Objects are perceived as point clouds, which are segmented into three regions. A superquadric shape is then fitted to each region. Grasping experiments are conducted on humans to learn which is the region to grasp, given a task and an object shape (set of superquadrics). However, the grasping choice depends only on the selected task and on the object shape, which does not allow to consider robot perception issues.

If information about the perceived object is incomplete (e.g. hidden parts), it can be completed if some extra assumptions can be made about the object’s shape. As many manufactured objects present some plane symmetry, Bohg et al. [6] propose to predict the shape of the whole object from a partial 3D scan. The optimal symmetry plane is found to be the one that leads to the minimal contradiction between the observed images and the points set obtained by mirroring the reconstructed points. From the optimal plane, new points can be inferred in the occluded area behind the visible points. The final object’s model is then obtained by meshing the complete set of points.

Another way to cope with errors on object localization is to integrate some tactile exploration. For instance, Hsiao et al. [14] propose a set of simple and efficient heuristics for reactive grasping with application to the robot PR2. Behaviors like compliant gripper closing or grasp adjustment allow to reactively correct a possible misalignment of the gripper. Having a model of the object’s shape, a more sophisticated approach is to refine the belief on the object’s pose [15]. The robot tries to grasp the object at its most likely position and updates its belief about this position at each trial, using the hand tactile information. A physics simulator is used off-line to estimate the observation function used in the belief updating procedure. The Bayesian reasoning was also used by Laaksonen et al. [23] but with a data-driven approach i.e., where the different probabilistic models come from experiment instead of simulation.

In most aforementioned papers, the ranged estimation (i.e., before any contact) of the object pose is regarded...
as unique, obtained from an algorithm that converges to one point (e.g. the Iterative Closest Point algorithm used in [14, 1]). This approach ignores unavoidable ambiguities that can occur due to object symmetries or insufficient measurement (e.g. not enough points in the cloud). Additionally this approach cannot discriminate grasps that are equivalent if the error is uniform but are not if the error is higher in some directions (e.g. a ball whose depth position is better known than position in the other directions). [20] recently proposed to model both shape (and consequently pose) uncertainties but were limited to a particular set-up with a 2D shape. The papers that implicitly integrate a non-uniform distribution of the pose error are based on data-driven models and machine learning [36, 34, 4, 23]. The advantage of not using models can however be a drawback in case the motion required to grasp the object is complex and needs a motion planning phase.

Finally, in this work we focus on the uncertainties in the object pose distribution from a noisy point cloud. In our experimental set-up the point cloud is provided by a stereo camera system. For interesting studies on uncertainty propagation for pose estimation from monocular point correspondences, we refer the reader to [13, 22].

2. Overview of Proposed Method and Contribution

In this paper, we are interested in computing grasping configurations of a robotic system. We assume the object to grasp has a known shape and is observed as a point cloud. The point cloud can be provided by a range scanning system, typically a stereo camera system or a lidar. The proposed planning method builds a representation of the object pose distribution as a particle set, computed through an annealed particle filter, from the observation of the object only (i.e., the point cloud). This representation lets us consider several modes in the distribution that can be due to poor observation data. We then choose, among the reachable grasps, the ones that are the most likely to succeed in spite of the incomplete knowledge of the pose. Consequently, the method presented in this paper offers the following contributions:

- The pose error is estimated from ranged data. This can avoid the use of tactile perception or at least give a better starting grasp for a grasping framework based on tactile information. This also makes the approach different and complementary to existing ones that are focused on tactile information (e.g. Laaksonen et al. [23]);
- The use of the annealed particle filter gives full pose estimation (6D) and requires nor a precise initial estimation or an appearance model but only a point cloud. This is an improvement compared to other works that are restricted to 2D poses [14] or require a set of views of the object from different angles [1].

Figure 2 shows the principle and interest of the proposed method. The object to grasp is a box. From a purely geometric perspective, most of the grasps are equivalent (the contacts are on two opposite parallel faces) even if we consider a stability criterion that takes into account error on each contact position like criteria based on ICR areas. However, from a perception point-of-view, the grasps can be very different. Indeed, as the object is observed from a particular viewpoint, the point cloud is not equally distributed over the object’s surface. If the cloud is obtained via a stereo-vision algorithm based on 2D-features-matching, the bias can also come from how textured are some parts of the object compared to the others. In the example of Fig. 2, more points are visible on the front of the object, biasing the distribution of the points used to estimate the pose. This leads to a strong anisotropy in the distribution of the pose hypothesis probability (i.e., the particle set). As most of the points are on the object’s front, the particles tend to be in a plane with normal pointing towards the viewer (far right image in Fig. 2-b), meaning the depth of the object is well estimated while its position along the other directions and its orientation around the depth-axis is poorly estimated. The anisotropy can be used to favor the grasps that are less sensitive to uncertainties left by the robot’s perception (here, the grasps from the top).

The paper is organized as follows. Section 3 presents the pose estimation algorithm, based on an annealed particle filter. Section 4 explains how to choose a grasp from the computed distribution of the possible object poses and also deals with the planning of the collision-free path to grasp the object. Experimental results on the robot iCub as well as a description of the experiment platform are detailed in Section 5.

3. Pose Estimation

Annealed particle filters were recently applied with success in the context of manipulation, to estimate the object pose from contact information [9, 29]. We use a similar approach to estimate the pose of the object from its point
cloud. Point cloud registration is frequently done with the ICP algorithm [5] but this algorithm is not well-suited to deal with uncertainty. It only gives one estimation that corresponds to the convergence to a local minimum, so it is sensitive to the initial guess. Particle filters have the advantage of being able to represent a distribution; with a correct sampling strategy, they do not require a precise start estimation. We use the variant of annealed particle filter that was used for tactile exploration and described in [29]. The following section details the hypotheses and models we used to apply the filter to the pose estimation problem.

3.1. Hypotheses and Models

We consider an object with a known shape (e.g. modeled as a primitive shape or a triangle mesh). Its observation consists of a set of 3D points (point cloud) measured on its visible surface, defined in the observer’s coordinates (e.g. in the image frame of a stereo camera system). A particle $X$ is a hypothesis on the object pose i.e., a 6D vector (position + orientation). A measurement $d$ is a point of the cloud. Our goal is to estimate the probability of a given hypothesis for a set of $m$ measurements $(d_1, d_2, \ldots, d_m)$. From the Bayes rule, it can be written as:

$$p(X|d_1, \ldots, d_m) = \frac{p(d_1, \ldots, d_m|X)p(X)}{p(d_1, \ldots, d_m)}.$$  

(1)

The different measurements are obviously not independent. However, before introducing the object shape and the measurement model, it is not possible to model this dependency so a common assumption is to consider the measurements as independent, like in [29]. Experiments further in the paper have proven this assumption practically holds. This allows simplifying Eq. (1) to:

$$p(X|d_1, \ldots, d_m) = \frac{\prod_{i=1}^{m} p(d_i|X)p(X)}{\prod_{i=1}^{m} p(d_i)}.$$  

(2)
Without additional knowledge on $p(X)$, we assume it to be uniform in a finite region around the robot and as the $p(d_i)$ are scaling factors only depending on the measurements they can be ignored so:

$$p(X|d_1, \ldots, d_m) \propto \prod_{i=1}^{m} p(d_i|X). \quad (3)$$

To compute the probability or weight of a particle, the computation of the likelihood of a measurement $p(d_i|X)$ is needed. This likelihood computation requires the choice of a measurement model. We use a proximity model [28], frequently used in mobile robot mapping, with an additional constraint of visibility of the observed point:

$$p(d_i|X) = \frac{1}{(2\pi)^{3/2}|C|^{1/2}} e^{-\frac{1}{2}(d_i - x_0)^T C^{-1} (d_i - x_0)}, \quad (4)$$

where $x_0$ is the visible point of the model that is the closest to $d_i$ (Euclidean distance), under the hypothesis $X$, $C$ is the covariance matrix of the sensor noise and $|C|$ its determinant. The visibility computation is based on the orientation of the surface at the considered point i.e., the surface normal at the point must be opposite to the viewer direction. If the object is convex it is an exact visibility test otherwise it is an approximation. Combining Eq. (3) with Eq. (4) gives:

$$p(X|d_1, \ldots, d_m) \propto e^{-\frac{1}{2} \sum_{i=1}^{m} ((d_i - x_0)^T C^{-1} (d_i - x_0))}, \quad (5)$$

For a set of measurements, the term in the exponential in Eq. (5), i.e.:

$$\sum_{i=1}^{m} ((d_i - x_0)^T C^{-1} (d_i - x_0)) \quad (6)$$

will be referred as the data potential. Its value tells how well the hypothesis $X$ fits the measured data. The smallest the potential, the best the hypothesis fits.

### 3.2. Filter

The general principle of the particle filter applied to the object’s pose estimation problem is outlined in Algorithm 1. $N$ and $M$ are parameters of the filter. Many variants of this basic principle exist, which differ mostly in the sampling process. Among the existing variants of the particle filter, we chose the Scaling Series Algorithm (SSA) by Petrovskaya and Khatib [29] for two reasons. The first one is that it is an annealed filter i.e., it uses a temperature term $T$ in the measurement model (here in (4)) that flattens the Gaussian model of a measurement by dividing the data potential (6) by $T$. This reduces the risk of missing a maximum of the distribution because it is too narrow for the sampling resolution. This is very important as we work in a high dimension space that cannot be densely covered with a particle set of reasonable size. The second motivation is the even sampling of the particles in the areas of high-probability particles. As we are interested in the probability distribution of the object pose and not in a single estimation, it is relevant to have a more uniform sampling. The SSA is briefly outlined in Algorithm 2 in Appendix A.

**Data:** A set of points measured on the object surface $D = (d_1, \ldots, d_m)$;  
A model of the object’s shape;  
A coarse object’s pose estimation $X_0$;  
**Result:** $S$: a weighted particle set (i.e., pose hypotheses)  
Initialization: $S \leftarrow$ a particle set sampled around $X_0$;

**for** $k = 1$ to $N$ **do**  
\begin{verbatim}
foreach $X_i \in S$ do  
\hspace{1em} compute the weight $w_i = p(X_i|D)$ (from Eq. 5)  
end  
\end{verbatim}

$S \leftarrow$ keep $M$ best candidate particles;  
$S \leftarrow$ re-sample in the neighborhood of $S$ elements;  
Normalize the particle weights $w_{i=1:M}$;  

**Algorithm 1:** Sketch of the basic particle filter algorithm, applied to the pose estimation problem.
As the point cloud may contain several outliers, a median filter is added to remove such points: for each $X$, only the 80% of the measurements with the highest likelihood are kept. Details concerning the parameters selected to run the algorithm are given in Appendix A. Figure 3 shows different estimations for different objects. The computation time depends both on the shape complexity (i.e., the number of triangles) and on the number of measurements. For the shown examples it goes from 2s to 10s. As can be seen on Fig. 3, the shape and orientation of the particle set depends on several factors such as the object’s shape, its orientation with respect to the observer and the distribution of the measured points on its surface.

3.3. Particle Set

The particle set gives information about the knowledge of the object pose. Next section details its use to select a grasp. Before choosing the grasp, an important point is to decide if the accuracy of the pose estimation is enough to try and grasp the object or if the robot should get closer to the object and change its point of view. Knowing the data potential (Eq. (6)) is not enough as it depends on the number of measurements. For instance, the extreme case of a unique measurement could easily give a zero potential i.e., a perfect match, even though it leaves many uncertainties about the object’s pose. A high potential means a bad match but a low potential can be the consequence of few measurements. Therefore the shape of the particle set must be considered. Intuitively, the more it spreads, the less knowledge we have on the object pose as it means that more hypotheses will be consistent with the point cloud\(^1\). Some indeterminacy however is due to the object symmetries. These ambiguities can be removed via clustering of the particles. Top images of Fig. 4 shows the pose estimation of a cylinder that has two clusters. The clusters are extracted with a neighborhood-graph algorithm and if they are consistent with the object symmetries (in term of numbers and relative transformations) only the most populated one is kept. The last step is to characterize the dispersion of the particles. A principle component analysis (PCA) is performed both on positions and on orientations of the particles. Special care has been taken to analyze the particle orientations (represented by quaternions). A method to find the mean of the quaternion set is given in [19]. The maximum variances of positions and orientations are used as a metric to characterize the uncertainty on the pose. For the orientation, a comparison must also be performed with the direction of possible symmetry axes. Bottom images of Fig. 4 show the result of the two PCAs. The plane symmetry of the cylinder makes the particles have their z-axis aligned with the cylinder axis, with two possible signs, while the plane symmetry makes the particles have all the possible orientations around the z-axis (blue axis in Fig. 4).

\(^1\)Note that the particles spread depends on the number of iterations of the algorithm. This number should then be the same to compare the result of different estimations.
Consequently two clusters are extracted. The figure also shows the axes of the principle component analysis for position and orientation. The axis of highest variation of the orientation corresponds to the cylinder symmetry axis and should then be discarded as it is intrinsic to the shape and not due to measurement error.

The computed variances can then be used as a measure of the quality of estimation. For instance, the robot could use this measure to decide if it has enough knowledge to go and grasp the object or if it needs to get closer to the object to perform another observation.

How to threshold this value to decide if the robot has enough knowledge to go and grasp the object depends on object shape and hand kinematics. The value should be optimally determined from various and repeated experiments, for instance via a machine learning algorithm. For our robot (see Section 5), with the algorithm parameters of Appendix A, we found empirically that a standard deviation along the axis of highest variance that is about 1 cm is good enough. The orientation variance is more object-dependent. For some shapes, like a cylinder or the box of Fig. 2, a high uncertainty around one axis is not a difficulty as long as the correct grasp is chosen (grasp from the top in the example of Fig. 2), so the second axis of highest variance is more important. While a standard deviation greater than 20° is acceptable for the main axis, we found that an acceptable value for the second axis is less than 5°.

4. Grasping Strategy

In the previous section we described how to get and represent the object’s pose estimation. The current section explains how to exploit the estimation to compute a grasp. The problem of computing the reaching motion will also be considered. We will assume that the grasping action is performed in two steps: the robot moves its open hand (corresponding to a given finger configuration \( q_{\text{open, fingers}} \)) to a target pose \( T_{grasp} \) and then closes its fingers on the object. The final grasp (i.e., how the fingers touch the object) will depend on the real object pose with respect to \( T_{grasp} \) and the motion law used to close the fingers (which depends in particular on \( q_{\text{open, fingers}} \)). Our goal is then to compute the hand pose \( T_{grasp} \) that will provide the highest robustness with respect to uncertainty on the object pose.

4.1. Choice of a grasp

To compute a grasp, we first build a set of various grasp poses (i.e., a set of hand poses expressed in the world coordinates). This set depends only on the object shape and the hand kinematics. Its computation is detailed below (Section 4.1.1). The set is centered on the object most likely pose according to the estimation of Section 3. The hand poses that are not feasible because the hand and the environment collide (e.g. collision with the table) or are not reachable for the robot arm are discarded. Then, the object pose distribution is used to rank the remaining hand poses according to a robustness function. The latter is based on the pose estimation and evaluated in simulation, as described in Section 4.1.2. Figure 5 illustrates the overall decomposition of the grasp computation and in particular at which step the particle set is introduced in the computation pipeline.
4.1.1. Sampling the hand poses

The function we use later (Eq. (7)) to characterize the robustness of a grasp cannot be easily interpreted in order to directly find good values of $T_{\text{grasp}}$. Therefore a roughly uniformly-distributed set of $T_{\text{grasp}}$ is preferable. The set is obtained by aligning the hand approach direction with the main directions of the object and adding different orientations and offsets to the hand, similarly to Miller et al. [25]. Figure 6 shows some of the grasps of a box computed with our sampling parameters. The other grasps, not shown on the figure, are the same but with small offsets along the box main axes. The overall set consists of 144 grasps. It is then centered on the object’s most likely pose.

Once the set of $T_{\text{grasp}}$ is computed, the inverse kinematics is applied to remove the unreachable poses, with a closed-loop inverse kinematics algorithm [8]. Then, for each of the computed $T_{\text{grasp}}$ and their corresponding robot configuration, only the collision-free ones are kept and their robustness score is computed as explained in next section.

4.1.2. Evaluation of a hand pose

As we assume a discrete probability distribution of the possible object poses ($n$ elements), we can write the probability of success $S$ of a grasp initiated by the hand pose $T_{\text{grasp}}$, by marginalizing $p(S|T_{\text{grasp}}, X)$ over the object pose hypotheses:
Figure 7: Two grasp configurations (far and close views for each configuration). Their scores according to equation (7) are 0.44 (grasp from the top) and 0.22 (grasp from the front). The grasp from the top is the best among all the computed grasps. Note how it is more robust to slightly shift the hand on the side as the pose hypotheses are not symmetrically distributed. The grasp from the front is not the one with the lowest robustness as some grasps have a null score (e.g. when the hand is too far from all the pose hypotheses or collide the object in all its possible poses).

\[
p(S|T_{\text{grasp}}) = \frac{1}{n} \sum_{i=1}^{n} p(X_i|d_1, \ldots, d_m)p(S|T_{\text{grasp}}, X_i) \tag{7}
\]

where \(p(X_i|d_1, \ldots, d_m)\) is computed by Eq. (5). To compute Eq. (7), we need \(p(S|T_{\text{grasp}}, X_i)\) i.e., a model to compute the probability that a grasp with hand pose \(T_{\text{grasp}}\) and the object placed exactly at \(X_i\) succeeds. This value is evaluated in simulation. We assume a binary distribution for \(p(S|T_{\text{grasp}}, X_i)\):

\[
p(S|T_{\text{grasp}}, X_i) = \begin{cases} 
0, & \text{invalid grasp} \\
1, & \text{valid grasp} 
\end{cases} \tag{8}
\]

The computation is performed through a common algorithm that closes the fingers (in simulation) until contact with the object or another finger. The closing motion path is the linear interpolation between \(q_{\text{open fingers}}\) and a closed-hand configuration. The two configurations are given. The contact points are computed once all the fingers are blocked. This gives configurations like the ones in Fig. 6. Three tests must be passed for a grasp to be considered as successful: there must be no inter-penetration between the different bodies of the hand and the object; the grasp must be stable (force-closure criterion); the fingers must contact the object at similar times (i.e., close values of the interpolation parameter, in our test < 0.05). The last test is not necessary for a robot with tactile or force sensing as it can theoretically ensure a finger will not move the object before the latter is fully grasped.

Figure 7 illustrates an example of the robustness score computation for a box-shaped object. Only grasps from the top and the front of the box are reachable, so the set of hand poses only contains grasps with these two approach directions, with slightly different positions though. The particular particle distribution shown in the figure makes it more robust to grasp from the top that from the front.

4.2. Reaching motion

Once the best grasp is selected according to Eq. (7), a collision-free path is planned. All the care given to choose a grasp that is robust against object pose uncertainty must not be ruined by a reaching motion that goes inconsiderately close to the object. Therefore the path must be optimized so as to avoid configurations that are close to possible poses of the object. In addition, a path should also be far from the environment obstacles. So we introduce a cost over the robot configuration space, by marginalizing over the obstacles poses, considering the object to grasp as an obstacle:

\[
\text{cost}(q) = \max_{\text{obstacle}} \int_{X_{\text{obst}}} \frac{p(X_{\text{obst}})}{\text{distance}(\text{robot}(q), \text{obstacle}(X_{\text{obst}}))} dX_{\text{obst}} \tag{9}
\]

where \(q\) is a robot configuration, \(X_{\text{obst}}\) is a pose hypothesis for the obstacle \(\text{obst}\) and \(\text{distance}(\text{robot}(q), \text{obstacle}(X_{\text{obst}}))\) is the distance between the robot in configuration \(q\) and the obstacle \(\text{obst}\) at pose \(X_{\text{obst}}\).

\(^2\)The proportionality relation is replaced with an equality as we are only interested in ranking grasp configurations.
We assume the pose of all the obstacles but the object to grasp as being perfectly known. Furthermore the pose distribution of the object to grasp is discrete. We can then rewrite Eq. (9) as:

$$\text{cost}(q) = \max_{\text{obstacle \atop object}} \left( \frac{1}{\text{distance}(\text{robot}(q), \text{obstacle})} \right) \sum_{i=1}^{n} \frac{p(X_i)}{\text{distance}(\text{robot}(q), \text{object}(X_i))}$$

(10)

where $X_{i \in [1,n]}$ is a possible pose of the object and $p(X_i)$ the corresponding probability. State-of-the-art motion planning algorithms bias the exploration towards configurations rated as low cost by a cost function defined in the configuration space. T-RRT [17], for example, has the advantage of an easy implementation and offers a good trade-off between convergence speed and quality of the solution. In particular, the balance can be easily tuned through one parameter only (called $n_{\text{Fail}_{\text{max}}}$) with the version of the algorithm in [16] (“improved temperature tuning” section) that explains how to automatically tune the other parameters. We used (10) as a cost function and set the $n_{\text{Fail}_{\text{max}}}$ parameter to 150.

As the goal configuration of the planning problem is a very high cost configuration because the hand is very close to the object, a standard single-tree exploration would not converge in a reasonable time. We consequently use a bidirectional version with the second tree starting from the goal configuration.

5. Experimental Results

The goal of this section is to show how the proposed method behave with some examples of typical grasping tasks (Section 5.3) and to give an experimental demonstration of its interest compared to a method that would use a single estimate to compute the grasping configuration (Section 5.2).

The experiments were conducted with the humanoid robot iCub [26] in its first version, without any modifications of the platform. Our version is not equipped with any tactile sensor in the hands, as visible in Figure 9. The hand exhibits a certain compliance that allows the robot to hold the objects without any force control. However, the size of the fingers is such that iCub can grasp relatively small objects only. Figure 8 shows the dimensions of the objects used throughout the paper. They all have relatively small size with respect to the robot’s hand. Objects were observed by the robot’s cameras embedded in the head, as shown in Figure 1; we did not use any external –to the robot– sensing device such as a Kinect. To increase the reaching workspace of the hand, we used the seven degrees of freedom of the arm and the three of the torso.

In the experiments, a table is placed in front of the robot with the object to grasp on the tabletop, placed at a reachable position. The table pose is previously computed by placing a known checker pattern on its top and it does not change during the experiment. Next section gives some technical details concerning the vision processing to compute the point cloud from the stereo images.

5.1. Vision Setup and Point Cloud Computation

We used the pair of stereo cameras mounted on iCub’s head (i.e., its eyes). Image resolution is $640 \times 480$ for each camera. Stereo calibration of the cameras was performed with functions of the OpenCV library\(^3\). As we do not use a support for stereo-vision like a projected pattern, the easiest way to segment the object from the table was to assume a table with a uniform color. Here, object extraction is done through the Grabcut algorithm [31], by specifying

---

\(^3\)www.opencv.org
Figure 9: The hands of iCub. The two fingers grasp a small rubber ball (4 cm diameter).

(a) The original images after distortion removal.  
(b) The extracted object. The green rectangle is the input to the Grabcut algorithm and marks the corresponding pixels as background. An additional step (not shown) removes the detected object pixels (non-black pixels inside the rectangle) that are connected to the rectangle contour.

(c) The extracted 2D features.  
(d) The matched features.

Figure 10: The different steps to obtain the point cloud of the object to grasp.

a rectangle in the images that corresponds roughly to the tabletop. 2D features (SURF [2]) are then extracted in the segmented images. For each feature point $p_{feat}$ on the left image, we match the feature on the right image that is the closer (Euclidean distance) among the features that are less that 1.5 pixels away from the epipolar line of $p_{feat}$. Matched points are then triangulated. The obtained cloud is in the camera frame. The cloud points are then converted to the robot’s reference frame from the knowledge of the eye pose (as provided by the robot’s encoders) and the eye-camera transform (obtained from the hand-eye calibration performed with the method by Daniilidis [10]). The covariance matrix $C$ used in Eq. (4) is the diagonal matrix:

$$ C = 0.005 I_3 $$

$C$ corresponds to the noise variance of the overall triangulation process (here empirically set to 5mm). Standard error propagation technique (linearization) applied to stereo vision triangulation alone shows the diagonality of $C$ [35]. We could not estimate experimentally the additional noises (calibration, encoders) so, according to the null hypothesis, we kept $C$ diagonal. Figure 10 shows the different operations to obtain the point cloud of the object.

Once the point cloud is computed, the particle filter is applied to estimate the object pose distribution. The tuning parameters of the particle filter are given in Appendix A.
Figure 11: Pose estimation results obtained with the ICP algorithm. The number of points of the reference cloud is given for each shape as well as the typical computation time and the number of measured points.

Figure 12: Pose estimation results obtained with the ICP algorithm for a synthetic example with 20 perfectly measured points. The reference cloud has 902 points uniformly distributed over the box surface. Computation times are about 15 seconds.

5.2. Comparison with ICP algorithm

To show the interest of the proposed method, we compare our approach and the Iterative Closest Point algorithm (ICP) [5] which is commonly used to estimate the pose of an observed point cloud from a model cloud. The same data is used as in the rest of the experiments presented in the paper. The only difference is the object model that has to be a point cloud. Consequently, all the object models were converted into point clouds. All the shapes are first triangulated, then each triangle surface is discretized according to a grid pattern. The implementation of the ICP algorithm is the one of the Point Cloud Library [32]. As shown in Fig. 11, the small number of measured points leads to poor results. Also not taking into account the visibility constraint gives more ambiguities on the object’s pose like it can be seen with the ball example of Fig. 11 where the points are found to be on the back (non-visible side) of the ball.

We also considered the case of perfect measurements simulated with synthetic data: \( n \) points are chosen randomly at the surface of the perfect model (mesh or primitive shape) in a pose randomly chosen. Depending on \( n \) and on the distribution of the points over the object’s surface, the ICP algorithm can succeed or fail to find a good pose estimation. For instance, with the box shape and \( n=20 \) (typical value in our experiments), we obtained the results of Fig. 12. As can be seen, the computed pose can be very different from the real one. This means that 20 points are not enough to reliably estimate the pose of the object. We found that for this shape, in the perfect-measurement simulation, 40 points are a minimum to obtain poses that are close to the real one.

The above results confirm that the measured data we retrieved with our cameras are not rich enough to lead to a unique pose estimate. Consequently, this result validates our choice of reasoning with a distribution.
5.3. Grasping task examples

The goal of the first grasping task experiment is to study the influence of the object shape on the computed grasp. Three objects with different shapes are used in this study: a box, a cylinder and a ball. The choice of each shape is motivated below.

5.3.1. Grasping a box

The box shape is particularly interesting because, from a purely geometric and mechanical point of view, grasping the box from its different sides leads to identical grasps. Figure 13 shows the segmented objects and the triangulated points. Most of the triangulated points are on the front face of the box leading to a good knowledge of the face depth whereas its position in the other directions as well as its orientation around the depth axis is poorly known. This is reflected by the distribution of the particle cloud at the bottom of Fig. 13. Figure 14 shows two of the grasp configurations that were computed by the planner. The first one, with a grasp from the top, is chosen as the best one according to Eq. (7). Figure 15 illustrates the motion planned and executed to reach the selected grasp. The last configuration was obtained by lifting the robot arm to check the stability of the grasp.

---

4Considering the light weight of the object, the varying weight direction has no impact on the grasp stability.
5.3.2. **Grasping a cylinder**

The second object is a cylinder. In order to have enough 2D features to match, a patterned sheet was pasted on a side of the object (a checker). The conditions are similar to the first experiment in the sense that the object is seen mainly from the front (Fig. 16). However the front surface of the object contains more information about its orientation (as it is no more flat i.e., no more invariant in rotation around the normal vector). Consequently, the variance of the particles orientation is smaller. Here the variance mainly concerns the cylinder vertical position. The chosen grasp is thus a grasp from the side of the object (Fig. 17). We see that in conditions similar to the previous test with the box, the chosen grasping direction is orthogonal to the one chosen to grasp the box, because of the different front surface. It must be noted that we assume no uncertainty on the table pose, which makes possible to choose a grasp with the hand close to the table. With noise on the table position, the chosen grasping configuration might not be the best choice.

Figure 17: Two of the grasping configurations computed by the grasp planner for the cylinder object. The left one is found to be the best by our algorithm. More configurations are actually found corresponding to different inverse kinematics solutions or slightly different hand poses but are not represented here.
5.3.3. Grasping a ball

The ball is interesting because its shape requires fewer points to be localized. Only three noise-free points are needed. However, as the measurements are noisy, we expect more points to be required for a good estimation. From the experimental results (Fig. 18), we see that there is no anisotropy in the estimation. The difference in the variances along the different axes of highest variance (from the principal component analysis of Section 3.3) does not allow to conclude that there is any direction of major error. Considering the fact that the triangulation error is expectedly higher in the depth direction, we also tried a higher value (twice the initial value) of the noise variance in the camera depth direction in matrix (Eq. (11)). However, it did not lead to a significant change in the estimation. Consequently, for a sphere-shaped object with this number of triangulated points (9 points), all the grasps are equivalent with respect to our robustness criterion.

5.4. Changing object placement

In this experiment, we conducted 8 tests with the box-shaped object. For each test, the box was placed at a different position and orientation. The placements were chosen so as to let different possibilities to grasp the object. The robot had to be able to grasp at least two different sets of opposite faces of the box e.g. from the top and from one side of the box. This constraint was added to ensure that the robot kinematics does not restrict the reachable grasps to one small set of very similar grasps. Figure 19 shows the images of the left camera, for each of the test, with the reprojected pose estimation particles. Some poses looks similar at a first glance in Fig. 19, but the object has actually different orientations making visible different sides of the box that have different patterns (i.e., different features to match). This modifies the perception of the object.

Figure 20 shows the best grasps according to the robustness function of Section 4.1.2. Notably, there is not a unique best grasping direction (e.g. from the top or side) for all the object poses. The particle set is always roughly in the plane of the front face of the box, from the camera perspective, but it extends more or less in the directions orthogonal to the plane’s normal. The spread of the particles depends on the number and distribution of the triangulated points and cannot be known in advance.

5.5. Discussion

This study has shown that a possible successful grasping direction can be computed from a noisy point cloud even if the cloud cannot provide a precise estimation of the object pose. Interestingly our study was performed with low resolution stereo cameras.

Over the dozens of experiments that were conducted we found that about 20% of the grasping tasks were successful. This success rate is rather low, but still better than what was obtained by computing the grasp through a single-estimate method like the ICP algorithm. In that case the success rate falls to 0 (see the pose estimation results in Fig. 11). Our results can be improved, especially with a better robotics setup. Among the several possible causes, we think the small success rate is mostly due to the inaccuracy of iCub arm and hands (tendon-driven motion), the
Figure 19: The left image of each test. The object contour is highlighted in red. The particle set of the pose estimation is reprojected over the image with the same color convention as in the rest of the paper (red = low likelihood, blue = high likelihood).

Figure 20: For each of the poses depicted in Fig. 19 the grasp that was ranked as the most likely to succeed. The figures numbering is the same as the one in Fig. 19. The particle sets of the pose estimations are also depicted. The last picture shows the grasp as executed on the real robot in the example of Fig. 5.4.
accumulated kinematic errors, especially in the eyes, that affect the computation of the camera/eyes frame in the robot base frame.

Several aspects of the experimental protocol could be modified in order to adapt to more powerful sensing devices. For instance, the robustness of the grasping tasks sometimes suffered from the small number of points that could be matched in the stereo images. There are several reasons for the possibly small number of points to match: the uniformity of the object’s texture, the small size of the object or the cameras’ low resolution. Range scanning device like lidars or camera systems with pattern projection (like Microsoft’s Kinect or PR2’s stereo cameras) would provide a point cloud with higher density. Object and table segmentation could then be done more robustly with the use of combined plane extraction and point clustering [18], which was not possible with our setup that was limited to a single object on the table. It would then be possible to work with a cluttered environment, i.e. many objects on the table.

Grasps could also be improved reactively through the use of tactile sensors [12]. For example, because of the intrinsic imprecision of tendon-actuated fingers, in some situations the robot fails to correctly position the fingertips on the object. Just stopping the motion once a contact is detected would solve this problem. Tactile sensors would also allow the synchronization of the contact times. Having a finger that touches the object before the others can indeed make the object pivot around its position and potentially fall.

The computational cost of the proposed method is tolerable, especially if compared to the ICP algorithm. We executed the experiments on a single computer machine (CPU i5 – 2.1GHz, 4GB RAM). The computational cost of our method is between 2 and 10s for the pose estimation (computation of the pose probability distribution, Section 3.2) plus less than 20s for the remainder of the algorithm (computation of the grasp and planning of reaching motion). As a comparison just estimating the (single) pose with the ICP algorithm takes 20s (Section 5.2).

6. Conclusion

We have presented a method that allows a robot to successfully grasp an object, even when the range perception of its pose leaves many unknown. It is based on the estimation of the probability distribution of the object pose as a set of discrete particles computed through an annealed particle filter. The shape of the particle set is exploited to select the grasps that are the more likely to succeed considering the possible poses. Experimental tests on objects with various shapes confirmed that taking into account the pose error dramatically changes the direction of the best grasp to choose. The proposed approach was applied on the robot iCub with a point cloud obtained through stereo matching of 2D features. Even with a small number of points the algorithm can compute a successful grasp. For range scanning devices that provide a higher density cloud, the method would allow to grasp very small objects. As the proposed approach only considers the grasping task before the contacts, it could easily complete some existing methods for robust grasping via tactile exploration.
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Appendix A. Particle Filter Parameters

Some parameters must be selected in order to run the particle filter algorithm used in Section 3. The different terms below refer to the Scaling Series algorithm described in [29] and briefly outlined in Algorithm 2. For more details on the algorithm and its parameters, we refer the interested reader to Petrovskaya and Khatib’s paper [29].

- The maximum number of iterations $N$ is 35
- The number of re-sampled particle in each neighborhood $M$ is 15
- The initial neighborhood $V_0$ wherein to sample particles:
Its center is taken as the barycenter of the point cloud for the translation part and the identity quaternion for the orientation part.

- Its radius is $\sqrt{3} \times 0.1m$ for each translation component and $\pi$ (radians) for the orientation component.

- The terminal value of $\delta, \delta^*$ is $(\sqrt{3} \times 1mm, 0.1^\circ)$.

<table>
<thead>
<tr>
<th>Data:</th>
<th>$D$: a set of measurements;</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$:</td>
<td>initial uncertainty volume</td>
</tr>
<tr>
<td>$M$</td>
<td>number of particles per $\delta$-neighborhood;</td>
</tr>
<tr>
<td>$T_0$</td>
<td>initial temperature parameter</td>
</tr>
<tr>
<td>Result:</td>
<td>$(X,W)$ a weighted particle set approximating the posterior</td>
</tr>
</tbody>
</table>

Algorithm initialization:

1. $\delta_0 = \text{radius of } V_0$;
2. for $n = 1$ to $N$
   - update $\delta_n$;
   - update $T_n$;
   - $X_n \leftarrow$ sample volume $V_{n-1}$ with $M$ evenly-distributed particles;
   - $W_n \leftarrow$ compute normalized weights for each particle (depends on $T_n$);
   - keep the best (highest weights) particles;
   - compute the volume $V_n$: union of the balls centered on the particles $X_n$ with radius $\delta_n$;
3. compute the final particle set $X$ and the weights $W$ from $(X_n, W_n)$;

**Algorithm 2:** Sketch of the Scaling Series algorithm [29].
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