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Attractor computation using interconnected Boolean networks:

testing growth rate models in E. Coli

Madalena Chaves and Alfonso Carta∗

Abstract

Boolean networks provide a useful tool to address questions on the structure of large biochemical

interactions since they do not require kinetic details and, in addition, a wide range of computational

tools and algorithms is available to exactly compute and study the dynamical properties of these

models. A recently developed method has shown that the attractors, or asymptotic behavior, of

an asynchronous Boolean network can be computed at a much lower cost if the network is written

as an interconnection of two smaller modules. We have applied this methodology to study the

interconnection of two Boolean models to explore bacterial growth and its interactions with the

cellular gene expression machinery, with a focus on growth dynamics as a function of ribosomes,

RNA polymerase and other “bulk” proteins inside the cell. The discrete framework permits easier

testing of different combinations of biochemical interactions, leading to hypotheses elimination and

model discrimination, and thus providing useful insights for the construction of a more detailed

dynamical growth model.

1 Introduction

Large networks with complex interactions are hard to analyze in detail, but logical and discrete models
can facilitate this task. Based essentially on the structure and topology of the network interactions,
logical models provide qualitative information on the dynamical properties of system [1, 2], which can be
used for model discrimination and guidance in model improvement. There are many recent examples of
applications of discrete models including Drosophila embryo pattern formation [3, 4], yeast cell cycle [5],
T-cell response [6], or an apoptosis network [7].

Boolean networks are a class of logical models whose variables are described in terms of only two
levels (1 or 0; presence or absence; “on” or “off”), which have been useful for biochemical systems [8].
The dynamics of a Boolean model is determined by specifying an updating mode, most commonly
synchronous (all nodes updated simultaneously) or asynchronous (only one node updated at any given
instant). Since the state space is finite, the dynamics can be represented in terms of a transition graph,
which can be studied using some classical algorithms from graph theory [9]. Other, more specific tools
are available for an exact and rigorous analysis of the transition graph [10], computation of attractors
(or asymptotic behavior) [11], and other properties [12]. In addition, a wide range of computer tools are
available for simulation and analysis of discrete models [13], model reduction [14], or model checking [15].

It is clear that discrete models are not appropriate to finely describe the behavior of a system,
since continuous effects are difficult to reproduce with such models (such as whether an oscillation is
sustained or damped), but they are useful to verify whether a given network of interactions is feasible
and compatible with known properties of the system. This is a first step towards the construction of a
more detailed and informed model.

As an application, we will analyze a network of interactions involved in determining bacterial growth
of Escherichia Coli, which varies nonlinearly with different factors, such as availability of nutrients or
the concentration of the necessary enzymes and proteins needed for cell division [16, 17]. Mathematical
models have been developed to describe and reproduce several regulatory modules and their response
to nutrient availability [18, 19]. One of the least understood aspects in these studies remains the actual
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modeling of bacterial growth: while it is clear that growth depends on the general availability of “bulk”
proteins, ribosomes, and RNA polymerase, it is difficult to find a reasonable mathematical model that
reproduces all these effects [20]. In many cases, growth is considered to be a given constant and the
model is designed to reproduce a single phase of bacterial growth.

Here, we propose to test and study a dynamical function for bacterial growth in terms of the
major components involved in bacterial cell division, that is, gene transcription (RNA polymerase) and
translation (ribosomes). To test the feasibility of mathematical growth functions, we will focus on a
qualitative model of the network involved in the carbon starvation response [18] and its interconnection
with a basic model describing the dynamics of ribosomes and RNA polymerase (see Section 3).

We will use two methods for analysis of qualitative systems (see Section 2): first, a method that
transforms piecewise affine (PWA) systems into discrete and then Boolean models [21, 22]; and, second, a
recently developed method to compute the attractors of an interconnection of two Boolean modules [11,
23]. Our analysis generates a general view of the dynamical properties of a model which is a first step
towards verifying the feasibility of the model’s structure –by comparing to experimental observations–
and facilitates hypotheses testing. The results indicate that at least two (positive) qualitative levels
for growth rate (such as “high” and “intermediate” rates) are needed in order to reproduce both the
stationary and exponential growth phases (see Section 4).

2 Methodology

In this section, we briefly recall two mathematical methods which are very useful for the analysis of
qualitative systems and, in particular, interconnections of Boolean models.

2.1 From discrete to Boolean models

Although Boolean variables can only take the values 0 or 1, it is nevertheless possible to construct
Boolean models that describe variables with a discrete number of values [24, 21]. Consider a discrete
model Σdisc = (Ωd, Fd), with variables V = (V1, . . . , Vn)′, state space Ωd = Πn

i=1{0, 1, 2, . . . , di}, where
di ∈ N is the number of levels of variable Vi (i = 1, . . . , n), and a state transition table Fd : Ωd → Ωd.
The state of the system at the next instant k +1 is given as a function of the state of the system at the
current instant k, according to the rules Fd, using the notation:

V + = F̃d(V ).

Throughout this paper, the function F̃d is obtained from Fd by assuming an asynchronous dynamic
updating rule, that is, exactly one variable is updated at any given time:

V + ∈ {W ∈ Ωd : ∃k s.t. Wk = (Fd)k(V ) 6= Vk and Wj = Vj , ∀j 6= k }. (1)

Furthermore, for a more realistic model, we consider that each variable Vi can only switch from its
current level to an immediately adjacent level [12], that is:

V +
i ∈ {Vi − 1, Vi, Vi + 1}, ∀i. (2)

The idea is to create an extended Boolean model Σbool = (Ωb, Fb) where each discrete variable Vi

is represented by di Boolean variables, for instance, {Xi,1, . . . , Xi,di
}, so that the state space of the

model is Ωb = {0, 1}d1+···+dn . There are several possible ways to convert the discrete into the Boolean
variables, but here we chose to use the same criterion as in [21] which stipulates that

Vi = k ⇔ (Xi,1 = · · · = Xi,k = 1, Xi,k+1 = · · · = Xi,di
= 0), (3)

meaning that a variable i is at a state k if and only if all the first k Boolean variables are ON. In
particular, note that this criterion implies the partition of the state space of the extended Boolean
model into permissible and forbidden regions:

Ωp = {X ∈ Ωb : k < l ⇔ Xi,k ≥ Xi,l}, Ωf = {0, 1}d1+···+dn \ Ωp.

Thus, to generate the Boolean transition table Fb we need to guarantee that no transitions from a
permissible to a forbidden state take place. The method described in [21] deals with this problem in a
natural way, and guarantees that no transitions from permissible to forbidden states take place.
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2.2 Dynamics of Boolean models

This section contains a brief summary of some useful objects that characterize the dynamics of a Boolean
model. There are several possible ways of defining the dynamical updating rules [8] of a Boolean network
Σ = (Ω, Fb), but here we will assume asynchronous updates, so the definitions and rules (1) stated for
discrete systems also apply, with di = 1 for all i. Note that (2) is immediately satisfied for Boolean
models.

The asynchronous transition graph, G = (Ω, E), of system Σ is a directed graph whose vertices (or
nodes) are the elements of Ω, and the edges are given by E. There are thus 2n nodes in G. Given any
two elements a, ã ∈ Ω the edge “a → ã” is in E iff:

ã ∈ {w ∈ Ω : ∃k s.t. wk = (Fb)k(a) 6= ak and wj = aj , ∀j 6= k }.

A path a1 ❀ a2 in G is a sequence of edges linking a1 to a2.
A strongly connected component (SCC) of G is a maximal subset C ⊂ Ω, that contains a path joining

any pair of its elements. In general, a SCC may have both incoming and outgoing edges. An SCC with
no outgoing edges is called terminal.

An attractor A of G is a terminal strongly connected component, that is, once a trajectory enters
A it cannot leave again. Therefore, the attractors can be said to characterize the asymptotic behavior
of the network. An asynchronous transition graph always has at least one, but can have multiple,
attractors. An attractor can be formed of a single state (we will call it a singleton) or of a subset of Ω.

2.3 Interconnection of Boolean models

To study the interconnection of the two systems, we will use a method based on control theory concepts
recently developed by one of the authors [11, 23]. This method analyzes the asymptotic behavior of
the interconnection of two systems directly from the behavior of the two subsystems, without having to
construct or analyze the full interconnected system. The advantage is a much reduced computational
cost, while still obtaining exact results: indeed, for large (e.g., n ≥ 15) Boolean models, the computation
of the asynchronous transition graph and its attractors is unfeasible, as it involves the analysis of a
2n × 2n matrix. The idea is to first study each individual system for each set of inputs, obtain the
corresponding attractors, and then construct a new object, the asymptotic graph. This new graph is
much smaller than the state transition graph of the full model, but it contains all the information on
its asymptotic dynamics, namely all the attractors of the full model correspond to attractors in the
asymptotic graph. Some notation is next introduced.

Consider two asynchronous Boolean models, ΣA and ΣB , with a set of inputs (Ui) and a set of
outputs (Hi):

ΣA = (ΩA, UA, HA, FA) : ΩA = {0, 1}nA , UA = {0, 1}pA , HA = {0, 1}qA ,

ΣB = (ΩB , UB , HB , FB) : ΩB = {0, 1}nB , UB = {0, 1}pB , HB = {0, 1}qB .

The following notation will be used: a ∈ ΣA and b ∈ ΣB denote the states of each system, u ∈ UA and
v ∈ UB denote the inputs, and the output corresponding to state a will be represented by hA(a) ∈ HA

(resp., hB(b) ∈ HB for state b). The synchronous rules are written:

a+ = FA(a;u), and b+ = FB(b; v).

For each fixed u ∈ UA, there is a set of attractors of system ΣA, and its elements will be represented
by Ai

u, i ∈ N. Similarly for system ΣB , Bj
v, j ∈ N.

The interconnection of these two systems is formed by letting the input of each system be the output
of the other

v = hA(a) ∈ UB u = hB(b) ∈ UA,

where it is assumed without loss of generality that qA = pB and qB = pA. The new system will be
represented by:

Σ = (Ω, Fbool) : Ω = {0, 1}nA+nB , Fbool : Ω → Ω
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with the Boolean rules Fbool given by the appropriate combination of FA, FB :

Fbool(a, b) = (FA(a;hB(b)), FB(b;hA(a))).

Note that FA, FB , and Fbool contain the synchronous table of state transitions. Here, we will con-
sider that the dynamics is asynchronous, so that only one variable is updated at a given time. The
asynchronous transition graphs of the two modules (one for each fixed input) and that of the full
interconnected system will be called, respectively, GA,u, GB,v, and G.

Transition graphs and semi-attractors The first step of the method is to compute all the tran-
sition graphs GA,u and GB,v, compute their attractors, and then divide each of these into subsets
corresponding to a fixed output. These will be called semi-attractors of the individual system and are
defined as follows:

Ai
uα = the i-th semi-attractor of system ΣA, corresponding to input u, with output α

B
j
vβ = the j-th semi-attractor of system ΣB , corresponding to input v, with output β.

Note that the standard attractor is the union of all corresponding “semi-attractors”:

Ai
u = ∪all αAi

uα.

The asymptotic graph The second step of the method is to construct the asymptotic graph Gas

whose nodes are the cross-products of semi-attractors:

Ai
uα × B

j
vβ .

There is an edge between two of the nodes

Ai
uα × B

j
vβ → Ai

uα × B
j̃

αβ̃

if there is a path in the graph GB,α that leads from some state in B
j
vβ to some state in B

j̃

αβ̃
. Similarly

for an edge Ai
uα × B

j
vβ → Aĩ

βα̃ × B
j
vβ . In order to satisfy an asynchronous updating scheme, only one

set of variables is allowed to change for each edge. The computational cost can be further reduced by
observing that all nodes with u 6= β and v 6= α are transient (shown in [23]); hence, to compute the
attractors of the asymptotic graph we only need to include the edges between nodes satisfying either
u = β or v = α.

2.4 Attractors of an interconnection

The third step of the method is to compute all the attractors of Gas which contain, in fact, a represen-
tative of each of the attractors of G. This is theoretically proven in [11, 23]:

Theorem 1 [11] If Q is an attractor of G, then there exists at least one corresponding attractor in
Gas, Qas = Qas(Q). Moreover, if Q1 6= Q2 are two distinct attractors of G, then Qas(Q1) 6= Qas(Q2).

In other words, we recover all the attractors of the interconnection, without explicitly constructing the
interconnected system. In broad terms, Theorem 1 says that any attractor of G generates an attractor
in Gas, but the converse is not necessarily true and Gas may have more attractors than G.

To better illustrate Theorem 1, and show its advantages as well as limitations, a purely theoretical
example is next given. For convenience, in the following examples, the attractors are labeled using the
decimal representation for the Boolean inputs and outputs, that is:

000 ⇔ u = 1, 001 ⇔ u = 2, . . . , 111 ⇔ u = 8, etc.
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Figure 1: Example I: the asynchronous transition graphs that define the dynamics of the two systems (4).

Example I. Consider the following bi-dimensional systems A and B, with nA = nB = 2 and pA =
pB = 1:

a+
1 = u and (a1 and not a2),

a+
2 = [u and (not a1 or a2)] or [not u and a1],

hA(a) = a2,

(4)

b+
1 = [v and not b2)] or [not v and (b1 xor b2)],

b+
2 = [v and b1 and b2] or [not v and (b1 or b2)],

hB(b) = b2,

whose asynchronous transition graphs GA,u and GB,v are shown in Fig. 1, for convenience. Note that
the attractors in all graphs are singletons except for B2

2,2 = {01, 11}. However, since the two states
have the same output (hB(01) = hB(11) = 1), in this example the semi-attractors are in fact the actual
attractors.

The corresponding asymptotic graph is shown in Fig. 2. To illustrate the computation of an edge,
consider the product Ai

uα × B
j
vβ = A1

21 × B1
11: since α = 1 = v, the system A does not induce any

change in the variables b; in contrast, the fact that β = 1 will induce a trajectory between a state in
A1

21 and an attractor in the graph GA,2 (corresponds to Boolean input u=1). In the graph GA,2, the
state 00 is in the basin of attraction of {01} = A1

12. Therefore, there is an edge A1
21 ×B1

11 → A1
12 ×B1

11.
All other edges are similarly computed.

Note that the full interconnected system has four variables and hence its dynamics is given by an
asynchronous transition graph G with 24 = 16 states. To compute the attractors of G we needed to
compute a transition graph with only 2 × 3 = 6 states (2 attractors from system A and 3 from system
B). Furthermore, as remarked above, the size of Gas can be further reduced by excluding the cross-
product states known to be transient. In this example only A1

21 × B1
21 satisfies the condition u 6= β

and v 6= α, and can be excluded. For higher order systems, such a size reduction can represent very
significant savings in computational cost.

The Gas of Example I has two attractors: Q1 = {A1
12×B1

21} and Q2 = {A1
12×B1

11, A
1
12×B2

22, A
1
21×

B1
11, A

1
21 × B2

22}. For this 4-dimensional example, it is easy to check that Q1 is a true attractor of the
full interconnected system (see also Prop. 1), while Q2 is a “spurious” attractor, that is, not a real
attractor of G. To see this, it suffices to note that there is a pathway that leads from a state within Q2

to Q1, and which is not “covered” by Gas:

Q2 ∋ A1
21 × B2

22 ∋ (00, 01)
GB,1

−→ (00, 00)
GA,1

−→ (01, 00) ∈ Q1

This Example shows that even very simple (and deterministic) individual asynchronous dynamics can
lead to asymptotic graphs that exhibit spurious attractors. However, note that this example was specif-
ically contrived to illustrate the generation of spurious attractors; its Boolean rules are not necessarily
biologically plausible.
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Figure 2: Example I: the asymptotic graph of the interconnection of the two systems (4). The cross-
products inside shaded squares belong to an attractor. The cross-product inside a white circle represents
a transient state that can be excluded from the computation.

In view of Example I, it would be useful to complement Theorem 1 by conditions permitting to decide
whether an attractor of Gas is also an attractor of G. An exact result was also proved in [23] –i.e.,
recovering exactly all the attractors in G from the cross-products of semi-attractors, with no spurious
generation,– by computing the cross graph which is similar to Gas but involves cross-products of all
(semi-)SCCs (as opposed to considering only semi-attractors). However, depending on the number of
SCCs, the cross graph can often be more costly to compute than the full graph G, hence the usefulness
of establishing sufficient conditions for deciding whether an attractor of Gas is a “true” attractor.

Some preliminary results were presented in Proposition 1 of [23], which are improved below in
Prop. 1. To state this, we need to introduce projection functions, for V = Ai

uα × B
j
vβ , and R =

{V1, . . . , Vr}:

π(V ) = {(a, b) ∈ Ω : a ∈ Ai
uα, b ∈ B

j
vβ},

π(R) = ∪V ∈R π(V ),

πA(R) = {a ∈ ΩA : ∃b such that (a, b) ∈ π(R)}.

The A-output of R is the set:

A-output = {hA(a) : a ∈ πA(R)} ⊂ HA

Similar definitions apply for the projection πB(R) and the B-output of R.
Recall that we are assuming qA = pB and qB = pA, hence HA ≡ UB and HB ≡ UA and the A-output

(resp., B-output) of R is also contained in UB (resp., UA). The new result of Prop. 1 is in parts (ii),
(iii), which previously stated “for all u ∈ UA” or “for all v ∈ UB”. The new conditions are much less
restrictive, although the proof is similar. If Proposition 1 is not applicable, then one may still verify a
posteriori whether R represents an attractor of G by simulating all trajectories starting from all states
in π(R) and checking whether any of them leaves R (however, this “direct force” procedure may also
involve some computational costs).

Proposition 1 Let R be a terminal SCC of Gas. If either one of the following conditions is satisfied:

i) R is a singleton (i.e., contains a single product V );

ii) the A-output of R is a singleton and the set πA(R) is an attractor of GA,u for all u in the B-output
of R;

iii) the B-output of R is a singleton and the set πB(R)} is an attractor of GB,v for all v in the
A-output of R;

then Ras = π(R) is an attractor of G.
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Proof: We will use the notation (a, b) ❀G (a′, b′) to denote a path connecting the two elements in the
transition graph G and (a, b) →G (a, b′) to denote a one-step transition.

Part (i) is unchanged from [23]. Parts (ii) and (iii) are very similar, so we will only prove part (iii).
If the B-output of R is a singleton, say {α}, then any V ∈ R must be of the form

A
j

α(·) × B(·)
vα, for some v in the A-output of R.

In particular, (see definition of semi-SCC) all A
j

α(·) belong to the same attractor Aj
α of GA,α.

Suppose now that the set πB(R) is an attractor for all v in the A-output of R. Then, to show that
π(R) is an attractor of Gas, it suffices to show that: (1) π(R) is a strongly connected set, and (2) π(R)
contains all its successors. If (1) and (2) hold, then π(R) is indeed a terminal SCC.

To show (1), let (a, b) and (a′, b′) be any two elements of π(R). Then

(a, b) ❀G (a, b′), since πB(R) is an attractor of GB,hA(a)(v = hA(a) ∈ A-output)

(a, b′) ❀G (a′, b′), since a, a′ belong to the same attractor Aj
α of GA,α.

To show (2), observe that there are two forms of successors: either (a, b) →G (a′, b) or (a, b) →G (a, b′).
We want to prove that both (a′, b) and (a, b′) are in π(R). In the first case, since a, a′ belong to the
same attractor Aj

α, it is immediate to see that (a′, b) ∈ π(R). In the second case, since b′ ∈ πB(R) and
πB(R) is an attractor of GB,hA(a), by definition of πB(R) there some exists a′ such that (a′, b′) ∈ π(R).
Recall that the B-output is a singleton so hB(b′) = α. This implies

(a, b′) ❀G (a′, b′) ❀G (a, b′), since a, a′ belong to the same attractor Aj
α of GA,α.

Therefore, (a, b′) ∈ π(R) as wanted.
Remark. The generalization of points (ii) and (iii) of Proposition 1 to multiple A-outputs and

B-outputs is not clear, due to Example I where the spurious attractor Q2 satisfies A-output=B-
output={1,2}. Other examples exist where an attractor of Gas of the same form as Q2 is indeed
and attractor of G (see Example 2 in [11]).

If Proposition 1 cannot be applied, there may be other methods to decide whether an attractor of
Gas is a true attractor, such as identifying invariant sets of the system that contain the given attractor:
examples of this are given below in Propositions 3 and 4.

Example II. To illustrate the relevance of Prop. 1, another theoretical example is now given. The
two systems A and B are more conveniently represented by their asynchronous transitions graphs, one
for each fixed input (Fig. 3). The dimensions are na = 2, nB = 3, pA = 1, pB = 2 and their outputs
are as follows:

hA(a) = (a1, a2)
′, hB(b) = b1.

Note that attractor A1
2 splits into two semi-attractors, A1

21 and A2
23, and the attractor B1

2 splits into
B1

21 and B2
22. The full interconnected system has five variables and hence its dynamics is given by an

asynchronous transition graph G with 25 = 32 states. To compute the attractors of G we needed to
compute a transition graph with 4 × 7 − 8 = 20 states: 4 semi-attractors from system A and 7 from
system B, and 8 transient cross-products (see also Fig. 4).

The Gas of Example II (Fig. 4) has two attractors: Q1 = {A1
11 ×B1

11} and Q2 = {A1
21 ×B1

32, A
1
21 ×

B2
12, A

2
23 × B1

12, A
2
23 × B1

32}. It is easy to check that Q1 = {00000} is an attractor of G, by Prop. 1(i).
Likewise

Q2 = {10111, 10101, 10100, 00111, 00101, 00100}

is also an attractor of G, by Prop. 1(iii): the B-output is a singleton since {hB(b) : b ∈ πB(Q2)} = {1};
the A-output of Q2 is {hA(a) : a ∈ πA(Q2)} = {10, 00}; and, finally, the set πB(Q2) = {111, 101, 100}
is indeed an attractor of both GB,v=10 and GB,v=00.
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Figure 3: Example II: the asynchronous transition graphs of systems A and B, for each fixed input.

Figure 4: Example II: the asymptotic graph of the interconnection of systems A and B defined in
Fig. 3. States inside light shaded squares belong to some attractor; there are two attractors in this
graph. States inside white circles represent known transient state, which can be discarded from the
computation. States inside light shaded circles represent all other states.
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3 Application: a model for E. Coli growth mechanism

The bacteria Escherichia Coli are unicellular micro-organisms (present in the human gut, for instance)
which grow and divide in the presence of a carbon source, such as glucose or other sugars. In typical
experiments, in a carbon rich medium, the bacteria are observed to grow at a constant growth rate,
which is referred to as the exponential phase [25]. In the absence of carbon, the bacteria enter a
stationary phase, with no cellular growth or division. E. Coli use a network of genes and proteins
to detect the presence or absence of carbon sources and respond accordingly, by adjusting their gene
expression levels.

The major players in this nutritional response network are well characterized (see, for instance, [16,
19, 18] and references therein) but, in contrast, it has been difficult to find an appropriate dynamical
expression for modeling the growth rate of E. Coli [25]. In other words, if one wishes to add a model
variable to describe growth rate, what should its mathematical rule be? To overcome this problem,
models often focus on either the exponential or the stationary phases, thereby considering growth rate
to be either constant or zero, respectively [20]. However, such models are not able to describe the
transition from one phase to the other, thus failing to provide intuition on a crucial cellular mechanism.

Growth should depend on the capacity of the bacteria to produce all the different proteins nec-
essary to its development and cellular division. In its turn, the synthesis of any protein depends on
the transcription and translation steps, which are limited, respectively, by the concentrations of RNA
polymerase and ribosomes. To model the many proteins involved in bacterial growth, we will therefore
distinguish between three “classes”: RNA polymerase, ribosomal proteins, and all others will be col-
lectively denoted as “bulk” proteins (as a reference see also [17], where a distinction is made between
ribosomal and nonribosomal proteins). Some models have thus tried to include these effects to obtain
a more accurate expression for growth rate. For instance, one may have a dependence on one step:

Growth rate ∼ RNA polymerase (5)

as tested previously in [26], or in two (or more) steps, each of them separately limiting growth rate,
hence the use of the minimum function:

Growth rate ∼ min{ ribosomal proteins, bulk proteins } (6)

as considered in [17], or

Growth rate ∼ min{ ribosomal proteins, RNA polymerase } (7)

as we considered in [27]. In this Section, our goal is to test these expressions, by interconnecting a well
known nutritional response module with a basic transcription/translation model, using the Boolean
interconnection method described in Section 2.3.

3.1 E. Coli nutritional stress response module

The nutritional stress response network developed in [18] involves three groups of variables, each repre-
senting a different regulatory effect: DNA supercoiling (determined by the enzymes GyrAB and TopA),
carbon response (involving the proteins Crp, Cya), and a global regulator (protein Fis) that sends the
carbon availability signal down to the stable RNAs (rrn). The latter are limiting factors in ribosome
production, and are thus a measure of the growth of the bacteria.

A very brief description of the main biological steps in response to nutritional stress is as follows
(see [18] and references therein): in answer to carbon depletion, the bacteria increase their cyclic
AMP concentration (cAMP); this small molecule will bind to Crp (cAMP receptor protein) to form a
complex that controls the expression of different genes, some involved in the synthesis of enzymes that
allow the bacteria to make use of other carbon sources, others involved in morphological changes and
motility. The complex cAMP-Crp also activates the enzyme Cya (adenylate cyclase), which contributes
to produce cAMP from ATP, and represses the global regulator Fis, a protein which is available at
high concentration during the exponential phase, and is responsible for the control of many other genes.
The protein Fis also represses the complex cAMP-Crp and, among others, it controls two enzymes
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gyr1
gyr2
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fis2
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crp1
crp2

cya1
cya2

rrn1
rrn2
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Figure 5: The interconnection of the fis global regulatory module (left rectangle) and a basic cellular
growth model (right rectangle). Each module has three inputs and outputs: u = (u1, u2, u3), v =
(v1, v2, v3). The dashed lines represent the interconnection: i.e., the output of one system becomes the
input of the other. Bacterial growth rate is internally computed as a function of the external nutrient
sources (Glu), ribosomes (here represented by rrni), RNA polymerase (poli) or “bulk” proteins (which
will be basically represented by crp). Growth rate is first translated into two qualitative levels, W1 and
W2, which signal downstream. The region under hatching represents the new variables and interactions
added to the original model in [18]. Several different forms for fg will be tested (see text).
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involved in DNA topology regulation: Gyrase AB (GyrAB) which induces negative supercoils in the
DNA and Topoisomerase A which restores supercoiling to “normal” levels. Finally, Fis also stimulates
the transcription of stable RNAs, a necessary condition for the production of ribosomes and hence
necessary for bacterial growth.

The model developed in [18] includes a constant external input named “Signal” that represents
nutritional stress, that is, the presence (“Signal”= 0) or absence (“Signal”= 1) of carbon sources, while
the variable rrn is simply an output, as it does not influence the other variables. Growth rate was
summarized into the effect of the complex cAMP-Crp on the other variables, namely Fis, Crp, and Cya.
Depending on the value of “Signal”, the network reproduced two steady states corresponding to the
stationary or exponential phases of E. coli, characterized in Table 1. The two states predicted by this
model are consistent with experimental observations: in the exponential phase, Fis is present at high
levels, as well as stable RNAs, and the cAMP receptor protein is not strongly present. The opposite
happens in the stationary phase.

In our model, the interactions are reorganized in order to include the explicit effect of growth rate.
It is known that the complex cAMP-Crp is growth dependent [28], so we replaced this complex by an
equivalent expression that depends on Crp, Cya, and growth, now represented by the arrows u1, qr and
qy in Fig. 5. The components inside the hatched region in Fig. 5 were not present in model [18], and
the rrn variable did not influence the system. The objective in this paper is thus to refine the effect of
growth in the system, as described below in Section 3.2.

The model [18] consists of a piecewise affine system on six variables, it was further studied in [29, 30,
31] and has been written as an extended Boolean model in [21], using the procedure briefly described
in Section 2. The first Boolean module is formed by the 8 variables corresponding to genes fis, gyr, and
top, since fis is described by 4 Boolean variables and gyr, top by 2 each (see Fig. 5). The rules for this
module are given in the Appendix.

Since each variable may have several discrete values, the Boolean models will use vari, i ∈ {1, 2, . . . , d}
to denote the corresponding d Boolean variables (see Section 2.1) (similarly for the other variables).
The discrete variable can be recovered simply by adding the Boolean variables:

var =

d∑

i=1

vari. (8)

Table 1: The two E. coli modes reproduced by the model [18]. If a variable has more than one value,
this means that the asymptotic solution is oscillatory among those values.

“Signal” fis gyr top crp cya rrn Phase

0 1,2,3,4 1,2 0 1 2 0,1 Exponential
1 0 2 0 2 2 0 Stationary

3.2 The cellular growth module

To test the dependence of growth rate on some of the major model components, we will study a “closed-
loop system”: that is, use the state of the system to construct a mathematical expression for bacterial
growth rate and then feed it back to the system, by letting proteins Cya and Crp depend on it. Thus,
cellular growth rate (represented by µ) now appears explicitly in the model, as an internal variable that
depends dynamically on the state of the system at each instant (see Fig. 5). In agreement with the
variables of the system, growth rate will have two positive discrete levels (translated to W1 and W2, see
equation (9) below). This also implies that the effect of growth on fis, crp and cya has to be updated
relative to the original model [18]. In Fig. 5, there are thus three links (respectively, u1, qr and qy) which
are not fixed for now, but for which several possible combinations will be tested, with a view to better
understand growth signaling (see Section 4). The motivation for building this closed-loop system is to
test the dynamical dependence of bacterial growth rate on the system’s variables, a question which is
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still not well understood. Thus, for this example, an expression for growth rate will be considered valid
if the refined system in Fig. 5 is able to reproduce the same results as the (more schematic) model [18].

As indicated in Fig. 5, the second Boolean module will describe the expression of the genes encoding
for crp, cya, rrn, and will further include pol, to represent the expression of RNA polymerase, the enzyme
responsible for gene transcription (2 Boolean variables each). The presence of carbon sources will be
represented by the external input Glu. Previously [26], we have studied a mathematical expression for
bacterial growth rate that is dependent only on RNA polymerase, for a simple 2-dimensional model.
However, experimental data [17] suggests that ribosomes play a major role, hence we wish to improve
our results by analyzing models that consider different combinations of limiting factors, and checking
their compatibility with known results.

The growth variable, µ, and its downstream signals will be given by:

µ = Glu and fg(rrn1, rrn2, pol1, pol2, crp1, crp2); (9)

W = 2 − µ;

W1 = sign(W );

W2 = max(0, W − 1);

where sign(W ) = 1 if W > 0 and sign(W ) = 0 if W = 0 (by construction, sign(W ) is never negative).
The variables W1 and W2 correspond, respectively, to:

W1 = 1 ⇔ µ ≤ 1, W2 = 1 ⇔ µ = 0.

and satisfy W1 ≥ W2. Following (5)-(7) and (8), different expressions for the function fg will be tested,
namely:

fr
g = rrn1 + rrn2,

fp
g = pol1 + pol2,

f b
g = crp1 + crp2, (10)

frp
g = min(rrn1 + rrn2, pol1 + pol2)

frb
g = min(rrn1 + rrn2, crp1 + crp2),

where the protein Crp is used as a surrogate for the level of expression of “bulk” proteins. In addition,
to describe how the growth rate affects the genetic machinery, two functions need to be chosen: these
correspond to the arrows labeled qy and qr (see below), which will also be a function of W1 and W2.
Several possible combinations will be tested and the final results compared to the original model.

3.3 System interconnection

The full discrete system will thus have 7 variables,

V = (fis, gyr, top, crp, cya, rrn, pol)′,

with discrete levels d1 = 4, dj = 2 for j = 2, . . . , 7 and state space:

Ωd = {0, 1, . . . , 4} × {0, 1, 2} × . . . × {0, 1, 2}.

The extended Boolean model will have 16 variables. As described in Section 2.3, the interconnection of
two input/output asynchronous Boolean networks such as systems (13) and (14), is obtained by setting
u = hB(b) and v = hA(a). Most of the input/output functions are already fixed by model [18]. There
is a new interaction between the two modules, due to the effect of the growth rate in fis, which is
represented by u1 in Fig. 5:

u1 ∈ {W1, W2},
u2 = crp1 or crp2,

u3 = cya1 or cya2,

v1 = fis1,
v2 = fis2 or fis4,
v3 = fis3.

The goal in this paper is the discrimination between different variants of the model in Fig. 5, in order
to choose the mechanism that better represents bacterial response. The variants cover:
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• models for growth rate: fr
g , f b

g , frb
g , and frp

g ;

• interactions between growth signals and the genetic machinery response: qr, qy, and u1.

As remarked above (Section 3.1), the interactions qr, qy, and u1 in some sense replace the effect of the
complex cAMP-Crp on the system, by including an explicit dependence on growth rate. To evaluate
the new rules we will consider that there are two signaling stages, corresponding to the response of
Cya/cAMP (the initial steps in the case of nutritional stress) and of Fis (global regulator). The response
of crp will be timed with one or the other:

qr = u1 or qr = qy.

The following distinct combinations for qy, qr and u1 will be tested:

(I) qy = W1, qr = W1, u1 = W1

(II) qy = W1, qr = W1, u1 = W2

(III) qy = W2, qr = W2, u1 = W1 (11)

(IV ) qy = W1, qr = W2, u1 = W2

(V ) qy = W2, qr = W2, u1 = W2

(V I) qy = W2, qr = W1, u1 = W1

4 Results

As discussed above (cf. Section 3), the goal is to recover the behavior of the system as described in
Ropers et al [18] (Table 1) but now with growth rate “actually computed” by the bacteria, for the
system in closed loop form which uses the state of the system. Various combinations of interactions
and growth rate functions were tested, with the results summarized in Table 2 and discussed below.

Table 2: The attractors for each combination of growth rate function and interactions u1, qr, qy.
Attractors σi satisfy rrn = pol = 0, while attractors αj , j ∈ {2, 4, 24, 48, 52, 72}, satisfy rrn ≥ 1 and
pol ≥ 1 (full characterizations are given in Sections 4.2 and 4.3). The indexes i, j denote the number of
distinct states contained in the attractor. All the attractors of Gas are also attractors of G: either they
satisfy Prop. 1 and/or other methods, as indicated. The highlighted row (∗ ∗ ∗) represents the model
variants which better reproduce Table 1 results (see Section 4.4).

Growth rate function Interactions (11) Attractors, Gas (Glu=1) Attractors, Gas (Glu=0)
Stationary Exponential Stationary

fr
g ,fp

g ,frp
g ,frb

g

I σ4 [Prop. 1(i)] α4 [Prop. 1(i)] σ4 [Prop. 2]
II σ4 [Prop. 1(i)] α72 [Prop. 3] σ4 [Prop. 2]

III,VI σ4 [Prop. 1(i)] α2 [Prop. 1(i)] σ4 [Prop. 2]
∗ ∗ ∗ IV,V σ4 [Prop. 1(i)] α24 [Prop. 1(iii)] σ4 [Prop. 2]

f b
g

I,III,VI σ52 [Prop. 4(i)] α52 [Prop. 4(ii)] σ4 [Prop. 2]
II σ48 [Prop. 4(i)] α48 [Prop. 4(ii)] σ4 [Prop. 2]

IV,V σ24 [Prop. 1(iii)] α24 [Prop. 1(iii)] σ4 [Prop. 2]

As an indication of the computational costs, application of the method presented in Section 2.3 to
compute the attractors for model frp

g , case IV, gave the following results:

• there are eight constant-input asynchronous transition graphs for each system (GA,u, or GB,v);

• on these graphs there are a total of 22 semi-attractors for system ΣA and 20 for ΣB ;

• the total number of vertices in the asymptotic graph is thus 20 × 22 = 440;
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• as remarked in Section 2.3 (and [23]), the number of vertices in Gas can be further reduced by
eliminating those which are known to have no incoming arrow. This leads to only 90 vertices;

• the computational cost of finding the attractors of the interconnected system Σ has therefore been
reduced from analysis of a size 216 = 65536 to a size 90 matrix;

• one should nevertheless consider the cost of computing this size 90 matrix, which involves reach-
ability calculations in the 2 × 8 individual asynchronous transition graphs (the full process was
very fast here, taking between 30-60 seconds for each model variant).

4.1 General properties

Some immediate observations from the results are:

• a common point to all model variants is that, in the presence of nutrient (Glu=1), Gas always
has two attractors which are both attractors of G, by application of Prop. 1(i) or (iii), or other
methods (see Prop. 3, 4).

• for all model variants, the first attractor (σi, i ∈ {4, 24, 48, 52}) has rrn = pol = 0 and the second
attractor (αj , j ∈ {2, 4, 24, 48, 52, 72}) rrn = pol = 1. The first may be said to represent stationary
phase, while the second stands for exponential phase.

• also for all model variants, in the absence of nutrient (Glu=0), there is only one attractor, σ4;
this can be verified directly (see Prop. 2 below). The stationary phase attractor σ4 has four states
and is characterized by:

σ4 : fis = 0, gyr ∈ {1, 2}, top = 0, crp = 2, cya ∈ {1, 2}, rrn = 0, pol = 0. (12)

coinciding with the stationary attractor of model [18] (see Table 1) with the exception of gyr and
cya which oscillate between 1 and 2 (instead of being fixed at 2).

• all models involving the ribosomes or RNA polymerase as a growth rate limiting factor exhibit the
same stationary phase and a similar exponential phase attractors, depending only on the choice
of feedback interactions.

As an example, for model variant frp
g , case IV, the basins of attraction for σ4 and α24 are dis-

connected. The stationary phase attractor is formed of a single vertex, while the exponential phase
attractor is composed of 9 vertices, as shown in Fig. 6. However, all system B semi-attractors coincide
(Prop. 1(iii) is satisfied):

B12
54 = B17

74 = B19
84 = {10111010},

while the A system semi-attractors are characterized by the levels of fis, with either fis = 1,fis = 2 or
fis ≥ 3:

A10
45 = {10000000, 10000010, 10001000, 10001010, 10001100, 10001110},

A11
47 = {11000000, 11000010, 11001100, 11001010, 10001100, 11001110},

A12
48 = {11100000, 11100010, 11101100, 11101010, 11101100, 11101110,

11110000, 11110010, 11111100, 11111010, 11111100, 11111110} .

In practice, the attractor in Fig. 6 can be reduced to (either) one of the horizontal rows, with three
components only. All concentrations are fixed, except for fis, gyr, and top which are allowed to oscillate
in any given increasing or decreasing order, provided that fis ≥ 1 and top ≤ 1.

In the case where no carbon sources are present, it can be shown that all model variants become
the same, and hence exhibit the same stationary phase attractor. This is essentially due to the direct
effect of growth rate on the synthesis of RNA polymerase.
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Figure 6: The exponential growth phase attractor (model frp
g , case IV). Since the B

j
α4 components are

all equal, this attractor can be reduced to (either) one of the horizontal rows, with three components
only (see text for more details).

Proposition 2 Assume that Glu=0. Then, the asymptotic graph for all model variants exhibits only
one attractor, σ4.

Proof : In the case Glu=0, we immediately have the steady state values for rrn and pol:

µ = 0 ⇒ pol1 = pol2 = 0 ⇒ rrn1 = rrn2 = 0

For the interactions W , qy, qr, and u1 it also follows that:

W1 = W2 = 1 ⇒ qy = qr = u1 = 1.

Together with the rules in Appendix, this leads to:

cya1 = crp1 = 1 ⇒ u2 = u3 = 1 ⇒ fisi = hfi

which simplifies to

fis+1 = fis2, fis+2 = fis3, fis+3 = fis4, fis+4 = fis3 and not fis4.

Thus, at steady state, the values for fis satisfy fisi = 0, for all i, which in turn imply that all the outputs
of system A are zero: vi = 0 for all i. The remaining concentrations can now be easily established from
the Boolean rules, so it follows that there is only one attractor and that it is σ4 (12).

4.2 Growth Rate limited by ribosomes or RNA polymerase

For the model variants using fr
g , fp

g ,frp
g , or frb

g , the stationary phase attractor σ4 is always the same
(as described in Section 4.1). The exponential phase attractor, αj , j ∈ {2, 4, 24, 72}, depends on the
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wiring and has j states characterized by :

α2 : fis = 0, gyr ∈ {1, 2}, top = 0, crp = 2, cya = 2, rrn = pol = 1,

α4 : fis = 0, gyr ∈ {1, 2}, top = 0, crp = 2, cya ∈ {1, 2}, rrn = pol = 1,

α24 : fis ∈ {1, 2, 3, 4} gyr ∈ {1, 2}, top = 0, crp = 1, cya = 2, rrn = pol = 1,

α72 : fis ∈ {1, 2, 3, 4}, gyr ∈ {0, 1, 2}, top = 0, crp ∈ {1, 2}, cya ∈ {1, 2}, rrn = pol = 1.

Note that cases IV and V (α24) are similar to the exponential phase attractor of [18] (see Table 1) (the
only difference is rrn now fixed at 1, which seems reasonable for the exponential phase). Cases I,III,VI
(α2,α4) fail to reproduce the levels of fis during exponential phase (here they are fixed at zero). Case II
(α72) also exhibits oscillations in crp and cya, which are not observed in Table 1. This attractor does
not fit into Proposition 1, but an alternative way to show that it is not a spurious attractor, is to note
that the set of states with ribosomes, RNA polymerase and Fis all at discrete level 1 is invariant, so
trajectories cannot leave this set; therefore, an attractor with such properties must exist, with the only
possible candidate being α72.

Proposition 3 Assume that fg ∈ {fr
g , fp

g , frp
g , frb

g }. The set Q = {x ∈ Ωd : rrn = 1, pol = 1, fis ≥ 1}
is invariant.

Proof : From the Boolean rules (see Appendix), it suffices to note that:

rrn = pol = 1 ⇒ µ = 1 ⇒ W1 = 1, W2 = 0 ⇒ qy = qr = 1, u1 = 0

and also

rrn = pol = 1, µ ≥ 1 ⇒ rrn = pol = 1.

And then:

u1 = 0 ⇒ fis1 = h01 ≡ 1 ⇒ fis ≥ 1.

Therefore, the set Q is invariant.

4.3 Growth Rate limited by bulk proteins

For the model variants using f b
g , the exponential phase attractors are characterized as follows:

α24 : fis ∈ {1, 2, 3, 4} gyr ∈ {0, 1, 2}, top = {0, 1}, crp = 1, cya = 2, rrn = pol = 1,

α48 : fis ∈ {1, 2, 3, 4} gyr ∈ {0, 1, 2}, top = {0, 1}, crp ∈ {1, 2}, cya = 2, rrn = pol = 1,

α52 : fis ∈ {0, 1, 2, 3, 4}, gyr ∈ {0, 1, 2}, top = {0, 1}, crp ∈ {1, 2}, cya = 2, rrn = pol = 1.

The stationary phase attractors are similar in all variables except that rrn = pol = 0. Comparison with
Table 1 shows many differences with respect to model [18]. These attractors are also true attractors of
G, as shown by application of the following result.

Proposition 4 Define the sets P0 and P1:

P0 = {x ∈ Ωd : rrn = 0, pol = 0}, P1 = {x : rrn = 1, pol = 1}.

Then:

(i) The set P0 is invariant independently of the function fg;

(ii) The set P1 is invariant if fg = f b
g .

Proof : Invariance of P0 follows directly from the Boolean rules for rrni and poli. For P1, it suffices to
note that the Boolean rules imply (see Appendix): cya ≥ 1 and crp ≥ 1 which imply µ ≥ 1. Then,
rrn = pol = 1 and µ ≥ 1 imply rrn = pol = 1.
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4.4 Model discrimination

Based on the observations above and comparison of Tables 1 and 2, it seems clear that the growth
rate function should depend on the ribosomes and/or RNA polymerase. With this model, at steady
state there is no difference between a dependence on ribosomes or RNA polymerase, although the
transient dynamics do depend differently on these two species (simulations in Section 4.5). (This may
be due to a very simplified model for the transcription/translation steps which is, however, not our
aim to study here.) The model variants corresponding to I,III,VI do not satisfy the properties of the
exponential phase attractor and can thus be eliminated. The interconnection of type II has most of
the correct properties, but it allows the concentration of crp and cya to oscillate, in contrast to the
original model. The cases that better fit the original model are IV and V, whose asymptotic behavior
is indistinguishable. This is consistent with the observations (summarized in Ropers et al. [18]) that:
immediately upon carbon starvation, or absence of carbon source, transcription of the gene cya is
activated, which leads to production of the protein Cya. Phosphorylation of Cya leads to synthesis of
cyclic AMP, which in turn will bind to Crp and produce a complex [cAMP-Crp]. This complex will then
control a variety of genes which are directly involved in the adaptive response of E. coli to a deprivation
of carbon. Among others, it activates crp, and inactivates cya and the global regulator fis.

Furthermore, to establish the transition to exponential phase, and guarantee the presence of global
regulator fis, the wiring interactions should be as in cases II, IV, and V, which all satisfy u1 = W2:
in other words, since W2 = 1 corresponds to µ = 0, fis is inhibited only at low growth rate, as also
observed in [18]. The levels of crp and cya are in agreement with those of Table 1 if crp is activated
at high growth rate level and the inhibition effect on cya is not later than the activation of crp, i.e.,
qr = W2, qy ≥ qr (recall that W1 ≥ W2).

In conclusion, to develop a more detailed continuous model, bacterial growth rate should depend on
the ribosomes. For simplicity, one may even consider the ribosomes to be the only variable influencing
growth rate (besides the external input), because no differences were observed between models with fr

g ,

frp
g , or frb

g .

4.5 Dynamical behavior

By virtue of Theorem 1 and Propositions 1 to 4, we know that any trajectory of the interconnected
model will eventually reach either the exponential or stationary phase attractors, depending on the
initial condition and path in the graph G. To illustrate possible dynamical behaviors, we can generate
trajectories in G, by randomly choosing the variable to be updated at the next instant, according to
the rules. Note that this simulation does not need the graph G to be constructed; but, on the other
hand, such simulations cannot characterize the full behavior of the network. Hence the usefulness of the
asymptotic graph Gas, which can now be completed with some statistical results on initial conditions
and attractors reached.

For the statistical analysis we choose interconnection model IV, and growth rate models frp
g , fr

g , and
fp

g . It must be noted that the asymptotic graph “looses” some trajectories of the full interconnected
system as, to construct Gas, the system is assumed to evolve in one of the constant-input/constant-
output graphs {a}×GB,α or GA,β×{b} until reaching an attractor. In simulations, however, the system
is allowed to switch before reaching an attractor, meaning that the basins of attraction are not really
disconnected as might be suggested by the asymptotic graph.

Monte Carlo simulations of the full model (104 randomly generated trajectories) assume that all
transitions in G are equally probable and show that the two attractors are reached with similar fre-
quencies: for frp

g , a fraction of 0.59 (0.57 for fr
g , or 0.58 for fp

g ) trajectories converge to the exponential
phase attractor.

Note that the invariance results in Propositions 3 and 4 already provide an idea of the basins
of attractions, since they imply notably that initial conditions of the form rrn = pol = 0 (resp.,
rrn = pol = 1) lead immediately to the stationary (resp., exponential) phase attractor. To obtain more
information on the distribution of the basins of attraction, we have further analyzed the probability that
the system converges to either attractor given an initial condition with variable vari = ℓ (where vari

runs over the sixteen Boolean variables of the system and ℓ ∈ {0, 1}). We found that the convergence
to either attractor depends essentially on the initial concentrations of RNA polymerase and ribosomes,
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while all other concentrations play minor roles (in agreement with Propositions 3 and 4). An interesting
observation is that, for all variables except the polymerase, and for any initial condition, the probability
of converging to exponential phase is higher than to stationary phase. It is also evident that the absence
of polymerase immediately prevents convergence to exponential phase. In addition, we observe that all
trajectories converging to exponential phase need to start with an intermediate (or higher) level of RNA
polymerase (pol ≥ 1). Table 3 summarizes the statistics obtained from the Monte Carlo simulations.
Our studies lead to the conclusion that RNA polymerase and ribosomes are both crucial for bacterial

Table 3: Initial conditions and attractor reached, for some model variants, with interconnection of type
IV.

Initial conditions Attractor reached
frp

g , fr
g , fp

g

pol = 0 stationary
pol ≥ 1 and rrn = 0 either
pol ≥ 1 and rrn ≥ 1 exponential

growth, but exert their roles at different times: initially, the presence of RNA polymerase is necessary
to grow and reach the exponential phase (otherwise, if RNA polymerase is absent at time zero, the
bacteria enter the stationary phase even in the presence of carbon sources), while ribosomes can be
absent; at later times, the presence of ribosomes is essential to guarantee the entry into exponential
phase.

5 Conclusions

Several dynamic model variants for bacterial growth rate that consider limitation by availability of the
proteins needed for cell division (RNA polymerase for transcription, ribosomes for translation, or other
“bulk” proteins) were tested and compared to a well established model. The main goal was to analyze
(qualitative) feasibility of the wiring network, as well as the logical coherence of each model variant.
This was accomplished by using a Boolean version of the model for nutritional stress response in [18],
coupled with a basic cellular growth module.

We can conclude that Boolean models provide a useful framework for analysis of a system’s dynamical
behavior, convenient for hypotheses testing and model discrimination. This framework presents several
advantages from a computational point of view, as many tools and algorithms are available for the
study and rigorous analysis of the networks. In particular, using the interconnection of two Boolean
modules, it is possible to compute the attractors of a large network at a much lower cost than with
classical graph theoretical tools. However, the drawbacks of this methodology include problems related
to identifying the two (or more) Boolean modules as well as the corresponding inputs and outputs,
which are not always obvious (see also [23]). As the number of modules and inputs increases, also the
computational cost will increase and a balance must be found. This is a topic that should be further
developed in future work.

A number of interesting points arise from our qualitative analysis. First, it was clear that limitation
of growth rate by the ribosomes is needed in order to correctly reproduce the asymptotic modes, as
well as transient dynamics, of the original model [18]. Second, in the presence of nutrient, our closed-
loop model –where bacteria internally compute their growth rate, rather than responding to an already
fixed signal– has the capacity for bistability (i.e., two asymptotic modes, representing exponential and
stationary phases). Thus the closed-loop model also recovers the correct response to initial conditions:
if both ribosomes and RNA polymerase concentration is very low, then the bacteria cannot grow even
in the presence of nutrient. In the absence of nutrient, only the stationary phase attractor remains, as
should be expected. Finally, by comparison to [18], we were able to discard most of the model variants
and retain several properties necessary to reproduce the original model’s attractors.

Since our main goal was essentially theoretical, we have not fully explored the directions for model im-
provement suggested by our analysis. For instance, a more detailed module for transcription/translation
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including other components besides ribosomes and RNA polymerase, or the modeling of the “bulk” pro-
teins in a more precise way. To conclude, although discrete models are, of course, not appropriate for
a detailed description of a system or to answer more specific questions, this analysis constitutes a very
useful preliminary study of growth rate models. It provides many indications and clues for future work
on constructing a more detailed, continuous model of the system.
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A Boolean rules of the two E. coli modules

The Boolean model for the Fis module is defined by a set of rules which use some auxiliary expressions
of the form h− given below:

fis+1 = (not u1 and h01) or (u1 and h11);

fis+2 = (not u1 and h02) or (u1 and h12);

fis+3 = (not u1 and h03) or (u1 and h13);

fis+4 = (not u1 and h04) or (u1 and h14); (13)

gyr+1 = (not fis3 and not fis4) or (gyr2 and hf3);

gyr+2 = not fis3 and not fis4 and gyr1 and (not gyr2 or top1 or top2);

top+
1 = (not fis3 and not fis4 and top2) or

(hf3 and ((not gyr2 and top2) or (gyr2 and (not top1 or top2))));

top+
2 = 0.

with the auxiliary expressions:

hf2 = fis1 and fis2;

hf3 = fis1 and fis2 and fis3;

hf4 = fis1 and fis2 and fis3 and fis4;

hf4n = fis1 and fis2 and fis3 and not fis4;

h01 = 1;

h02 = (fis1 and gyr1 and not top2) or hf3;

h03 = (hf2 and gyr1 and not top2) or hf4;

h04 = hf4n and gyr1 and not top2;

h11 = ((u2 or u3) and hf2) or ((not u2 or not u3) and h01);

h12 = ((u2 or u3) and hf3) or ((not u2 or not u3) and h02);

h13 = ((u2 or u3) and hf4) or ((not u2 or not u3) and h03);

h14 = (not u2 or not u3) and h04;
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The rules for the cellular growth module can be written as follows:

crp+
1 = 1;

crp+
2 = (not qr and crp1 and not v1) or (qr and crp1 and not (v2 or v3));

cya+
1 = 1;

cya+
2 = (not qy and cya1) or (qy and (hy1 or hy2)); (14)

rrn+
1 = pol1 or rrn2;

rrn+
2 = pol2 and rrn1 and v3;

pol+1 = (sign(µ) and rrn1 and pol1) or pol2;

pol+2 = sign(µ) and rrn2 and pol2;

where the auxiliary expressions are

hy1 = cya1 and (not crp1 or not crp2);

hy2 = cya1 and not cya2 and crp1 and crp2;
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