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Abstract

Random access coding is an information task that has beensaxtly studied and found many
applications in quantum information. In this scenario,calreceives am-bit string z, and wishes to
encoder into a quantum state,, such that Bob, when receiving the state can choose any bite [n]
and recover the input hit; with high probability. Here we study a variant called paigtylivious random
access codes, where we impose the cryptographic propeaititb cannot infer any information about
the parity of any subset of bits of the input, apart from thg kg bitsx;.

We provide the optimal quantum parity-oblivious randomessocodes and show that they are asymp-
totically better than the optimal classical ones. For thig,relate such encodings to a non-local game
and provide tight bounds for the success probability of the-local game via semidefinite program-
ming. We also extend the well-known quantum random accedsscior encoding or 3 classical bits
into a single qubit. Our results provide a large non-contalitly inequality violation and resolve the
main open problem in a work of Spekkens, Buzacott, Keehneif@and Pryde (2009).
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1 Introduction

Quantum information theory studies how information is etembin quantum mechanical systems and how
it can be transmitted through quantum channels. A main muest whether quantum information is more
powerful than classical information. A celebrated resulHolevo [Hol73], shows that quantum information
cannot be used to compress classical information. In higél,lén order to transmit. uniformly random
classical bits, one needs to transmit no less thgnantum bits. This might imply that quantum information
is no more powerful than classical information. This howdsevrong in many situations. In the model of
communication complexity, one can show that transmittingrqum information may result in exponential
savings on the communication needed to solve specific prab{ERaz99, BCWdW01, BJK04, GKKDS,
[RK11]).

One specific information task that has been extensivelyiesiud quantum information is the notion of
random access cod¢RACs) [Nay99[ ANTV99[ ANTVO02]. In this scenario, Alice reives am-bit string
x, drawn from the uniform distribution, and wishes to encadmto a quantum statg,, such that Bob,
when receiving the stafe;,, can choose any bite [n] and recover the input bit; with high probability by
performing some general quantum operatiorpgn

RACs have been used in various situations in quantum infdemand computation, including in com-
munication complexity, non-locality, extractors and @evindependent cryptography [BARAW08, INRY07,
[PZ10/DV10/ LPY 12]. Even though this task seems easier than transmittmertire input string:, it is
known that the length of quantum encodings must be at fe@s} [Nay99]. In fact, the length of classical
encodings can be within a logarithmic additive factor of gs@ntum encodings [ANTV99].

On the other hand, a well-known example shows the advantfgggantum RACs by using a single
qubit to encode two uniformly random classical bits. In ttese, the success of correctly decoding either
bit is cos?(7/8) [BBBW83,[ANTVI9] while the optimal classical encoding caché&ve an average success
probability of 3/4. An advantage can also be proven for the case of encoding tfassical bits into one
qubit as shown by Chuang (sée [ANTV02] for details), but mot£ > 4 [HIN T06].

Nevertheless, a question remained of whether there arentarof RACs, for which we can have an
asymptotically significant advantage in the quantum case. sidw that this is indeed the case for the
so-calledparity-oblivious RACs (denoted here as PO-RACSs). These are the usual RACgheithxtra
cryptographic property that the receiver cannot infer arfigrmation about the parity of any subset of bits
of the input, apart from the single bits.

This cryptographic property means, in particular, thateoseme information about a bit is learned, then
no other information can be extracted about any of the otier Buch a notion has applications in various
areas of cryptography. For example, this is a requiremera étass of classical or quantum protocols known
assymmetric-private information retrieval schem@R) [GIKM98, [KdW04] where one or more servers
have a database, a user chooses an indéxand at the end, the user learmsbut no other bit ofr, ands
remains hidden. A parity-oblivious RAC satisfies the sdgwonditions of a PIR scheme since the index
remains hidden (the RAC is non-interactive) and the usemaaiearn more than one bit of the database.

Random access codes that are parity-oblivious have besideoad before. For example, the previously
mentioned RACs for encoding two or three classical bits ia qubit have this property. It is not hard to
check that for any subset of the inputs of sizer greater, Bob’s reduced density matrix is exactly the
same for the cases where the paritg @ 1. In other words, Bob has no information about the parity. SEhe
encodings violate aon-contextuality inequalitgeveloped by Spekkens, Buzacott, Keehn, Toner, and Pryde
[SBKF09]. This inequality is discussed further in Subseckion 1.3



1.1 Our results

We say that a random access code where every bit can be desitdesticcess probability at Iea%(l +a)
hasbias«. The goal is to find quantum parity-oblivious random acceskes with optimal bias.

In this paper, we provide optimal bounds on quantum patymus random access codes and show
that they perform asymptotically better than the optimassical version.

Theorem 1 (Optimal quantum parity-oblivious random access cadés} anyn € N, a quantum parity-
oblivious random access code mfuniformly random classical bits has bias at me\%. Moreover, this

bound can be achieved usihg/2| qubits andl classical bit.

This is in contrast to the classical setting where the odtamarage-casbias is provablyl /n [SBKTQ9].
We comment further on classical encodings in Subsettidn 1.2

The main idea of the proof of the upper bound is that quantucodings can be studied through their
relation to non-local games. Such equivalences betweenderys and non-local games were previously
noted in [OW10] CKS14]. A non-local game is a game between nam-communicating parties, who
receive some inputs and must produce outputs that satisfg known predicate. A well-known example is
the CHSH game, where the two parties must outputdasdb, whose parity is equal to the logical AND
of their inputsz andy. An important quantity of such games is the optimal succesbkability when the
two parties are allowed to share an arbitrary entangled stahe beginning of the protocol. In [CKS14],
it was shown that certain variants of the CHSH game are elgmivéo some quantum encodings and their
respective success probabilities are equal.

In order to show an upper bound on the bias of quantum PO-RA€djrst define a weaker variant
where only the parities of even-size subsets are hiddenrenbias isaveraged i.e., not worst-case. An
upper bound on the bias of these encodings would imply anrdppend on the bias of general PO-RACs
(since we are relaxing both properties defining PO-RACS).

Then, we study a natural non-local game which we call the IX@REme and show that even-parity-
oblivious encodings witlverage-casbias are equivalent to the INDEX game. In other words, anyfEXD
game strategy with biaa yields an even-parity-oblivious encoding witverage-caseias « and vice
versa. In the INDEX game (parameterized by here), Alice receives an-bit string s, Bob receives an
indext € [n], and Alice and Bob are supposed to output bitsdb such thate © b = s;.

Theorem 2 (Equivalence) For any n € N, there exists a quantum even-parity-oblivious encoding of
uniformly random classical bits withverage-caseias « if and only if there exists a quantuihNDEX™
strategy with biagy.

Last, noting that the INDEX game is an XOR game, i.e., the wigicondition depends on the XOR of
Alice and Bob’s one-bit answers, we use a tight semidefinibgamming characterization [CSUUO08] and
provide the exact optimal quantum bias.

Theorem 3(Optimal quantum INDEX game biaslror anyn € N, the optimal quantum bias of ANDEX"
strategy isl//n.

Since theworst-casebias of a quantum PO-RAC is obviously upper bounded by thienapaiverage-
casebias of a quantum encoding hidigly the even parities, Theorems 2 and 3 show that every PO-RAC
of n uniformly random classical bits has bias at mbs{/n.

To prove this upper bound is tight, we give an explicit camstion of a PO-RAC ofx bits with bias
1/4/n that use§n /2| qubits andl classical bit. This encoding is based on the notiohygderbits[PW12]
and a proof of Tsirelson’s theorein [Tsi87].



We remark that parity-oblivious and even-parity-oblivsaencodings both share the same worst-case and
average-case bias of /n. However, the same is not true if we consideld-parity-obliviousencodings
where the parities are hidden for only odd-size subseta{grer equal t@). Consider encoding a six-bit
string (x1, . .., x¢) Where the first three bits are encoded using Chuang’s PO-RlGianilarly for the last
three bits. It is a straightforward exercise to verify thastis odd-parity-oblivious and that any bit can be
decoded with biag/+/3 > 1/1/6. We leave finding the optimal bounds for odd-parity-oblisscencodings
an open problem.

1.2 Remarks on parity-oblivious classical encodings

We can define parity-oblivious classical encodings sintibathe quantum case (see Secfidn 2 for rigorous
definitions). Moreover, the equivalence stated in ThedrEmol@s in the classical case as well (remarked
in Section[B). To prove a tight upper bound on the bias of gaaity-oblivious classical encodings, we
provide the following theorem.

Theorem 4(Optimal classical INDEX game biasfor anyn € N, the optimal classical bias of dhNDEX"
strategy is\/%(l +O(1/n)).

This theorem, together with the classical version of thavadgnce shows that classical encodings that
are even-parity-oblivious have an optimal average-caseddi %(14—0(1 /n)). Note that, asymptotically,

this value is the same as the quantum value, that is, havirigsadbO(1/\/n). However, differences
arise when one considers encodings that also hide the odipaConsider the following proposition of
Spekkens, Buzacott, Keehn, Toner, and Pryde.

Proposition 1 (Optimal parity-oblivious classical encodings [SBBY]). For anyn € N, a parity-oblivious
classical encoding of. uniformly random classical bits has/erage-case biag mostl /n. Moreover, this
bound can be achieved usitglassical bit.

Thus, there is a difference between the optimal averagesiases of parity-oblivious and even-parity-
oblivious encodings in the classical setting, in contraghe quantum setting.

1.3 Large non-contextuality inequality violations

The basic primitives in an operational theory are prepanatand measurements. A hidden variable model
is preparation and measurement non-contextufalvhenever two preparations yield the same statistics for
all possible measurements then they have an equivalerdgseaqation in the model; and whenever two
measurements have the same statistics for all prepardtienghey have an equivalent representation in the
model [SBKF09]. Similar to non-locality, a non-contextuality inegityalis any inequality on probability
distributions that follows from the assumption that thexists a hidden variable model that is preparation
or measurement non-contextual.

Spekkens, Buzacott, Keehn, Toner, and Pryde [SB8% proved the followingnon-contextuality in-
equality (or NC inequality, for short).

Proposition 2 (Non-contextuality inequality [SBKO9]). In any operational theory that admits a prepa-
ration non-contextual hidden variable model, @#nerage-case bidsr any parity-oblivious encoding is at
mostl /n.



Then, they showed that quantum mechanics violates this MQuedity forn € {2,3}, by noting the
previously mentioned parity-oblivious quantum encodiofjsvo and three classical bits into one qubit with
respective average-case biases\}gfand%. It was left as an open question whether quantum mechanics
violates this NC inequality fon > 4.

Through our analysis, we have shown that the optimal average bias for quantum parity-oblivious
encodings isl/y/n, thus resolving their main open question. This providesnailfaof NC inequality
violations that grow with the input size.

Note, that if there exists a game for which the winning proliigiof any classical strategy cannot devi-
ate from1/2 by more thary; and, moreover, there is a quantum strategy with winning giviity at least
1/2 4+ J,, then we can obtain a violation of ordés/d;, (see [BRSdW12] for details). Hence, to quan-
tify the violation of this NC inequality, we consider theitabf the optimal average-case bias of quantum
parity-oblivious encodings and that of any operationabtii@dmitting a preparation non-contextual hidden
variable model. More precisely, we show an explicit nontegtuality inequality violation of ordey/n.

Theorem 5. For anyn € N, there exists an explicit non-contextuality inequalitsitthrovides a violation of
order y/n.

Note that other large non-contextuality inequality vi@as have been found, see for example the work
of Vidick and Wehner [VW11].

2 Preliminaries and notation

For two matricesX andY of the same size, we us&, Y') to denote the trace inner produit( X*Y").
Next, we provide the definitions of the quantum and classnabdings and of the non-local games we
consider.

2.1 Quantum and classical encodings and random access codes

Definition 1 (Quantum encodings with worst-case and average-casehidsguantum encodingf a string
x € {0,1}" is a set of quantum statdg, : = € {0,1}"} along with a decoding procedure i.e., for eagh
a two-outcome measureme{tM¢, M} : i € [n]} for learning the individual bits of:.

We say the encoding hasrst-case biag if

Prlcorrectly decoding;] = (M, , p,) > %(1 +a), forallz € {0,1}", i € [n].
We say the encoding haserage-case biasif

E E Pr[correctly decoding:;| = 1(1 + a),
zrpu({0,137) irvpa([n]) 2

wherey is the uniform probability distribution.

Definition 2 (Classical encodings with worst-case and average-cases)id classical encodingf a string
xz € {0,1}" is a set of strings{e(z,r) : = € {0,1}",r € {0,1}"} wherer corresponds to private
randomness; along with a decoding procedure, i.e., for gaelfunction f; for learning the individual bits
of z.



We say the encoding hasrst-case bias if

Pr[correctly decoding:;| = Pr[fi(e(x,r)) = z;] > =(1 + «), forallz € {0,1}", i € [n],
where the probabilities are taken over all the random coingVe say the encoding haserage-case bias
if

E E Pr[correctly decoding:;] = E E Prlfile(z,r)) =2 = 1(1 + ),
wp({0,137) irvp([n]) zeop({0,137) irvp([n]) 2

wherey is the uniform probability distribution.

Note that we can define average-case biases over non-urdfsetritbutions. However, we have only the
need for uniform probability distributions in this paper.

In this paper, we are concerned with quantum encodings vdrifidrce certain cryptographic properties.
For example, we enforce that the encodimdessome information about the encoded strindBy informa-
tion beinghidden we mean that there exists no measurement which yields act@uess with probability
greater than that of randomly guessing. In particular, wesicter the case for which certain parities of the
encoded string are hidden.

Definition 3 (S-parities) For a stringz € {0,1}" and subsefS C [n], we define itsS-parity aszg :=
Dics =i

In the definition above, we usually only care about subsesizef2 or greater, but we have occasion to
consider the singleton sets as well.

Definition 4 (Parity-oblivious and even-parity oblivious encodingg)e say a quantum encodinggarity-
obliviousif it has the cryptographic constraint that evesyparity is hidden, that is,

E Pr[correctly decoding:s] = l, forall S C [n], |S] > 2.
z~p({0,137) 2

An even-parity-obliviougjuantum encoding is a quantum encoding such that evegugrity is hidden when
|S| is even.

In this paper, we examine quantum encodings with varyingponsetof bias and parity-obliviousness.
However, we are primarily concerned with bounding the biaparity-oblivious random access codes
defined below.

Definition 5 (Parity-oblivious random access codes) quantumparity-oblivious random access codé
n uniformly random classical bits, denoted hereRG-RAC", with biasa is a parity-oblivious quantum
encoding withworst-caseias a.

Note that the above definition includes the most stringerttodh properties. However, as the analysis
in this paper shows, the optimal bias for PO-RAGs equal to the optimalverage-casdias for quantum
encodings that are even-parity-oblivious. Thus, our d@fimiof PO-RAC" is not too demanding.

Note that the usual treatment of RACs is to analyze the oglahiips between, «, and the dimension
of the encoding. Here, we are not concerned with the encatimgnsion, but rather the ability to achieve
parity-obliviousness.



2.2 Non-local games

In a non-local game, two non-communicating parties, Aliog 8ob, receive some inputsandt, re-
spectively, and must outputandb, respectively, such thds, ¢, a, b) satisfy some specific condition. For
example in the CHSH game, the conditior:i$ b = s - t. The goal is to find the optimal quantum (clas-
sical) success probability of satisfying the condition widice and Bob are allowed to share some initial
guantum state (shared randomness).

We define the following non-local game.

Definition 6 (INDEX game) TheINDEX" game parameterized by here, is the following (XOR) game:
e Alice’s input: Alice receives a randomfrom the setS := {0, 1}".
e Bob’s input: Bob receives a random indeftom the sefl” := [n].
e Winning condition: They win if Alice’s output bitand Bob’s output bib satisfya @ b = s;.

The choice of initial resource state and local measurempetators (that depend on the respective
inputs) comprise atrategy We say that a strategy hb&s « if

E E Pr[Alice’s outputa and Bob’s outpub satisfya @ b = s;] = E
soon({0,137) tropa([n)) 2
The INDEX game turns out to be equivalent to the Retrievalgatudied in[[OW10] which is defined

similarly except the first bit of Alice’s input is always(otherwise the othen — 1 bits are chosen indepen-
dently and uniformly at random). To see the equivalencacadhat in the INDEX game Alice can take her
inputs € {0,1}", defines’ = m & s, wherem fixes the specific bit to a specific value, play the Retrieval
game strategy with inpu{ to generate’, and then outpui := o’ & m (Bob plays the same strategy). Thus,
any strategy for the Retrieval game with biayields a strategy for the INDEX game with biasas well.
We further remark that the quantum bias of the Retrieval garsbBown to be /,/n in [OW10] through the
use of uncertainty relations. Using this result, and thevedgnce to the INDEX game, we have another
proof that the quantum bias of the INDEX gamd j5/n.

(14 ).

3 Equivalence of even-parity-oblivious encodings and INDK" strategies

In this section we prove the equivalence in Theokém 2, repred below.

Theorem 2 (Equivalence) For anyn € N, there exists a quantum even-parity-oblivious encoding of
uniformly random classical bits witaverage-casbias « if and only if there exists a quantuiNDEX"™
strategy with bias.

3.1 From encodings to INDEX strategies

Let us fix an even-parity-oblivious encodidg, : = € {0,1}"} with average-case bias. Let B be the
Hilbert space used for the encoding. Our goal is to constasttategy for INDEX with biasa. For each
pz, We fix a purification|¢,,) of p, in the spaced @ B. Fora € {0, 1}, leta be then-bit string (a, ..., a)
ands be the bit-wise complement of a stringDefine the following state

90 == 3 lalolisalas = 5

1
[1)[s),
\/i ac{0,1}

|0)]4s) + 7



where(Q is a qubit register containing the value of We would like to show that if Bob has the register
of the above state, then he has no information abolote that his reduced stateds = $p, + 1 ps.

The first step is to see that Bob has no information about angypd s (not even of the values of the
singleton bits). Fix an arbitrary, non-empty subSefThe reduced state Bob has fgy = b is given by

% if |S| even

b
O'S =
0% +Lpk  if |S| odd,

wherepl, := 51 Y., .y ps- This shows that ifS| is odd, thers§ = 0. If |S] is even (and nonzero), we
havep = pL since the even parities of the encodifyg. : = € {0,1}"} are hidden (when chosen uniformly
at random). Hence, we havé, = o{. This means that for any nonempty subSeand measuremerit/,
Bob has a maximum probability df/2 of successfully guessings.

In the following lemma, we prove that if an encoding revealsimformation about the parity of any
subset, then the encoding reveals no information aboutttimg s This is intuitively an obvious statement
that we rigorously prove below.

Lemma 1. If an encoding{o; : s € {0,1}"} satisfiesE,.,,{0,1}») Pr[learnss] = 3, for every subse$ C
[n] \ 0, thenos = oy forall s,s" € {0,1}™.

Proof. Suppose for a contradiction that there exists’ € {0,1}" such thats; # o,. Then there exists

a subsefl’ € {0,1}" of size2"~! such thatry = L+ >, ;0 is not equal tory = 515> 70,
see footnof® This means that there exists a two-outcome measuremdmutputs 1 ifs € T and—1
otherwise, with positive bias. We now show for a contradittihat this measurement must also output a
parity of some nonempty subset with positive bias. Defineftinetion f : {0,1}" — {—1,+1}, as the
indicator function ofl” and leth be the measurement outcome. Then

E [b-f(s)] > 0.
seou({0,13)

By taking the Fourier representation of the function, weehav

E [b-fls)l= E : b- D S =D f(8) E - [b-(=1)*]>0.
] ]

SN/J'({O’l}n) SN“({OJ}”L Sg[n Sg[n sN:u'({Ovl}n)

Note thatf(()) = E[f(s)] = 0, implying that there exists a non-empty suhSdor which

E  [b-(=1)*] #0,
seop({0,1}7)

which is a contradiction. O

The above statement means that for eaake havelrp 4|Q2s) (2| = Troa|Q0) (0| In particular, this
means that for any € {0, 1}" there exists a unitary/s; acting onO.A such that U, & I)|Q2) = |s). We
use the stat&,) to define the INDEX strategy:

¢ Alice and Bob share the sta@,) € A® B.

1To see this, take any subsgte {0, 1}" of size2" ' If o7 = o7, then we can findg € T ands’ € T such that, # o,
since all thes; are not equal. We consider the subiBétvhere we add s’} and removes} from T'. We obtaino,: # o .
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e Upon receivings € {0,1}", Alice appliesUs; on O.A such that Alice and Bob shai€;). Alice
measures regist& in the computational basis and outputs the measuremerdroete.

e For Alice’s inputs and outputa, Bob has an encoding, wherex := s & a occurs uniformly at
random. Upon receiving € [n], Bob measure$ just as in the encoding to leann. He outputsh
equal to his guess.

e Alice and Bob win the game i = s; ® a = x; meaning that they win the game if and only if Bob
correctly guesses;.

Since the encoding has biaswe see that with this INDEXstrategy, they succeed with probability

E E Pr[Alice’s outputa and Bob’s outpub satisfya @ b = s]
s ({0,137) trp([n])
= E E Pr[Bob learnsr, from the {p, : z € {0,1}"} encoding
zrop({0,137) trpu([n])
= %(1 + a),

as desired.

3.2 From INDEX strategies to encodings

Suppose Alice and Bob have a strategy to win the INDE®me with biag with starting statéy) € A 5.

On inputs € {0,1}", Alice performs on her side the corresponding measuremaithwgenerates her
outcomea. Let p, , be the state that Bob has when Alice has inpahd outputs:. Definex := s @ a and

let o, be Bob’s encoding of (a weighted sum ob,. o andp; g with the weights given by the corresponding
probabilities). We show thafo, : = € {0,1}"} is an even-parity-oblivious encoding with average-case
biasa.

1. First, it hides the even parities: each even parity &f equal to an even parity &f which is hidden
from the no-signalling principle.

2. Second, Alice and Bob win the INDEXgame with biasy hence,

l(1 +a) = E E Pr[Boblearnss; & a] = E E Pr[Bob learnsz,],
2 s~~pu({0,137) t~pu([n]) wp({0,137) tp((nl)

as desired.

Remark The above equivalence also holds in the classical setting.

4 On the structure of optimal INDEX game strategies

In this section, we prove Theoreils 3 amd 4, reproduced below.

Theorem 3(Optimal quantum INDEX game biaslror anyn € N, the optimal quantum bias of dANDEX"
strategy isl//n.

Theorem 4(Optimal classical INDEX game biasor anyn € N, the optimal classical bias of dNDEX"

strategy is\/%(l +0(1/n)).



4.1 The quantum value

The quantum bias of any XOR game can be found efficiently byimpla semidefinite program (SDP)
[CSUUQS]. The optimization takes place over a matrix indeky s € S andt € T with each entry
corresponding to the expectation of the measurement oatadra fixed game strategy. Such a matrix of
inner products can be written as a positive semidefiniteiratrd the expectation (or bias) of the game
strategy is then an inner product of this matrix and one @oinig the information of the XOR game.

Specifically, the quantum bias of the INDEXame can be calculated as the optimal value of either SDP
below

Primal problem (P) Dual problem (D)
supremum: (B, X) infimum: (e, y)
subject to: diag(X) =e subject to: Diag(y) = B
X=0

where
e diag(X) is the vector on the diagonal of the square malfix
e ¢ is the vector of all ones,

e Diag(y) is the diagonal matrix with the vectgron the diagonal,

_11 0 A (=
° B'_i[AT 0 } whereA; ; := o

For (P), consider the positive semidefinite matkix= Y'Y ", where

vou [ VAZA]

To showX is feasible in (P), one can check that each diagonal entlyisfequal tol from the definition
of A above. Note tha{B, X) := /n2"(A, A) = 1/4/n proving that the quantum bias is at leagt/n
(since the quantum bias is the maximum(&%, X') over all feasibleX).

For (D), lety := [ 5:5 ] whereu,v > 0 (determined later) anels ander are the vectors of all ones
T

indexed by entries ity andT’, respectively. Then

’LLIS —%A
—1AT I
D) T

1
4n22n

I <— wv

1
} 0 — ueri;ZATflz

1 1 : L . 1
NG andu := W theny is feasible in (D). Sincee, y) = 2"u + nv = %
we know the quantum bias is at mdst,/n (since the quantum bias is equal to the minimunieof/) over
all feasibley).

Therefore, the quantum bias is exactl/n, as required.

From above, if we seat :=
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4.2 The classical value

We can assume without loss of generality that Alice and Bebrategies are deterministic. Defihec
{0,1}" as the string of potential answers Bob gives whigris the bit that Bob outputs on inpate [n].
Now let us examine Alice’s strategy. For a fixed inpuif she outputd, they win the game with probability

1
E Pr[bt;ést] = —‘b@S’H,
t~p([n]) n
where|x|y denotes the Hamming weight of a strimge {0, 1}". If she outputd), they win the game with
probability
1
E Priby=s]=1——b® s|n.
t~p([n]) n
Since their strategies are deterministic, Alice shoulghotithe maximum of these two, so
1 1 1 2
max{—\b@s\H,l — —\b@s\H} =_-+ '— ——|b® s|lu - ‘ﬁ - \b@s]H‘ .
n n 2 nl2
Therefore, the classical bias is precisélft,,0.1}+) |5 — |b & 5|z |. The quantityt, 0.1y |5 — [b & su]|

corresponds to the mean deviation of the uniform binomstrithution. This is a well studied quantity and

we know that .
n n
B 5 -1ostl] = /5= (10 (3))

Therefore, the classical biasis /7= (1 4+ O (1)) = /2 (1+ O(4)), as desired.

5 A construction of a quantum PO-RAC" with optimal bias

In this section, we give an explicit construction of a quamt®O-RAC" with optimal bias.

Lemma 2 (Optimal PO-RAC). For anyn € N, there exists & O-RAC" with bias1//n that usesn /2]
qubits andl classical bit.

Our construction builds upon the previously mentioned RAEZsending2 (resp.3) classical bits with
bias1/v/2 (resp.1/+/3). These are the vertices from the corners of a square irstiiban equatorial plane
in the Bloch sphere, and the corners of a cube inscribed iBlheh sphere, respectively. To generalize
this idea to am-cube inscribed in am-dimensional sphere, we use the intuitionhyjperbitswhich is a
way to visualize such unit vectors in a quantum mechanidtihge A full discussion of hyperbits and their
equivalence to certain quantum protocols is beyond theesabitis paper, but we refer the interested reader
to the work of Pawlowski and Wintelr [PW12].

We note that, after the publication of this paper, we becawerethat a similar encoding had been
previously discovered by Wehnér [Weh08], but remained bfiglied.

5.1 The construction

Note LemmdDR is trivially true fom = 1 as the encoding can just be the bit itself. For the rest of the
construction, we assume> 2.

11



Our construction is very similar to a proof of Tsirelson'sthem [Tsi87]. We start by recursively
defining the observables,, 1, ..., Gy, for n > 2, which are used to define the actions of Alice and Bob
in the PO-RAC. Forn = 2 andn = 3, we define

Go1:=X, Gaoa:=Y and Gz1:=X, Gz1:=Y, G33:=72.
We use the: = 3 observables as a base case for a recursive formula:
neven: G,;:=G,1,®X, forie{l,...,n—1}, Gpn=1®Y,
nodd: Gp;:=Gp_2;®X, for ie{l,...,n—2}, Gpn1=1Q®Y, G,pn=1®Z.
Note that these act om /2| qubits@ have eigenvalues 1, and satisfy the anti-commutation relation
{Gr,i,Gn i} =20 ;1.

Define the following operators far € {0,1}" andt € [n]:
= Z(—l)xiGn,i and B, :=G,,.

Note that42 = I, for all z € {0,1}", andB? = I, for all t € [n], so each have:-1 eigenvalues.
The PO-RAC protocol is defined below.

e Encoding states: Alice chooses a uniformly randene {0,1}", creates|n/2| EPR pairs, and
measures the first “halves” with the observaldlgto get an outcome € {—1,+1}. She sends the
second “halves” and to Bob. Bob now has a quantum state encoding the siring

e Decoding procedure: If Bob wishes to learn he measures his EPR halves with the observahle
to get an outcomé € {—1, +1}. He computeg = ab and output®) if ¢ = +1, and1 otherwise.

In the next two lemmas, we show that the worst-case bias sfethtoding i% and that it is parity-
oblivious, thereby proving Lemnia 2.

Lemma 3. In the encoding above, Bob can learpwith bias1/\/n, for anyz € {0,1}",t € [n].
Proof. We can assume at the beginning of the protocol, Alice and Balesthe maximally entangled state

oLz

Mp— T

915 =

The expectation value of the observable= A, ® B; in this state is given by:
2[§J

: (=™
Jlaly Gn,i®GZ kY alkYg =
JZ J;l la(ls k) alk)B i

=21815;,

(C) = (Y|Az @ Bi|¢p) =

MI:

2\We note here that the choice of these observables is notaisind there are applications in the literature that usetsfigh
different observables. However, this particular choicupes the encoding dimension by one qubit whde odd. For example,
for n = 3 our encoding usepn /2| = 1 qubit (as opposed to two) just as in the well-known quantunodimg of three classical
bits into one qubit.
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where the third equality is derived from the anti-commutatielation. We can write

(C) = Pric = +1] = Prc = —1] = (|42 @ B|y)

implying

Pr[Bob outputs D= Pr[c = +1] = 1 14 (—1)*

r P = Prlc = =3 \/ﬁ

Pr[Bob outputs 1= Pr[c = —1] = % [1 _ (—\/1% ]

proving that
1 1
Pr[Bob outputsr;| = 3 <1 + %> 7

as desired. 0

Lemma 4. In the encoding above, the parity of any subset of 3iaegreater is hidden.

Proof. Protocols involving shared entanglement and sending @ssichl bit have limited guessing proba-
bilities for functions such as parity [PWI12]. In particyld@rcan be shown that the biaseg of learningz g

satisfy
Z oz2s <L
5C{0,1}7\0
In the encoding above, we have ,
ot >n- <L> =1
implying g = 0 for all S of size2 or greater, implying it is parity-oblivious. O
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