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Abstract. In this paper, we analyze several variants of a simple mefinogenerating prime numbers with fewer
random bits. To generate a primqéess thane, the basic idea is to fix a constantc ', pick a uniformly random

a < q coprime tog, and choose of the forma + ¢ - ¢, where onlyt is updated if the primality test fails. We prove
that variants of this approach provide prime generationritlyns requiring few random bits and whose output
distribution is close to uniform, under less and less exipersssumptions: first a relatively strong conjecture by
H. Montgomery, made precise by Friedlander and Granvitilentthe Extended Riemann Hypothesis; and finally
fully unconditionally using the Barban—-Davenport—Hafliam theorem.

We argue that this approach has a number of desirable piepedmpared to previous algorithms. In particular:

— it uses much fewer random bits than both the “trivial aldgort (testing random numbers less tharfor
primality) and Maurer’s almost uniform prime generatiogaithm;

— the distance of its output distribution to uniform can be marbitrarily small, unlike algorithms like PRIMEINC
(studied by Brandt and Damgard), which we show exhibitifigant biases;

— all quality measures (number of primality tests, outputa@my, randomness, etc.) can be obtained under very
standard conjectures or even unconditionally, whereas pnegious nontrivial algorithms can only be proved
based on stronger, less standard assumptions like the Hattligwood prime tuple conjecture.

Keywords: Number Theory, Cryptography, Prime Number Generation.

1 Introduction

There are several ways in which we could assess the qualigyrahdom prime generation algorithm, such as its
speed (time complexity), its accuracy (the probabilityt thautputs numbers that are in fact composite), its statibt
properties (the regularity of the output distribution)dahe number of bits of randomness it consumes to produce a
prime number (as good randomness is crucial to key genaraitio not easy to come bg(]).

In a number of works in the literature, cryptographers haeppsed faster prime generation algorithH4[17,16]
or algorithms providing a proof that the generated numbergaeed prime number$$,20,21].

A number of these works also prove lower bounds on the enwbghe distribution of prime numbers they gener-
ate, usually based on very strong conjectures on the regyu@prime numbers, such as the priméuple conjecture
of Hardy—Littlewood [L4]. However, such bounds on the entropy do not ensure thaetdting distribution is statisti-
cally close to the uniform distribution: for example, theymbt preclude the existence of efficient distinguishermfro
the uniform distribution, which can indeed be shown to eixishost cases.

But some cryptographic protocols (including most schenasgt on the Strong RSA assumption, such as Cramer—
Shoup signatures]) specifically require uniformly distributed prime numbéor the security proofs to go through.

Moreover, some cryptographers, like Maurgg]| have argued that even for more common uses of prime number
generation, like RSA key generation, one should prefergbherate primes that are almost uniform, so as to avoid
biases in the RSA modulV themselves, even if it is not immediately clear how suchdsasan help an adversary
trying to factorN. This view is counterbalanced by results of Mihailes2f] [stating in particular that, provided the

* An extended abstract of this paper will appear in the proogsdof ICALP 2014. This is the full version. Moreover, anlesar
preprint version of this paper focused on implementatigeess is also available as IACR ePrint report 2011/481. \téguhto
merge that material into this version at a later stage.
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biases are not too large (a condition that is satisfied by ltharithms with large output entropy mentioned above, if
the conjectures used to establish those entropy bound} todd, asymptotically, they can give at most a polynomial
advantage to an adversary trying to factér This makes the problem of uniformity in prime number getiera
somewhat comparable to the problem of tightness in seawrdhyctions.

To the authors’ knowledge, the only known prime generatigor@hms for which the statistical distance to the
uniform distribution can be bounded are the one proposeddnyr®ft [L9,20] on the one hand, and the trivial algorithm
(viz. pick a random odd integer in the desired interval, mettif it is prime, and try again otherwise) on the other hand
The output distribution of the trivial algorithm is exactipiform (or at least statistically close, once one accoforts
the compositeness probability of the underlying randothémality checking algorithm), and the same can be said
for at least some variants of Maurer’s algorithm, but botthoke algorithms have the drawback of consuming a very
large amount of random bits.

By contrast, the PRIMEINC algorithm studied by Brandt andvigard @] (basically, pick a random number and
increase it until a prime is found) only consumes roughly asyrrandom bits as the size of the output primes, but
we can show that its output distribution, even if it can bevainto have high entropy if the primetuple conjecture
holds, is also provably quite far from uniform, as we demisting4.1 It is likely that most algorithms that proceed
deterministically beyond an initial random choice, inéhgithose of Joye, Paillier and Vaudenayr[L6], exhibit
similar distributional biases.

The goal of this paper is to achieve in some sense the besttoflmrlds: construct a prime generation algorithm
that consumes much fewer random bits than the trivial algarivhile being efficient and having an output distribution
that is provably close to the uniform one.

We present such an algorithm §3: to generate a primg, the basic idea is to fix a constapt~ z' ¢, pick a
uniformly randoma < ¢ coprime tog, and choose of the forma + ¢ - ¢, where onlyt is updated if the primality
test fails. We prove that variants of this approach providme generation algorithms requiring few random bits
and whose output distribution is close to uniform, undes ksd less expensive assumptions: first a relatively strong
conjecture by H. L. Montgomery, made precise by FriedlaagerGranville; then the Extended Riemann Hypothesis;
and finally fully unconditionally using the Barban—Davenpélalberstam theorem.

2 Preliminaries

2.1 Regularity measures of finite probability distributions

In this subsection, we give some definitions on distancesdmt random variables and the uniform distribution on a
finite set. We also provide some relations which will be ukiefbound the entropy of our prime generation algorithms.
These results can be found i2g].

Definition (Entropy and Statistical Distance).Let X andY be two random variables on a finite $etThestatistical
distancebetween them is defined as thenorm?

AX:Y) =Y ‘ Pr[X = 5] — Pr[Y = s].
seS

We simply denote by, (X)) the statistical distance betweéhand the uniform distribution of:

Al(X):Z’Pr[X:s]—r;l’,

sES
and say thaf\ is statistically close to uniforrwhenA; (X) is negligible?

% An alternate definition frequently found in the literaturiéfets from this one by a constant factby2. That constant factor is
irrelevant for our purposes.
* For this to be well-defined, we of course need a family of randariables on increasingly large sétsUsual abuses of language

apply.



Thesquared Euclidean imbalanad X is the square of thé, norm betweenX and the uniform distribution on
the same set:

2
Ax) =3 \ Pr[X =s] — 1/|S]| .
ses
We also define theollision probabilityof X as:

BX) = Pr[X =],

ses

and thecollision entropy(also known as the Rényi entropy) &f is then H2(X) = —log, 8(X). Finally, themin-
entropyof X is Hoo(X) = —log, 7(X), wherey(X) = maxsecg(Pr[X = s]).

Lemma A. SupposeX is a random variable of a finite sef. The quantities defined above satisfy the following
relations:

Y(X)? < B(X) =1/[8|+ A5(X) <~(X) < 1/[S|+ Ay (X), 1)
Aq(X) < Ay(X)/]S]. (2)

2.2 Prime numbers in arithmetic progressions

All algorithms proposed in this paper are based on the keg ttat, for any given integer > 1, prime numbers
are essentially equidistributed among invertible classeduloq. The first formalization of that idea is de la Vallée
Poussin’sprime number theorem for arithmetic progressid®f which states that for any fixed > 1 and anya
coprime tog, the numberr(z; ¢, a) of prime number® < x such thap = a (mod ¢) satisfies:

m(x;q,a) ~ w 3

w=+o0 9(q)
De la Vallee Poussin established that estimate for congtasut it is believed to hold uniformly in a very large
range forg. In fact, H. L. Montgomery conjecture@$,24] that for anye > 0:°

m(z) ‘ 1/2+¢
m(21q,0) — ——| < (2/q q<uw (a,q)=1),
( ) ) (z/q) ( (a,q) = 1)
which would imply that 8) holds uniformly forg < x/log®"* z. However, Friedlander and Granville showdd][
that conjecture to be overly optimistic, and proposed tileiang corrected estimate.

Conjecture B (Friedlander—Granville-Montgomerkrg < z, (a,¢) = 1 and alle > 0, we have:

m(z;q,a) — @‘ < (z/q)Y? - a2t

©(q)

In particular, the estimates) holds uniformly forg < 2'=3¢.

That conjecture is much more precise than what can be prasiad gurrent techniques, however. The best un-
conditional result of the same form is the Siegel-Walfisothe 8], which only implies that 8) holds in the much
smaller rangg < (log ) (for any A > 0).

Stronger estimates can be established assuming the Ext&ielmann Hypothesis (i.e. the Riemann Hypothesis
for L-functions of Dirichlet characters), which giveg p. 125]:

® As is usual in analytic number theory and related subjeatyse the notationg(u) < g(u) andf(u) = O(g(u)) interchange-
ably. A subscripted variable o& or O means that the implied constant depends only on that variabl



This implies @) in the range; < z'/2/1og?*¢ 2, which is again much smaller than the one from ConjecBur€he
range can be extended using averaging, however. The peexgsult under ERH is actually deduced from estimates
on the character sumg(z, x) = > X(p) for nont_rivial Dirichlet characterg mod ¢, and more careful character
sum arguments allowed Turan to obtain the following theare

Theorem C (Turan [27]). The Extended Riemann Hypothesis implies that fog all z:

Z m(x)

m(z;q,0) — ——=| < z(logx)®
a€(Z/qZ)* e

where the implied constant is absolute.

That estimate is nontrivial in the large range< z/log*™*

almostalla € (Z/qZ)*.

Averaging over the modulus as well, it is possible to obtailyfunconditional estimates valid in a similarly wide
range: this is a result due to Barba&) &and Davenport and Halbersta®|.[We will use the following formulation due
to Gallagher12], as stated in7, Ch. 29].

, and implies that3) holds for allq in that range and

Theorem D (Barban-Davenport—Halberstam).For any fixedA > 0 and anyQ such thatz(logz)™* < Q < =,

we have:
> X

q<Qa€(Z/qZ)*

2
m(x;q,a) — % <A 1Zng.

Finally, we will also need a few classical facts regardindeEs totient function (for example b, Th. 328 &
330]).

Lemma E. The following asymptotic estimates hold:

q

o(q) > Toglogg’ (4)
2
B(x) = ¢lq) = ?;% + O(zlog 7). (5)
q<z

3 Close-to-uniform prime number generation with fewer random bits

3.1 Basic algorithm

A simple method to construct obviously uniformly distriedtprime numbers up to is to pick random numbers
in {1,..., x|} and retry until a prime is found. However, this method conssitog, = bits of randomness per it-
eration (not counting the amount of randomness consumediimality testing), and hence an expected amount of
(log z)? / log 2 bits of randomness to produce a prime, which is quite large.
As mentioned in the introduction, we propose the followihgpaithm to generate almost uniform primes while
consuming fewer random bits: first fix an integer
qoca™* (6)

and pick arandom € (Z/qZ)*. Then, search for prime numbetsz of the formp = a+¢-¢. This method, described
as Algorithm1, only consumesog, ¢t = ¢log, = bits of randomness per iteration, and the probability otess at

each iteration is- ’T(;”—/qq“) Assuming that ConjecturB is true, which ensure thaB) holds in the rangef), this

probability is about;/ (¢(q) log x), and the algorithm should thus consume roughly:

()



Algorithm 1 Our basic algorithm.

1—¢

1: Fixqxx
2.0l (Z/qz)* > considered as an element{df, ..., ¢ — 1}
3. repeatforever
4t {0, (=)}
5

6

7

q
pa-+t-q

if p is primethen return p
. end repeat

bits of randomness on average: much less than the triviakialyp. Moreover, we can also show, under the same
assumption, that the output distribution is statisticaltyse to uniform and has close to maximal entropy.

We establish those results §8.2, and show ing3.3 that Turan’s theorem can be used to obtain nearly the same
results under the Extended Riemann Hypothesis. ERH is rifitieat to prove that Algorithmil terminates almost
surely, or to bound the expectation of the number of randdmibconsumes, due to the possibly large contribution
of negligibly few values of.. We can avoid these problems by modifying the algorithnhslig as discussed i§3.4.
Finally, in §3.5, we show that unconditional results of the same type can bsndul using the Barban—-Davenport—
Halberstam theorem, for another slightly different variaiithe algorithm.

Before turning to these analyses, let us make a couple ofrksnoa Algorithm1. First, note that one is free to
choose; in any convenient way in the rang®) ( For example, one could choog@s the largest power @fless than
xz'7%, so as to make Stepvery easy. It is preferable, however, to chogsas a (small multiple of a) primorial, to
minimize the ratiop(q)/q, making it as small asc 1/loglogq ~ 1/loglog z; this makes the expected number of
iterations and the expected amourit ¢f consumed randomness substantially smaller. In thag, Gtep2 becomes
slightly more complicated, but this is of no consequence.

Indeed, our second observation is that Stdp always negligible in terms of running time and consumed ra
domness compared to the primality testing loop that folldwdeed, even the trivial implementation (namely, pick a
randoma € {0,...,q— 1} and try again igcd(a, q) # 1) requiresy/¢(q) < loglog g iterations on average. Itis thus
obviously much faster than the primality testing loop, andsumes« log x log log x bits of randomness, which is
negligible compared to7]. Furthermore, an actual implementation would take achgabdf the known factorization of
g and use a unit generation algorithm such as the one propgskyb and Paillier]6], which we can show requires
only O(1) iterations on average.

Finally, while we will not discuss the details of the printgliest of Step6, and shall pretend that it returns
exact results (as the AKS algorithri] [would, for example), we note that it is fine (and in practigefprable) to
use a probabilistic compositeness test such as Miller+R@4] instead, provided that the number of rounds is set
sufficiently large as to make the error probability negligittndeed, the output distribution of our algorithm thesyst
statistically close to uniform, and the number of iteratigmnever larger.

3.2 Analysis under the Friedlander—Granville—-Montgomeryconjecture

As mentioned above, it is straightforward to deduce fronftiedlander—Granville-Montgomery conjecture that Algo-
rithm 1 terminates almost surely, and to bound its expected nuniliterations and amount of consumed randomness.

Theorem 3.2.1. Assume that ConjectuBeholds. Then Algorithrii terminates almost surely, requir€s+o(1))¢(q)/q-

x

log x iterations of the main loop on average, and consumeﬁ 0(1)) el % bits of randomness on average.

q log

Proof. Indeed, fixg oc 1 ~¢. ConjectureB implies, uniformly ovew € (Z/qZ)*:

m(x)

m(w;q,a) — ——| < (2/q)t? 2t o2/,

©(q)



which is negligible compared to(z)/¢(q) > z°/logz. As a result, we get(z;¢,a) = (1 + o(1))m(x)/p(q) =
(14 0o(1))/¢(q) - =/ log z uniformly overa, and the success probability of the main loop becomes:

m(@ig,a) g 1+o(1)
L+ 52  olg) logax

which implies the stated results immediately. O

Now let X be the output distribution of Algorithr, i.e. the distribution on the set of prime numbets: such
that Algorithm1 outputs a prime with probability exactlyPr[X = p]. Clearly, we have, for alla, ¢) = 1 and allt
such thaty + t - ¢ < x is prime:

As a result, the squared Euclidean imbalanc& a$:

A%(X)z DS ‘Pr[Xza—i—tq]—%

1
T
€(Z/qZ)* at+tq<z prime plg

1 1 1 2 1
- ¥ ol sms -]+ S
rlg

a€(Z/qZ)* </7(q) W(I’q’a) ( )
(z)

1 1 w(x)|? 1
=P, 2, e " Gl Yo

™
ac(Z/q2)*

:

1 log:c 252 o log T /2 log® x 1
< (1)2 Z s ) 22 p(g)a™” < ez S e
ac(Z/q2)*

We can then deduce the following.

Theorem 3.2.2. Assume that Conjectutgholds. Then the output distribution of Algorithirns statistically close to
uniform, and its collision entropy is only negligibly smalthan that of the uniform distribution.

Proof. Indeed, by ), the statistical distance to the uniform distributionsfas:

1
—e/6
A1(X) < A(X)V7(@) €~ /1ng < z7°/8,

which is negligible. Moreover, the collision probability. i

B(X) = % +AX) = W(‘;) (1+O( f%)) _— ) (1+0(z=%)).

m(x
Hence:
Hy(X) = log, (m(2)) — logy (1 + o(z™*/%)) = (Hz)max — o(z™/?)

as required. O

3.3 Analysis under the Extended Riemann Hypothesis

Assume the Extended Riemann Hypothesis, and denatetbg fraction of all possible choices ofe (Z/¢Z)* such
that the error ternE (z; ¢, a) := |7 (x; ¢, a) — 7(x)/¢(q)| satisfiesE (x; ¢, a) > 2°/*. Then, Turan’s theorem asserts
that:

Z E(z;q,a)* < z(logz)?,

€(Z/qZ)*



and the left-hand side is greater or equaite(q) - 2%/ by definition ofa. As a result, we get:

w1=3e/2(

1 2 2
ogx) < (log ) loglog x:
e(q) as/?

and hencex is negligible. Therefore, for all except at most a negligifshction of choices of € (Z/qZ)*, we obtain
that E(z; ¢, a) < z°¢/4, and sincer(z)/¢(q) > 2°/log z, this impliesr(z; ¢,a) = (1 + o(1))7(z)/¢(q) as before.
As a result, under ERH, we obtain an analogue of Thedétrivalid with overwhelming probability on the choice
of a.

o <K

Theorem 3.3.1. Assume ERH holds. Then AlgoritHmerminates with overwhelming probability. Moreover, eice
for a negligible fraction of choices of the clagsnod ¢, it requires(1 + o(1))p(q)/q - log x iterations of the main

loop on average, and consum(es+ o(l)) . # . % bits of randomness on average.

Moreover, using Turan’s theorem and the Cauchy—Schwaquality, we can also establish under ERH alone the
following analogue of Theore®.2.2 regarding the output distribution of the algorithm.

Theorem 3.3.2. Assume ERH holds. Then the output distribution of Algorithmstatistically close to uniform, and
its collision entropy is no more thafi(log log x) bits smaller than that of the uniform distribution.

Proof. Algorithm 1 almost surely produces an output for a given choice ibfand only if 7(x; ¢, a) # 0, and this is
no longer certain under ERH. Therefore, the probability tha algorithm outputs a prime= a + tq < = becomes:

1
PriX =a+tq] = . ,
[ g ei(q) mw(z;q,0)
whereg?(q) = #{a € (Z/qZ)* | m(x;q ) 0}. By the previous discussion on the distribution of the value
m(x; q,a), we know thatp? ( v(q) ( ) As a result, a similar computation as§if.2 gives:
1 1 m(x) 12 w(q)
A2(X) = 7‘7r:v;q,a - + )
N=Tp 2 meal T Gl
7(z;q,a)#0

wherew(q) denotes as usual the number of prime factorg.ofhen, using the coarse lower bounf; ¢,a) > 1
whenr(x; ¢, a) # 0, we get:

S? 4+ w(q)
2 o 2 Twlg)
where:
2
5= | 3 o 22
aG(Z/qZ)* QOI q
2 . N
< Z ’w(:c;q,a) — @’ + Z 77(1;)2‘90((])). ‘P*I(Q)
a€(Z/q2)* 90((1) a€(Z/qZ)* Sp(q (pm(q)
1 2
:Ox1/210x+ qwa‘ @ _’
(@ loga) + fela)m(e)? | 2 s
1 log1 2
< 22 logx + - (;)/2 a< e ?logr + & Z%/i(jixosg/f) < /2 1og z(loglog )?

by Turan’s theorem again. Hence:

2+4¢
9 xlog”™ " x log""™" x
A (X)) < ()7 <— @

7



This is enough to obtain a relatively good bound on the golii€ntropy:
Hy(X) =logy(m(x)) — 1og2(10g3+8 x) = (H2)max — O(loglog z)

but isn’t sufficient for bounding the statistical distane@wever, a direct computation using Turan’s theorem aed th
Cauchy—Schwarz inequality is enough:

1 1 1 1
Al(X): Z W(I’q7a)’90;(q) .w(x;q,a) _7-((53)‘4—2%

a€(Z/qZ)* plg
m(x3¢,0)#0
1 m(x w
3 [ - Sl
a€(Z/qL)" v
m(x3q,0)#0
1 ” logz  1/9, o log®a 1 s logiw
<<m-s. (pz(q)<<7~x log”z - /g < 172 -x < perrR
which proves that the distribution is indeed statisticallyse to uniform. O

3.4 Achieving almost sure termination under ERH

Theorens.3.1above is somewhat unsatisfactory, as we have to ignore @itgglbut possibly nonzero fraction of all
valuesz mod ¢ to obtain a bound on the average number of iterations andsoattdomness consumed by Algorithm
under ERH. But this is unavoidable for that algorithm: as tizered above, it is not known whether ERH implies that
forq oc 217¢, alla € (Z/qZ)* satisfyn(z; g, a) # 0. And if ana exists such that(z; ¢,a) = 0, the choice of that

in Step2 of Algorithm 1, however unlikely, is a case of non-termination: as a rethatexistence of such arprevents
any nontrivial bound on average running time or averageaamss.

We propose to circumvent that problem by falling back to ttvaal algorithm (pick a randonp < x, check
whether it is prime and try again if not) in case too many tiere of the main loop have been carried out. This variant
is presented as Algorithth

Clearly, since Algorithn? is the same as Algorithrh except for the possible fallback to the trivial algorithm,
which has a perfectly uniform output distribution, the auttdistribution of the variant is at least as close to uniform
as the original algorithm. In other words, the analogue afarem3.3.2holds, with the same proof.

Theorem 3.4.1. Assume ERH holds. Then the output distribution of Algorithimstatistically close to uniform, and
its collision entropy is no more thafi(log log x) bits smaller than that of the uniform distribution.

Moreover, as claimed above, we can obtain the followinggtes analogue of Theoreg3.1

Algorithm 2 A variant which terminates almost surely under ERH.
1—¢

1: Fixq < x
2.0l (Z/qz)* > considered as an element{df, ..., ¢ — 1}
3: repeatT = log? z times
$ r—a

4 t<{0,..., =]}

5: p—a-+t-q
6
7
8
9

: if p is primethen return p
. end repeat
. repeatforever

p &AL 2]}
0: if p is primethen return p
1: end repeat




Theorem 3.4.2.Assume ERH holds. Then Algoritiiterminates almost surely, requirés + o(1))¢(q)/q - log z

iterations of the main loop on average, and consu(rzres o(l)) . # . % bits of randomness on average.

Proof. Algorithm 2 terminates almost surely because the trivial algorithnsd@me can estimate its average number

of iterations as follows. Denote by (t) the probability that Algorithn? terminates after exactly iterations, and
w,(t) the probability of the same event conditionallyddeing chosen in Steh We have:

(w;q,0) ' w(w3q,0) :
(- e o=
@a(t) = ﬂ'(a:'qqa) r w(:c)q =Tt m(x) .
(1 — @> (1 — m) . m otherwise.
1
w(t) = — Z wa ().
P9 e loany-

Moreover, the expected numbar of iterations in Algorithm2 is given by N = %" ., tw(t). We can denote by
Na = )45, twa(t) the contribution of a certain choicec (Z/qZ)*. B

Now, recall from§3.3that(z; ¢, @) is within a distance< 23*/* log = of 7(x)/y(q), except for a fractionr <
(log )3 /x=/? of all possible choices af. If we denote byA the set of “bad” choices af, we can write, for alb € A:

1 fort < T,
< t—T—1
@a(t) < (1 - ”(55)) . m(@) otherwise.

Hence, if we let := w(x)/|z], we get:

+o0 too
N, < Zt + Y Q=TT =TT+ 1)/24 ) (T + k)1 - ¢
t=T+1 k=1
N, <T(T+ 1)/2+T§ - 5% <T(T+3)/2+ % < log*z.
On the other hand, far ¢ A, we havet, := l’jr(”f;“f;)J =25 1;;"(1 Therefore:
T “+o0
No=) t1-&) e+ (1-6)" D t1-9" 7"
t=1 t=T+1
1 -~
Ny=—— t1—&) M+ (=8 D -9
Sa t=T+1 t=T+1
+oo
No - gi <1 =&)" Y [T +RA - e+ (T + k)1 - &) 6
@ k=1
Ny = 2| < (=T - T + 1/ +1/6)
1 q
No= | < o ( - 1+ o) 1ogx) 2T +1/€ + 1/€,)
As a result, we obtain:
N = @ Z N, = (1 — O(log® :v/xs/Q)) : (fia + 0(1/1175)) + O(log® x/2°/?) - O(log™ x)

€(Z/qz)*



Algorithm 3 An unconditional variant.

Fix Q o« z(log )~ even

L& {Q/2+1,...,Q)

: aﬁ{O,...,q—l}

: if ged(a, q) # 1 then gotostep2
: repeatT = log? x times

t & {0, (2=}
p—a+t-q

if p is primethen return p
. end repeat

: repeatforever

11:  p&{1,..., 2]}

12: if p is primethen return p
13: end repeat

COXND AW N B

log” z
xe/2

_E—a'i‘O(

as required. As for the expected numkerof random bits consumed by the algorithm, it is given (igngrthe
negligible amount necessary to pickby:

logx(Zt +i:.O(Tth—T)- (t)>
Tog 2 w( € w

t=T+1

) =(1 —i—o(l))%@ -logw

and the stated estimate is obtained by an exactly analogoogidation. O

3.5 Anunconditional algorithm

Finally, we propose yet another variant of our algorithmvibiich both almost sure termination and uniformity bounds
can be established unconditionally. The idea is to no longera fixed modulug, but to pick it uniformly at random
instead in the rangél, ..., Q} whereQ  z(logz)~*; uniformity bounds can then be deduced from the Barban—
Davenport—Halberstam theorem. Unfortunately, si@ds only polynomially smaller tham, we can no longer prove
that the output distribution is statistically close to wmih: the statistical distance is polynomially small insteaith
an arbitrarily large exponent depending only on the coristai©n the other hand, termination is obtained as before
by falling back to the trivial algorithm after a while, andhsggq is often very close ta:;, we get an even better bound
on the number of consumed random bits.

Our proposed unconditional algorithm is described as Algor 3. It picks the pair(g, a) uniformly at random
among pairs of integers such that {Q/2 + 1,...,Q} anda is a standard representative of the classeZjyZ)*.
There are:

FQi= Y ¢la)=#Q) - 2(Q/2) = 5@ +0(QlogQ)
Q/2<q<Q

possible such pairs, and we claim that for all except a patyialy small fraction of thems(z; ¢, a) is close to
m(x)/¢(q). Indeed, denote by the fraction of all pairdq, a) such that:

E(x;q,a) := ‘w(x;q,a) — %’ > (1ogx)3A/4.

Sincern(z)/¢(q) > 2/Q « (logx)*, we getr(z; q,a) = (14 o(1))7(x)/¢(q) for all pairs(q, a) except a fraction
of at mosta. Moreover, we have the following trivial lower bound:

Z Z E(x;q,a)Q > [aF(Q)] . (10gx)3A/2_

Q/2<q<Q a€(Z/qZ)*
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On the other hand, the Barban—Davenport—Halberstam timeeresures that the sum on the left-hand sideis
z@Q/log Q. As aresult, we get:

(log z) =342 2Q < z(log z)~34/2 < z(log z)~34/2 < 1
F(Q) log @ QlogQ z(logz)= A+t (logz)4/2’

This allows us to deduce the analogue of TheoBef2for Algorithm 3.

a <L

Theorem 3.5.1. Algorithm3 with A > 6 terminates almost surely, requirés+ o(1))(q)/q - log x iterations of the
main loop on average, and consumes:

log xloglog x

¢(q)
(A + 0(1)) ) q ’ log 2

bits of randomness on average.

Proof. Algorithm 3 terminates almost surely because the trivial algorithnsd@me can estimate its average number
of iterations as follows. Denote by (t) the probability that AlgorithmB terminates after exactly iterations, and
wgy,(t) the probability of the same event conditionally to the gaiiz) being chosen in Stefs-4. We have:

@g,a(t) = <1 - 172%;{%1 >t1 ' lﬁixig%% fort < T
. (1 B %)T (1 - %?)tTl : % otherwise.

1
w(t) = m Z Z wq,a(t)

Q/2<q<Q a€(Z/qZ)*
Moreover, the expected numbar of iterations in Algorithm2 is given by N = Zt21 tw(t). We can denote by

Ny,a = >4~ twg,q(t) the contribution of a certain choige, a).

As we have just seem,(z; q,a) = (1 + o(1))7(z)/¢(q), except perhaps for a fractien < (log z)~4/2 of all
choices of(q, a). If we denote byA the set of “bad” choices dfy, a), we can write, as before, that for &ll, a) € A:

1 fort < T,
at < t—T-1 .
@gat) < (1 _ @) @) otherwise.

z] Ed

Hence, if we lett = w(x)/| x|, we again obtain:

T +oo
1
Z Y t1-r TS T(T+3)/2+ - < logx.
t=1 t=T+1 £
. m(wmgae) _ _q  14o0(1) .
On the other hand, fdig, a) ¢ A, we havet, , = ] < (g Togz . Therefore, as before:

q

1 1
[Naa = | S e (= (1 o) logr) - (27 +1/6+1/650) < =

As a result, we get:

—%z > N

Q/2<9<Q ac(Z/q2)*

F
:( log:c A/Q))-(%—i—

q,a

O(l/xl_e)) + O((log a:)_A/Q) -O(log? z)
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Algorithm 4 An variant of Algorithm3 with no fallback.
1: FixQ o z(logz)~* even

2 ¢&{Q/2+1,...,Q}

3: a<$;{0,...,q—1}

4: if ged(a, q) # 1 then gotostep2
5: repeatforever

6:  t<&{0,..., 2]}

7. pa-+t-q

8: if p is primethen return p
9: end repeat

$q.a q
as required, sincé — A/2 < 1. As for the expected numbét of random bits consumed by the algorithm, it is now
given by:
T +oo

Aloglogx Aloglog z log x
R="°"°"N"¢.o(t T 2250 L (4 —T)- -t
log 2 ; w( )+t:2T;_1 ( log 2 + ) 10g2) =(?)

where we have again ignored the random bits necessary tdtggbair(q, a), since we need onl éff’(?gf) ~ m2/6

iterations of the loop from Stepto Step4 to select it, and hena@(log ) random bits. The stated estimate is obtained
by essentially the same computation as/far O

We now turn to estimates on the uniformity of the output distiion of the algorithm. For that purpose, we
consider instead the output distributidh of Algorithm 4, the variant of Algorithm3 in which no bound is set to
the number of iterations of the main loop (Stép$), i.e. with no fallback to the trivial algorithm. Clearlyinge the
trivial algorithm has a perfectly uniform output distrilmr, the output distribution of Algorithr is at least as close
to uniform asX.

Theorem 3.5.2. The output distribution of Algorithr (and hence also Algorithi3) has a statistical distancg; <«
(log x)(1=4)/2 to the uniform distribution. In particular, this distance polynomially small as long a4 > 1.

Proof. Algorithm 4 produces an output (almost surely) for exactly those clsadé;, a) such thatr(x; ¢, a) # 0. Let
us denote by (@) the number of such choices. Clearly, with notation from a&jeve have:

FEQ= Y ¢ile and 1-a<2@ oy

Q/2<q<Q
Then, the probability that Algorithm outputs a given primg < xz can be written as:
1 1
PriX =p] = >

F3(Q) 5zaco ™@ig,p mod g)
riq

Therefore, we have:

Al(x>:z\pr[xzp]_%’
1 1 1
_g Fx(Q) Q/§<Q7T(x;q,pmodq) N m(z)

pta
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r p<z | Q/2<q<Q ' Q/2<q<Q g
piq
<1t Z Z ’ 1 _yala) ‘ Z Z ©x(q)
F3Q) = i ' (@ig:pmod q) - w() ) = 0iTien 7(x)
plq plg
1 ~ ¢ila) 1 w(q)ps(q)
w2 Xl A EEE Y :
Fx(Q) a/icicais: (z3q. pmod o w@) |l Q)= @)
L O(log Q)
< > @) - gr@ng 0| + T
Ex(Q)m(x) 0o m(x)
a€(Z/qZ)*

We can then bound the sum ot a) of |7 (z) — ¢} (q)m(2; q,a)| asD + D*, where:

D= 3 |r@) -¢@r(ziga)] and D= 3 |e() - ¢ila)] - 7wsg0)
Q/2<4<Q Q/2<4¢<Q
a€(Z/qZ)" a€(Z/qZ)"
Now, on the one hand:
D= > |el@-¢i@ Y. w(x;q,0)
Q/2<q<Q a€(Z/qZ)*

< (F(Q) - F;(Q)) - 7(x) < aF(Q)n(x) < 2”(logx) >4/,

and on the other hand, applying the Cauchy—Schwarz inéguaald the Barban—Davenport—Halberstam theorem:

T

D= > ¢()- ’( jq,a ——’_Q > ‘(x;q,a)—((—;

Q/2<q<Q Q/2<q<Q LA\
a€(Z/qZ)* a€(Z/qZ)"

< Q / l <<J7 IOgI —5A/2— 1/2

As a result, we obtain:

1 o (logz)24+! z? !
" (D+D") < 23 ’ (log )54/2+1/2 < (log z)(A=1)/2"

4 Comparison with other prime number generation algorithms

In this section, we compare other prime number generatgorighms to our method. I§4.1we show that the output
distribution of Brandt and Damgard’s PRIMEINC algorithhébits significant biases (a fact that is intuitively clear
but which we make quite precise), andsih 2, we discuss the advantages and drawbacks of our method cedrpa
that of Maurer, as the only previous work emphasizing a dosaiform output distribution.

4.1 PRIMEINC

Previous works on the generation of prime numbers, such,a6]] provide a proof (based on rather strong assump-
tions) that the output distribution of their algorithm hasemtropy not much smaller than the entropy of the uniform

13



distribution. This is a reasonable measure of the inaldlitysn adversary to guess which particular prime was output
by the algorithm, but it doesn’t rule out the possibility afiging some information about the generated primes. In
particular, it doesn’t rule out the existence of an efficidistinguisher between the output distribution and thearnif
one.

Consider for example the PRIMEINC algorithm studied by Bitsand Damgard in4]. In essence, it consists in
picking a random integey < x and returning the smallest prime greater or equgl tbhere are some slight technical
differences between this description and the actual PRNME] but they have essentially no bearing on the following
discussion, so we can safely ignore them.

It is natural to suspect that the distribution of the outpiuthis algorithm is quite different from the uniform
distribution: for example, generating the second primetefia prime pair, i.e. a prime such thap — 2 is also prime,
is abnormally unlikely. More precisely, if one believes tivn prime conjecture, the proportion of primes of that form
among all primes up ta: should be~ 2¢,/log 2, wherecs ~ 0.66 is the twin prime constant. On the other hand,
PRIMEINC outputs such aif and only if it initially picks iy asp or p — 1. Therefore, we expect the frequency of such
primesp in the output of PRIMEINC to be much smaller, abdu /(log )2. This provides an efficient distinguisher
between the output of PRIMEINC and the uniform distribution

More generally, it is easy to see that the method usedl]iig] obtain the lower bound on the entropy of the
output distribution of PRIMEINC can also provide a relalwkarge constant lower bound on the statistical distance
to the uniform distribution. Indeed, the method relies amfibllowing result, obtained by a technique first proposed
by Gallagher13].

Lemma F ([4, Lemma 5]). Assume the prime-tuple conjecture, and lek}, (x) denote the number of primes< =
such that the largest primgless tharp satisfiep — ¢ < h. Then for any constan,

x

F)\logz(x) (1 _67)\)(1 +0(1))

- log x
asr — +0o0.

Now, the probability that the PRIMEINC algorithm outputsxefilp can clearly be written ad(p)/x, whered(p)
is the distance betweenand the prime that immediately precedes it. V¥t be the statistical distance between the
output distribution of PRIMEINC and the uniform distribomi. We have:

d(p) 1 2logz  logx
A/ = —_— —
! Z x m(x) Z x x
p<z p<x
d(p)>2logx

for z > 17 in view of the already mentioned classical bout{d) > x/logx for 2 > 17. By LemmaF, this gives:

log x

Al > Frlogz(z) = (1— e ?)(1+0(1)) > 0.86 + o(1)
asxz — +oo, and in particularA] admits a relatively large constant lower bound (at leashé believes the prime
r-tuple conjecture on which the entropy bound is based).

Since the entropy lower bounds for other prime generatigarghms like [L6] are based on the same techniques,
it is very likely that their output distributions can simiabe shown to be quite far from uniform.

4.2 Maurer’s algorithm

In [19,20], Maurer proposed a prime generation algorithm based omiesiprinciple as Bach'’s technique to produce
random numbers with known factorizatiol][ This algorithm has the major advantage of producing a alitgn
certificate as part of its output; as a result, it generatgsmnovable primes, contrary to our method.

Additionally, in the standard version of the algorithm, thistribution of generated primes is heuristically close to
uniform. More precisely, this distribution would be exgathiform if the following assertions held:

® To wit, Brandt and Damgard restrict their attention to odanbersz/2 < y < z, and set an upper bound to the number of
iterations in the algorithm
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1. The distribution of the relative sizes of the prime fastof an integer: of given lengthconditional to2z + 1
being prime is the same as the distribution of the relatizessof the prime factors of a uniformly random integer
of the same length.

2. That distribution is, moreover, the same as the asynguoe (i.e. as the length goestax), as computed using
Dickson’sp function.

Assertionl is a rather nonstandard statement about prime numbers,dwg&Vipoints to some heuristic arguments that
renders it quite plausiblelB], at least asymptotically. Assertichis of course not exactly true, and it seems difficult
to quantify how much this affects the output distributiont probably not to a considerable extent.

That standard version of the algorithm, however, has a gonabability of not terminating, as discussed 20|
§3.3]. To circumvent that problem, Maurer suggests a modifinao the algorithm which introduces biases in the
output distribution. If it is used, the algorithm will in gazular never generate primgsuch tha{p — 1) /2 has a large
prime factor. This provides an efficient distinguisher frtime uniform distribution (exactly analogous to the “twin
prime” distinguisher of the previous section), since eafe primes have non negligible density. There are other ways
to avoid cases of non-termination that do not affect the wiudigstribution to such an extent (such as some form of
backtracking), but Maurer advises against them becausedatge performance penalty they may incur.

Furthermore, the pape2()] also describes faster variants of the algorithm that a® é®ncerned with the quality
of the output distribution, and they do indeed have outpuds$ &re very far from uniform, typically reaching only
around 10% of all prime numbers.

More importantly, the main drawback of Maurer’s algorithongared to our method is likely the amount of
randomness it consumes: it is within a small constant famfttine amount consumed by the trivial algorithm. In fact,
if we neglect everything but the last loop of the topmost steghe recursion, and count as zero the cases when the
recursion has more than two steps, we see that the averagmaoigandomness used by the algorithm is bounded
below byc times the corresponding amount for the trivial algorithrhgne (with the notations oD, Appendix 1]):

1 1
CZ/ (l—ar)dFl(x):/ (l—x)d—aj:logZ—lZO.lQ
1/2 1/2 4 2

and we only counted a very small fraction of the actual randess used!

As a result, in context where random bits are scarce and piyncartificates are not required, it seems that our
method offers a rather better trade-off than Maurer’s allgor. the uniformity of the distribution is easier to estit@a
in our case, and we use much less randomness. Moreover, Migual® 20, §4.3] that an efficient implementation of
his algorithm is about 40% slower than the trivial algorithmmereas Algorithnm is easily 5 times as fast in practice.

On the other hand, if proofs of primality are considered intguat, it is clearly better to rely on Maurer’s algorithm
than to use our method and then primality proving.
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