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Abstract

Previous papers have proposed to add memory registers to the individual dynamics of
discrete-time linear agents to move faster towards average consensus under interactions
dictated by a given but unknown graph. They have proved that adding one memory slot
per agent allows faster convergence. We here prove that this situation cannot be improved
by adding more memory slots. We conclude by discussing a more general framework for
our result in an algorithmic context.

1 Problem definition

The basic consensus algorithm in discrete time [1] writes

x(t+ 1) = x(t)− αLx(t) , x = [x1; x2; ...xN ] ∈ R
N , (1)

where xi ∈ R is the state of agent i, α > 0 is a gain, and L is the Laplacian matrix char-
acterizing interactions among agents: component j of Lx equals

∑N
i=1

wj,i (xj − xi) with
weights wj,i ≥ 0. Usually L contains many zeros, as each agent interacts with a limited
number of fellows. For the algorithm to compute the average of the initial values xi(0), we
assume wj,i = wi,j for all i, j. The Laplacian is then symmetric nonnegative definite, and if
the interactions form a connected graph it has a single eigenvalue λ1 = 0 with eigenvector
v1 = [1; 1; ...1], i.e. consensus. Correspondingly, the average 1

N

∑N
i=1

xi(t) is invariant under
(1). When (IN − αL) has nonnegative entries, with IN the N × N identity matrix, it can
equivalently be viewed as the transition matrix of a Markov chain; symmetric L implies that
the limiting distribution is uniform.

For time-invariant L, the convergence speed of (1) is dictated by the largest eigenvalue, in
modulus, of (IN − αL) excluding the trivial λ1 = 0. In the orthonormal basis corresponding
to the eigenvectors of L (so-called “modes”), the system decouples into

x̃i(t+ 1) = (1− αλi)x̃i(t) , i = 1, 2, ..., N, (2)

with x̃i the coefficient of mode i. If we only know that the eigenvalues of L belong to an
interval λi ∈ [λ, λ̄] ⊂ R>0 for i = 2, 3, ..., N , then the convergence speed — in terms of
eigenvalues of (2) guaranteed over all λi ∈ [λ, λ̄] — is optimal when α is selected to satisfy

(1− αλ) = −(1− αλ̄). This gives α = 2

λ̄+λ
and worst eigenvalue µ = λ̄−λ

λ̄+λ
.
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In practice, the time step of discrete-time consensus is mostly limited by communication
speed, much more rarely by local computation power. Hence [2] and later [3, 4, 5] propose to
improve convergence speed by adding local dynamics to each agent, namely a memory slot:

xi(t+ 1) = xi(t)− α

N
∑

j=1

wi,j (xi(t)− xj(t))− β1(xi(t)− xi(t-1)) . (3)

The papers analyze in detail only this case of one memory slot and prove that with β1 < 0 it
allows faster convergence. This spurs the natural question:
How much can be gained by adding more memory to the system?

The answer is strictly nothing , as we prove in the present paper:

Theorem 1: Consider a consensus dynamics with memory slots, of the type:

xi(t+ 1) = xi(t)− α

N
∑

j=1

wi,j (xi(t)− xj(t))−
M−1
∑

k=1

βk(xi(t)− xi(t− k)) , (4)

where α, β1, β2, ..., βM−1 can be freely chosen in R while the wi,j = wj,i are fixed and define
a symmetric Laplacian L. If we only know about L that its nonzero eigenvalues λi belong
to [λ, λ̄] ⊂ R>0, then the fastest convergence guarantee1 is obtained by taking βk = 0 for all
k > 1 and optimizing α, β1 for a one-memory-slot consensus as in [2].

Remark 1: In [2] and related work, it is mentioned that β1 < 0 is necessary to get any
acceleration over the memoryless case. As an auxiliary result, it is not difficult to show for
(4) that if we are restricted to βk ≥ 0 for all k then no acceleration with respect to the
memoryless case can be achieved.

The fact that the eigenvalues of L can take any values in [λ, λ̄] is important for the
property to hold. If more is known about the λi, then there are faster solutions (see Remark
2 at the end of Section 2). The following proof for Theorem 1 is a polynomial analysis. We
currently have no satisfactory intuitive explanation. It should be linked to gain-robust optimal
(“ensemble optimal”) control, although in discrete-time we are not aware of the corresponding
result. Equivalently, it is an optimal control problem for a so-called (non-symmetric) interval
matrix or linear parametric uncertainty system, along the lines of Kharitonov’s theorem.
Unfortunately the latter does not generalize easily to discrete-time systems [6, 7], it is hence
unclear how this approach might yield an analytical fastest convergence result. Theorem
1 probably also links to information theory, considering an agent symmetrically exchanging
data with a poorly characterized network.

2 General reformulation

As all the agents have the same local dynamics, (4) is still decoupled into the modes of L:

x̃i(t+ 1) = (1− αλi)x̃i(t)−
M−1
∑

k=1

βk(x̃i(t)− x̃i(t− k)) .

1worst eigenvalue of (4) over all λi ∈ [λ, λ̄]
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The convergence speed for each mode is governed by the roots of

P (z) = zM − (1− αλi)z
M−1 +

M−2
∑

k=1

βM−k−1 (z
M−1 − zk) . (5)

This set can also be seen as an ensemble of closed-loop systems resulting from proportional
feedback with different gains λi. We then want to design the (unique) plant α, β1, ..., βM−1 to
get the fastest possible worst-case performance over the ensemble of feedback gains λi ∈ [λ, λ̄].

2.1 Optimal solution with one memory slot

The optimal tuning [2] for M = 2 can be obtained as follows. Note that β1 ≥ 1 always
leads to an unstable eigenvalue. Then explicitly write the roots z± of P (z) as a function of
λ′
i = (1− αλi − β1)/(1 − β1).

• We observe that for fixed β1, the worst root of P (z) is a monotonically increasing function
of |λ′

i|. Thus for fixed β1, we choose α such that (1−αλ−β1) = −(1−αλ̄−β1) =: µ (1−β1)

and get µ = λ̄−λ

λ̄+λ
. Indeed this minimizes maxi(|λ′

i|), hence the worst root for given β1.

• Assuming this optimal α for each β1, and considering the worst Laplacian eigenvalue |λ′

k| =
µ, we observe that the associated max{|z+|, |z−|} is minimized when β1 is chosen to satisfy
z+ = z−. Furthermore, we observe that for |λ′

j | < µ the roots will then be complex and have
the same modulus as for |λ′

k| = µ. This determines the optimal values

β1 = −( 2

µ2 − 1) + 2

µ2

√

1− µ2 < 0 ,

|z±| = ν :=
1

µ
−

√

1

µ2
− 1 ∀λj ∈ [λ, λ̄] .

This ν increases with µ. For µ = 1-ε, we have ν < 1-
√
ε and the bound gets tight as ε → 1.

2.2 General comparison form

As our goal is to show that one memory slot is optimal, we reformulate (5) using the just
computed result. We first reformulate the effect of α. Starting from

P (z) = (z − 1)zM−1 + αλiz
M−1 + (z − 1)PM−2(z)

with completely free polynomial PM−2(z) of order M − 2, we take α∗ the optimal value from
Section 2.1 and multiply by α∗/α to obtain

P∗(z) = α∗ λiz
M−1 + (z − 1) (α∗

α
zM−1 + P ′

M−2(z))

for some other polynomial P ′

M−2
. This is well-defined since α = 0 is not an option: it would

mean zero use of network information. The last bracket now contains a free polynomial of
order M − 1. Separating out the choice that would retrieve the case of Section 2.1, we write:

P∗(z) = (z − νeiθk)(z − νe−iθk)zM−2 + (z − 1)PM−1(z) .

The first term represents the optimal polynomial when using only one memory slot. As
explained above, the roots in that case have a constant modulus ν for all λ′

k and their phases
span the values from θk = 0 for λ′

k = µ through to θk = π for λ′

k = −µ. The second term,
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with a free polynomial PM−1 of degree at most M−1, represents all changes that are possible
by modifying α, β1 and by adding further memory slots with weights β2, β3, ..., βM−1.

To prove Theorem 1, we must show that for any PM−1(z), there will always be a θk for
which P∗(z) has a root of modulus ≥ ν. Defining y = z/ν, we must equivalently prove that
for any ν and P ′

M−1
, there exists a θk for which

P ′(y) = (y − eiθk)(y − e−iθk)yM−2 + (y − 1

ν
)P ′

M−1(y) (6)

has a root of modulus ≥ 1. This looks like a discrete-time robust (in)stability question.
Surprisingly, we know no standard result that would straightforwardly answer it. Hence we
provide an answer by explicitly analyzing P ′ in the complex plane.

Remark 2: It is important to insist that we examine the worst possible roots over all λk in
the interval [λ, λ̄], hence over all θk ∈ [0, π]. Indeed, if more is known about the λk, then it
is possible to better speed up the system e.g. with so-called polynomial-based algorithms [8,
9, 10]. In the extreme case where L has M different eigenvalues whose values are exactly
known, it is possible to construct a polynomial of order M that achieves deadbeat convergence
on each eigenvalue of L at a time, with simple periodic algorithms. These can be translated
to invariant memory-slot-based dynamics at least for specific initializations.

3 Proving: any P ′(y) has a |root| ≥ 1 for some θk

The roots of P ′(y) are the points in the complex plane where

P1 := (y − eiθk)(y − e−iθk)yM−2 and

P2 := ( 1
ν
− y)P ′

M−1(y)

have both the same phase modulo 2π and the same magnitude. We examine such points as
a function of the roots of P1 and P2. P1 has M − 2 roots at zero and two complex conjugate
roots on the unit circle, which we should place for the worst for each given P2. The latter has
degree M −g for some g ≥ 0, it has at least one root 1/ν > 1 on the positive real axis, and all
other roots basically free. Note that the magnitude of polynomials is continuous everywhere,
while the phase modulo 2π is continuous everywhere except at roots.

Let us first exclude a special case. If P2 has a root y∗ on the unit circle, then taking
eiθk = y∗ readily assigns this same root to P ′, hence it trivially has a root of modulus ≥ 1;
thus it cannot improve the single-memory-slot case. The remaining P2 candidates have the
following property.

Lemma 3.0: For any given P2 with no roots on the unit circle, there exists a δ > 0 such that
for |y| ≥ 1 we have: |P1(y)| > |P2(y)| whenever y is in a δ-neighborhood of a zero of P2 and
conversely |P2(y)| > |P1(y)| whenever y is in a δ-neighborhood of a zero of P1.

Proof: Since the zeros of P1 are disjoint from those of P2 for |y| ≥ 1, we have whenever y1 is
a zero of P2: limy→y1(P2(y)/P1(y)) = 0. We can then build a circular neighborhood around
each such zero where P2(y)/P1(y) < 1. After doing the same around zeros of P1, we take δ
to be the minimum radius over all the neighborhoods. �
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3.1 A link with root locus analysis

We will consider the locus in the complex plane where P1 and P2 have the same phase modulo
2π. This is equivalent to a root locus analysis [11],[12, Chap.6.2]: In fact the equal-phases
curves are the curves which the roots of

1 + κ
−P2(s)

P1(s)
, s ∈ C , (7)

would follow as the gain κ varies between 0 and +∞. The root locus formulation tells us that
the locus where P1 and P2 have the same phase is a set of M possibly intersecting curves2.
Other properties follow:

Lemma 3.1: The root locus curves have the following properties:
(a) If P1 and P2 have the same degree i.e. g = 0, then each root locus curve connects a zero
of P1 to a zero of P2.
(b) If g > 0, then g remaining curves starting at a zero of P1 head to infinity.
(c) A root locus curve does never self-intersect.
When root locus curves intersect, we have some freedom about which outgoing branch we as-
sociate with which incoming branch.
(d) For every branch of a root locus curve with negative imaginary part there is a symmetric
branch with positive imaginary part, and one canonically selects a root locus curve to always
stay in the closed e.g. upper half plane.
(e) For whatever branching choice, when we move from a zero of P2 to the corresponding zero
of P1 along a root locus curve, at our left the phase of P2 is slightly larger than the phase of
P1 while at our right the phase of P2 is slightly smaller.

All these properties are standard, except maybe the last one which is a direct consequence
of local phase analysis. The special feature of our problem is that for any chosen P2, we should
examine the root loci for the worst possible eiθk .

3.2 How displacing eiθk affects the root locus

We are able to characterize as follows how displacing eiθk affects the phase of P1(y). From
there we get a key result about the dependence of the root locus curves on θk.

Lemma 3.2: (a) When y = eiφ, φ ∈ [0, π] evolves along the exterior upper half of the unit
circle, the phase of P1(y) equals (M − 1)φ for all φ < θk and (M − 1)φ+ π for all φ > θk.
(b) When y = r eiφ, φ ∈ [0, π], r > 1 evolves in the upper half plane strictly outside of the
unit circle, the phase of P1(y) is bounded strictly inside Mφ + (−π, π) for any value of θk.
For fixed y, it monotonically decreases as θk increases.

Proof: Denote by φA and φB the phases of (y−eiθk) and of (y−e−iθk) respectively. The phase
of P1(y = r eiφ) equals (M − 2)φ+ φA + φB . Consider y = eiφ with φ < θk. By the inscribed
angle theorem, the angle made by (eiθk , eiφ, e−iθk) equals π − θk. Then considering the equal
angles in the isosceles triangle 0, eiφ, e−iθk we get π/2 − θk + π/2 − φB = π − θk − φ + φA,
which leads to the first equality of (a). For φ > θk the proof is similar.
For y = reiφ, the angle |φA − φ| made by (0, reiφ, eiθk) lies outside the circle and spans

2Unless P2 ≡ ηP1 for some η ∈ R, which we can exclude as P2 has a zero outside the unit circle and P1 not.
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half a circle, hence it is strictly lower than π/2. The same holds for φB , hence 2φ is a π-
accurate approximation of φA + φB . The monotonicity is obtained by analyzing the phase of
f(t) = y2 + 1− 2ty as a function of t = cos(θ) ∈ [−1, 1]; this f(t) describes a line in C. �

Corollary 3.3: Consider Sθk ⊆ { y ∈ C : Im(y) ≥ 0, |y| ≥ 1 } a singly connected compact
set, whose boundary is composed
• in part by a canonical root locus curve Cθk for some fixed θk, and such that Sθk lies to the
left when following the curve from a zero of P2 towards a zero of P1;
• for the other part by any fixed curve.
Then Cθk moves (non-strictly) towards the interior of Sθk when θk decreases.

Proof: At all points where Cθk does not pass through a zero of P2, i.e. the phases are continuous,
this is a direct consequence of Lemma 3.1(e) and Lemma 3.2(b) — irrespective of the fact
that the topology of the different root loci might be modified as θk changes. Whereas just
(7) itself excludes that the root locus might pass in a neighborhood of a zero of P2 which is
not also a zero of P1 (the latter exception was treated at the beginning of the Section) for
any finite κ > 0. �

3.3 Constructing a counterexample for any P2

We conclude with the following construction. Consider any fixed P2, select δ according to
Lemma 3.0 and let 0 < ε < δ ≪ 1.

1. Take θk = π−ε and draw a root locus curve C′ that starts at the root 1/ν of P2 (Lemma
3.1(a),(b)) and that always stays in the upper half complex plane (Lemma 3.1(d)). As
it has to connect to a zero of P1 (Lemma 3.1(a),(b)), C′ must intersect the unit circle.
Denote by y′ the first point where this happens as we follow C′ starting at 1/ν.

2.A If y′ is δ-close to eiθk ≃ −1 we are done. Indeed by Lemma 3.0, at points δ-close to 1/ν
the magnitude of P1 is dominating and at points δ-close to eiθk the magnitude of P2 is
dominating. If y′ belongs to the latter, then somewhere between 1/ν and y′ along C′

the magnitudes of P1 and P2 must be equal, defining a root of P ′ outside the unit disc.

2.B If y′ = eiφ is not δ-close to eiθk , then necessarily φ < θk, since θk + δ > θk + ε+ π is not
in the upper half plane. We shall hence continuously move eiθk anti-clockwise.

3.B As θk decreases, C′ deviates like stated in Corollary 3.3. More explicitly, we construct
Sθk with as fixed boundary the positive real axis between y = 1 and y = 1/ν and the
upper half unit circle. Initially the intersection of this fixed part of the boundary with
C′, the other part of the boundary, occurs at y′ = eiφ with φ < θk. Note that by Lemma
3.1(d) the root locus curve remains confined to Im(y) ≥ 0 and by Lemma 3.1(a),(b)
it must keep intersecting the unit circle. Hence Corollary 3.3 implies that when θk
decreases, φ decreases (maybe non-strictly, maybe in jumps but never letting y′ leave
the upper half unit circle).

4.B With this behavior, it is inevitable that for some value eiθk catches up with y′, at latest
when θk = δ. Then we are back in the situation of item 2.A above. So due to this
possible value of θk, the given P2 can provably not improve the situation with respect
to Section 2.1. This concludes the proof.
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4 Perspective

We have proved that the maximal acceleration of average consensus achievable by adding
M − 1 memory slots to each agent, is already achieved with M − 1 = 1. More precisely,
this holds true when examining the worst possible performance for a constant network about
which we only know bounds [λ, λ̄] on the eigenvalues of its Laplacian matrix.

The consensus context just incidentally provides a motivation for the following more gen-
eral setting. Consider a general linear algorithm

x(t+ 1) = s+G (x(t)− s) (8)

where s ∈ R
N is the unknown solution that we search with x ∈ R

N , and G is some constant
N × N matrix with real eigenvalues γk. Just knowing that γk ∈ [γ, γ̄] for all k, we can
accelerate the convergence per iteration by moving by a weighted step α,

x(t+ 1) = x(t) + α(s+G (x(t) − s) − x(t)) . (9)

For each mode k, we get x̃k(t + 1) = γ̃k x̃k(t) + (1 − γ̃k) s̃k where γ̃k = 1− α + αγ, and we
should choose α to have mink[γ̃k] = −maxk[γ̃k] according to the known bounds [γ, γ̄]. From
there, we can further accelerate convergence by using a simple memory slot,

x(t+ 1) = x(t) + α(s +G (x(t)− s) − x(t)) + β(x(t− 1)− x(t)) . (10)

This is not unlike techniques used in the optimization algorithms literature. The result of
Section 2.1, with adapted notations, gives the optimal parameter choice. Our Theorem 1
implies that no further acceleration is possible by adding more memory slots.

A direct extension of our result would let each subsystem follow general linear dynamics,
not restricted to memory slots. It is in fact not clear if anything can be gained in that way.

The basic consensus algorithm (1) has a proven robustness to network incidents3. For
the case with memory slot, one can actually construct examples where packet drops lead to
instability. Thus the benefit of more than two memory slots might be reevaluated towards
robustness.

The optimal acceleration of the dual Markov chains through “liftings” has also been
extensively characterized in the literature, see e.g. [13, 14]. However, those approaches (i)
exploit knowledge of the particular network to build the accelerating scheme, while (ii) the
allowed dynamics is restricted to positive systems (see Remark 1). Hence a possible link with
our result remains to be investigated.
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