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ABSTRACT

The popularity of NoSQL database systems is rapidly incngagspecially to support next-
generation web applications. However, given the high leg@meity existing in this world,
where more than fifty systems are available, database dssigually based on best practices
and guidelines which are strictly related to the selectestiesy.

We propose a database design methodology for NoSQL systé&m#itial activities that
are independent of the specific target system. The apprsawdsed on NOAM (NoSQL Ab-
stract Model), a novel abstract data model for NoSQL datdasghich exploits the common-
alities of various NoSQL systems and is used to specify aesyshdependent representation
of the application data. We show how this intermediate regm&ation can be implemented in
target NoSQL databases, taking into account their speeifitufes.

Overall, the methodology aims at supporting scalabiligrf@rmance, and consistency, as
needed by next-generation web applications.



1 Introduction

NoSQL database systems are today an effective solution tagealarge data sets distributed
over many servers. A primary driver of interest in NoSQL eys$ is their support for next-
generation web applications, for which relational DBMSsravewell suited. These are simple
OLTP applications for which (i) data have a structure thasdioot fit well in the rigid structure
of relational tables, (ii) access to data is based on singad-twrite operations, (iii) scalability
and performance are important quality requirements, areftaio level of consistency is also
desirable [8, 21].

More than fifty NoSQL systems exist [23], each with differehtaracteristics. They can
be classified into a few main categories [8], including keyue stores, document stores, and
extensible record stores. In any case, heterogeneity dynpgoblematic to application devel-
opers [23], even within each category.

Currently, database design for NoSQL systems is usuallydb@séest practices and guide-
lines [13], which are specifically related to the selectestesy [20, 11, 18], with no systematic
methodology. Several authors have observed that the gewvelat of high-level methodologies
and tools supporting NoSQL database design are needed14].5Indeed, different alterna-
tives on the organization of data in NoSQL databases exiti, significant consequences on
major quality requirements, including scalability, perfance, and consistency [13].

In this paper, we present a design methodology for NoSQLbdatss that has initial activi-
ties that are independent of the specific target system. gixach is based ddoAM (NoSQL
Abstract Modé), a novel abstract data model for NoSQL databases. NoANbézsghe obser-
vations that the various NoSQL systems share similar moglédatures. An important insight
is that each NoSQL system offers efficient, atomic, and btmlaccess operations on “data
access units” at a certain granularity. Given the appbcadiata and the desired data access pat-
terns, the methodology we propose uses NOAM to specify anrediate, system-independent
data representation. The implementation in target NoSQlesys is then a final step, with a
translation that takes into account their peculiarities.

The design methodology is intended to supsadlability, performance andconsistency
as needed by next-generation web applications. To thisa@magjor observation is that it is
useful to arrange application dataaggregateg10, 12], that is, groups of related data, with a
complex value, representing units of data access and atoamgoulation. Aggregates can then
be managed in the various NoSQL systems, as their “data .cc#s” are compatible with
the features of aggregates. This way, the efficient, atoamd,scalable data access operations
can support performance, consistency, and scalabilityngble read-write operations over the
aggregates of the application.

In accordance with the above observations, the NoAM appraabased on the following
main activities:

conceptual data modelingp identify the various entities and relationships théreeded
in an application;

aggregate desigro group related entities into aggregates;

aggregate partitioningwhere aggregates are partitioned into smaller data elesmen

high-level NoSQL database desjgvhere aggregates are mapped to the NoOAM interme-
diate data model, according to the identified partitions;
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Figure 1. Sample application objects

¢ implementationto map the intermediate data representation to the speuifieling ele-
ments of a target datastore.

We point out that only the implementation depends on thestatgtastore.

The paper is organized as follows: Section 2 provides anveerof our contribution.
Section 3 presents the various data models that we use inppuoach. Section 4 discusses
conceptual modeling and aggregate design. Section 5 itesddata representation strategies
for aggregates in our abstract data model. Section 6 presente guidelines to partition aggre-
gates and discusses data representations further. Séatiescribes how data representations
can be implemented in target NoSQL systems. Section 8rélitest a case study of NoSQL
database design. Section 9 discusses related work. FiSaltyion 10 draws some conclusion.

2 Overview

Let us consider, as a running example, an application forratine social game. This is a
typical scenario in which the use of a NoSQL database islsgita

The methodology starts, as it is usual in database desighuibying a conceptual repre-
sentation of the data of interest. For example, our apjdicathould manage various types of
objects, including players, games, and rounds. A few remtasive objects are shown in Fig-
ure 1. (There, boxes and arrows denote objects and relaipmbetween them, respectively;
please ignore, for now, colors and closed curves.)

Our methodology has the goal of designing a “good” repredimt of these application
data in a target NoSQL database. In general, differentretees are possible, but they are
not equivalent in supporting performance, scalabilityd @onsistency. A “wrong” database
representation can lead to performance that are worse bydam of magnitude, and to the
inability to guarantee atomicity of important operations.

The methodology proceeds by identifying aggregates. Egglegate is a group of related
application objects that should be accessed and/or matguliogether. This activity is relevant
to support scalability and consistency, as aggregatesda@ natural unit for sharding and
atomic manipulation of data in distributed environment, [10]. In our example, aggregates



Player:mary : (
username "mary” ,
firstName: "Mary” ,
lastName "Wilson” ,

games {
( game: Game:2345 opponent Player:rick ),
( game: Game:2611 opponent Player:ann ) Game:2345: (
1 id : "2345”,
firstPlayer: Player:mary,
)
secondPlayer Player:rick ,
Playerrick : (- rounds: {
username "”‘Fk . (moves ..., comments.... ),
IflrstName. Ricky”, ( moves ..., actions: ..., spell: ... )
astName "Doe” , }
score: 42, )
games {

( game: Game:2345 opponent Player:mary ),
( game: Game:7425 opponent Player:ann ),
( game: Game:1241 opponent Player:johnny )

}
)

Figure 2. Sample aggregates (as complex values)

are players and games, as shown by closed curves in Figureté.ti\at the rounds of a game
are nested within the game itself. In general, aggregate®©eaonsidered as complex-value
objects [1], as shown in Figure 2.

The following activity consists in partitioning aggregsité needed, into smaller elements
to better support the performance of certain operations.sidena player that completes a
round in a game she is playing. In order to update the undeylgiatabase, there would be
two alternatives: (i) the addition of the round just cometeto the aggregate representing the
game; (ii) a complete rewrite of the whole game. The formedlearly more efficient. This
fact suggests that it is useful to decompose aggregatesnmbier data access units, according
to the granularity of some important operations. In our egxaywe represent each round of a
game as a separate data unit.

The next steps of the methodology are based on an abstrachddel for NoSQL databases.
This is a distinguishing feature of our approach: we use a dgtresentation that refers to
NoSQL databases but it is still independent of the actudksys. Indeed, the NoAM model
defines abstractions of the common data modeling featusdad by the various NoSQL
systems. These abstractions are based on the observatiofdBQL systems offer: (i) atomic
operations on units of data access and distribution (qooreding to records/rows in extensible
record stores, documents in document stores, and grougy-efdfue pairs in key-value stores),
and (ii) data access operations on portions of such unitar{gts in extensible record stores,
fields in document stores, and individual key-value pailsey-value stores). Accordingly, the
NoAM abstract data model has fijocks which are units of data access and distribution. Then,
a block is a collection of (iientries each of which associates a key with a (possibly complex)
value. Blocks have their own keys and are grouped in collestio

The approach continues by representing aggregates amdihaier data access units into
blocks and entries of the NOAM abstract model. This mapps@ustified by the fact that
aggregates in the application should be managed as datssameeé distribution units — and
that blocks represent data modeling elements provided [§Nlodatabases that are, indeed,
data access and distribution units. For example, Figur@®sh possible representation of the
aggregates of Figure 1 in terms of the NoOAM data model. Thauégr boxes denote blocks
representing aggregates, while inner boxes show entriesnéntioned before, the same data
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[ username] “mary” |
[ firstName | "Mary” |
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Figure 3: A sample database in the abstract model

key(/major/key/-/minor/key  value

Player/mary/-/username "mary”

Player/mary/-/ffirstName "Mary”

Player/mary/-/lastName "Wilson”

Player/mary/-/games[0] {game "Game:2345", opponent "Player:rick” }
Player/mary/-/games|[1] {game "Game:2611", opponent "Player:ann” }
Player/rick/-lusername rick”

Player/rick/-/firstName "Ricky”

Player/rick/-/lastName "Doe”

Player/rick/-/score 42

Player/rick/-/games[0] {game "Game:2345", opponent "Player:mary” }
Player/rick/-/games[1] {game "Game:7425", opponent"Player:ann” }
Player/rick/-/games|2] {game "Game:1241”", opponent "Player:johnny” }
Game/2345/-/id 2345

Game/2345/-/firstPlayer "Player:mary”

Game/2345/-/secondPlayer "Player:rick”

Game/2345/-/rounds[0] {moves..,, comments...}
Game/2345/-/rounds[1] {moves... actions ..., spelt ...}

Figure 4: Implementation in Oracle NoSQL for the sample loiasa of Figure 3

can be represented in different ways. Compare, for exampdeyd-3 with Figures 6 and 7
later. We also propose design guidelines to select a saitidih representation, by taking into
account the data access patterns required by the appficatio

In the last step, the selected data representation in théNad#stract model is implemented
using the specific data structures of a target datastoreexaonple, if the target system is a key-
value store, then each entry is mapped to a distinct keyevadur, while blocks correspond to
groups of key-value pairs, sharing part of the key. Figureeis how the NoAM database of
Figure 3 can be mapped to Oracle NoSQL. An implementationbeaconsidered “effective”
if aggregates are indeed turned into units of data accesdiatnibution. The implementation
shown in Figure 3 is effective in this sense, by the use we mékaacle NoSQL keys, which
control distribution and atomicity of operations. If thegat system is an extensible-record
store, such as DynamoDB [2], then each block is mapped tceamaind each of its entries is
mapped to an attribute of the item, as shown in Figure 5.

3 Data Models

In our approach, data are represented using various datelsnad four different layers: (i)
at the application level, data are organizedapplication objects(ii) application objects are
grouped intcaggregateswhich are complex-value objects; (iii) aggregates areasgnted in a
system-independent way, according to the NoAbstract data moddior NoSQL databases;



table Player

username  firstName lastName  score games|0] games[l] g&ies[
"mary” "Mary”  "Wilson” {'game ...,opponent... } {..}
“rick” "Ricky” "Doe” 42 { game ..., opponent... } {..} {..}
table Game
id firstPlayer secondPlayer rounds|[0] rounds|[1] rounds|[2]

2345 Playermary  Player:rick { moves...,comments... }  { moves...,actions ...,spelt ... }

Figure 5: Implementation in DynamoDB for the sample datalzd$-igure 3 (abridged)

(iv) finally, the abstract database representation is ndéppdhe specific data modeling el-
ements of a selected target NoSQL system. This sectionidesdhese data models, in a
bottom-up order.

3.1 NoSQL Database Models

NoSQL database systems organize their data accordingteodifierent data models. They usu-
ally provide simple read-write data-access operationgmélso differ from system to system.
Despite this heterogeneity, a few main categories can bifdel according to the modeling
features of these systems [8, 21]. key-value stores, eklengcord stores, document stores,
plus others that are beyond the scope of this paper.

In a key-value storea database is a schemaless collection of key-value paiiis,data
access operations on either individual key-value pairsrous of related pairs (e.g., sharing
part of the key). The key (or part of it, thereof) controlsaddistribution.

In an extensible record store database is a set of tables, each table is a set of rows, and
each row contains a set of attributes (or columns), eachanniime and a value. Rows in a table
are not required to have the same attributes. Data accesatiops are usually over individual
rows, which are units of data distribution and atomic dataip#ation.

In adocument storea database is a set of documents, each having a completustrand
value. Documents can be organized in document collectldata access operations are usually
over individual documents, which are units of data distidouand atomic data manipulation.

3.2 The NoAM Abstract Data Model

NoAM (NoSQL Abstract Data Modgis a novel data model for NoSQL databases that exploits
the commonalities of the data modeling elements availabtee various NoSQL systems and
introduces abstractions to balance their differences andtions.

A first observation is that all NoSQL systems have a data nmaglelement that is a data
access and distribution unit. By “data access unit” we meahttie NoSQL system offers
operations to access and manipulate an individual unit ahe, in an atomic, efficient, and
scalable way. By “distribution unit” we mean that each uniergirely stored in a server of
the cluster, whereas different units are distributed antbegvarious servers. With reference
to major NoSQL categories, this element is: (i) a record/iavextensible record stores; (ii) a
document, in document stores; or (iii) a group of related-kalyie pairs, in key-value stores.

In NoAM, we have a construct that models a data access amntbdigin unit. It is called
ablock Specifically, a block representsn@aximaldata unit for which atomic, efficient, and
scalable access operations are provided. Indeed, whiladtess to an individual block can
be performed in an efficient way in the various systems, tloesscto multiple blocks can be
quite inefficient. In particular, NoSQL systems do not pdevan efficient “join” operation.



Moreover, most NoSQL systems provide atomic operationg oveer single blocks and do not
support the atomic manipulation of a group of blocks. Fomepie@, MongoDB [15] provides
only atomic operations over individual documents, wheigigsable does not support transac-
tions across rows [9].

A second common feature of NoOSQL systems is the ability tes&£and manipulate just a
component of a data access unit (i.e., of a block). This carapbis: (i) a column, in extensible
record stores; (ii) a field, in document stores; or (iii) adiudual key-value pair, in key-value
stores. In NOAM, a smaller data access unit is calledrary.

Finally, most NoSQL databases provide a notion of collecod data access units. For
example, a table in extensible record stores or a documdiettion in document stores. In
NoAM, a collection of data access units is callecodlection

According to the above observations, the NoAM data modedisdd as follows.

¢ A NOAM databases a set ofcollections Each collection has a distinct name.

e A collection is a set oblocks Each block in a collection is identified bykdock key
which is unique within that collection.

e Ablock is a non-empty set adntries Each entry is a paifek, ev), whereek is theentry
key(which is unique within its block) aneb is its value (either complex or scalar), called
theentry value

Figure 3 shows a sample NoAM database. In the figure, innezdsiow entries, while outer
boxes denote blocks. Collections are shown as groups of flock

Note that entry values can be complex values. The practictooing a complex value
as an individual data element is common to various NoSQLegsyst examples are Protocol
Buffers [22] and Avro schemas [17].

In summary, NoAM describes in a uniform way the features ofiyldoSQL systems, and
so can be effectively used, as we will show later, for an metiate representation in the design
process.

3.3 Aggregate Data Model

In the context of next-generation web applications, it isfusto consider application data
organized inaggregateq10]. Intuitively, each aggregate is a “chunk” of relatedajawith a
complex value and a unique identifier, which is intended prasent a unit of data access and
manipulation for an application. Moreover, to support abdity, aggregates should also govern
data distribution, as suggested by best practices in thgrdesscalable applications [12, 10].
An important intuition in our approach is that each aggregain be conveniently mapped to a
NoAM block, which is also a unit of data access and distrinu{iSection 3.2). Aggregates and
blocks are however distinct concepts, since they belospeaively, to the application and the
database levels.

Let us now illustrate the terminology we use to describe datthe aggregate level. An
application dataseincludes a number adggregate classegach having a distinct name. The
extent of amggregate classs a set ofaggregate objectéor, simply,aggregates Each aggre-
gate has aomplex valuand andentifier (which is unique within the aggregate class the object
belongs to). Complex values [1] are built using basic valeeg. (numbers and strings), refer-
ences to aggregates (of the foéin id, whereC' is an aggregate class antlis the identifier of
an aggregate), records, and collections. We assume thedtimglex value of each aggregate is,



at the top level, a record. We also assume that, for each gajgrelass, there exists a top-level
field to hold a basic value as the identifier for the aggregatésat class. References are used
to represent (unidirectional) relationships between egages.

3.4 Application Data Model

At the application level, we assume that data are modeledcionaeptual way [7, 10], using
an object-based data model, in terms of entities, valuectshjand relationships. Aentityis a
persistent object that has independent existence andtisglished by a uniquaentifier. A
value objectis a persistent object which is mainly characterized by d@lsi@, without an own
identifier.

4 Conceptual Modeling and Aggregate Design

In our approach, conceptual modeling is performed in a stahdiay. See, for example, [7].
Following Domain-Driven Design (DDD [10]), which is a widefollowed object-oriented
methodology, we assume that the outcome of this activityagreeeptual UML class diagram,
defining the entities, value objects, and relationshipsiefapplication (see Section 3.4). Thus,
the remainder of this section focuses on aggregate design.

The design of aggregates has the goal of identifying thesetasf aggregates for an applica-
tion, and various approaches are possible. For exampdeathivity is described by DDD [10].
After a preliminary conceptual design phase, entities addevobjects are grouped into ag-
gregates. Eachggregatehas an entity as its root, and it can also contain many valjectsh
Intuitively, an entity and a group of value objects are usedi¢fine an aggregate having a
complex structure and value.

The relevant decisions in aggregate design involve thecehoi aggregates and of their
boundaries. In our approach, this activity is driven by th&daccess patterns of the applica-
tion operations, as well as by scalability and consistere®ds [10]. Specifically, we consider
individual aggregates as the units on which atomicity mesgbaranteed [12] (with eventual
consistency for update operations spanning multiple agges [19]). In general, itis indeed the
case that most real applications require only operatiosisaitcess individual aggregates [8, 9].
Each aggregate should be large enough so as to include aatagequired by a relevant data
access operation. (Please note that NoSQL systems do midg@“join” operation, and this
is a main motivation for clustering each group of relatedlii@ppon objects into an aggregate.)
Furthermore, to support strong consistency (that is, atitymiof update operations, each aggre-
gate should include all the data involved by some integitystraints or other forms of business
rules [24]. On the other hand, aggregates should be as sspdissible; small aggregates re-
duce concurrency collisions and support performance aaldlsitity requirements [24].

Thus, aggregate design is mainly driven by data accesstapesaln our running example,
the online game application needs to manage various doltescof objects, including players,
games, and rounds. Figure 1 shows a few representativecapphi objects. (There, boxes
and arrows denote objects and links between them, resplctin object having a colored
top compartment is an entity, otherwise it is a value obje@hen a player connects to the
application, all data on the player should be retrievedusiiog an overview of the games she
is currently playing. Then, the player can select to comtialgame, and data on the selected
game should be retrieved. When a player completes a round am& ghe is playing, then



the game should be updated. These operations suggestdlritidate aggregate classes are
players and games. Figure 1 also shows how applicationtsigaa be grouped in aggregates.
(There, a closed curve denotes the boundary of an aggregate.

As we mentioned above, aggregate design is also driven lsistency needs. Assume that
the application should enforce a rule specifying that a docan be added to a game only if
some condition that involves the other rounds of the gamatisfed. An individual round
cannot check, alone, the above condition; therefore, ihgabe an aggregate by itself. On the
other hand, the above business rule can be supported by a(gamprising, as an aggregate,
its rounds).

In conclusion, the dataset for our application consists gifregate classeBlayer and
Game, as shown in Figures 1 and 2.

5 Data Representation in NOAM

In our approach, we use the NoOAM data model (Section 3.2) ag@mediate model between
application datasets of aggregates (Section 3.3) and Nat@bases (Section 3.1). This issue
is discussed in this section and in the following Section 6.

An application dataset can be represented by a NOAM datadsm&alows. We represent
each aggregate class by means of a distinct collection, acfdaggregate object by means of a
block. We use the class name to name the collection, andé¢héfiér of the aggregate as block
key. The complex value of each aggregate is representeddiyéentries in the corresponding
block. For example, the application dataset of Figures 12acah be represented by the NoOAM
database shown in Figure 3. The representation of aggeegatalocks is motivated by the fact
that both concepts represent a unit of data access anddigin, but at different abstraction
levels. Indeed, NoSQL systems provide efficient, scalalid, consistent (i.e., atomic) opera-
tions on blocks and, in turn, this choice propagates suclitiggeto operations on aggregates.

In general, an application dataset can be represented byARNatabase in several ways.
The various data representations for a dataset differ inlibéee of the entries used to represent
the complex value of each aggregate. This section is devotéie discussion of basic data
representation strategies, which we illustrate with resfmethe example described in Figure 2.
Additional and more flexible data representations will scdssed in Section 6.

A simple data representation strategy, caliedry per Aggregate Obje¢EAO), represents
each individual aggregate using a single entry. The entyyikempty. The entry value is the
whole complex value of the aggregate. The data represemntatithe aggregates of Figure 2
according to the EAO strategy is shown in Figure 6.

Another data representation strategy, calladry per Top-level FieldETF), represents
each aggregate by means of multiple entries, using a disintcy for each top-level field of
the complex value of the aggregate. For each top-level figflan aggregate, it employs an
entry having as value the value of fiefdin the complex value ob (with values that can be
complex themselves), and as key the field nginé-igure 7 shows the data representation of
the aggregates of Figure 2 according to the ETF strategy.

As a comparison, we can observe that the EAO data repreieentiaes a block with a single
entry to represent thelayer object having usernammary, while the ETF representation needs
a block with four entries, corresponding to fieldsernamefirstName lastName andgames
Moreover, blocks in EAO do not depend on the structure of eggges, while blocks in ETF
depend on the top-level structure of aggregates (which edalmost fixed” within each class).



Player

(usernamémary” ,

firstName’Mary” ,

lastNamée'Wilson” ,

mary € games {

( game: Game:2345 opponent Player:rick ),
( game: Game:2611 opponent Player:ann )

)

(usernamérick” ,

firstName'Ricky” ,

lastName'Doe” ,

score42,

rick € games {

( game: Game:2345 opponent Player:mary ),
( game: Game:7425 opponent Player:ann ),

( game: Game:1241 opponent Player:johnny )

)

Game

(id : "2345",

firstPlayer: Player:mary,
secondPlayer Player:rick,

2345 € rounds: {

(moves...,, comments ... ),
('moves..., actions: ..., spell: ...)

b

Figure 6: The EAO data representation

Player
[ username| “mary” |
[ firstName | "Mary” |
mary [ lastName | "Wilson” | Game
{( game Game:2345 opponent Player:rick ), -
’ games ( game Game:2611 opponent Player:ann ) } [ id 2345

[ firstPlayer

rick”

[ username] ” |
"Ricky” ]
’ l

l

‘ Player:mary }

: [ l
[ firstName |
l
l

{({ moves..., comments..., )
(moves..., actions ..., spelt ... ) }

rounds

[
[
2345 [ secondPlayer[ Player:rick

"Doe”
42

{( game Game:2345 opponent Player:mary ),
games { game Game:7425 opponent Player:ann ),
( game Game:1241 opponent Player:johnny ) }

[ lastName

rick [ score

Figure 7: The ETF data representation

6 Aggregate Partitioning

The general data representation strategies introducdtkiprevious section can be suited in
some cases, but they are often too rigid and limiting. Formgta, none of the above strategies
leads to the data representation shown in Figure 3. The rmaitation of such general data
representations is that they refer only to the structureggfegates, and do not take into ac-
count the data access patterns of the application opesatidrerefore, these strategies are not
usually able to support the performance of these operatims motivates the introduction of
aggregate partitioning, which we discuss in this section.

We first need to introduce a preliminary notionadcess pathto specify a “location” in
the structure of a complex value. Intuitively,ifis a complex value and is a value (possibly
complex as well) occurring im, then the access patip for v’ in v represents the sequence of
“steps” that should be taken to reach the component vélire v. More precisely, an access
pathap is a (possibly empty) sequence aécess stepsip = p1 p . . . pn, Where each step;
identifies a component value in a structured value. Furtbegnif v is a complex value andp



is an access path, thep(v) denotes the component value identifieddpyin v.

For example, consider the complex valug,y, of the Player aggregate having username
mary shown in Figure 2. Examples of access paths for this compdduevarefirstName
andgames[OJopponent If we apply these access pathsuig.y, we access valuggary and
Player:rick , respectively.

A complex valuev can be represented using a set of entries, whose keys arss guaibs
for v. Each entry is intended to represent a distinct portion efdtamplex valuev, char-
acterized by a location in its structure (the access patbd as entry key) and a value (the
entry value). Specifically, in NOAM we represent each agatedpy means of gartition of
its complex valuev, that is, a setr of entries that fully covew, without redundancy. Con-
sider again the complex valug,,y shown in Figure 2. A possible entry fogay is the pair
(games[O]JopponentPlayer:rick ). We have already applied the above intuition in Section 5.
For example, the ETF data representation (shown in Figures&$ field names as entry keys
(which are indeed a case of access paths) and field valuesrpyaines.

Aggregate partitioning can be based on the following gunésl (which are a variant of
guidelines proposed in [7] in the context of logical databdssign):

e If an aggregate is small in size, or all or most of its data aneased or modified together,
then it should be represented by a single entry.

e Conversely, an aggregate should be partitioned in multiptees if it is large in size
and there are operations that frequently access or modlfy specific portions of the
aggregate.

e Two or more data elements should belong to the same entmyifafe frequently accessed
or modified together.

e Two or more data elements should belong to distinct entfigey are usually accessed
or modified separately.

The application of the above guidelines suggests a parititgpof aggregates, which we will
use to guide the representation in the target database.

For example, in our sample application, consider the ofmrainvolving games and rounds.
When a player selects to continue a game, data on the selestezigiould be retrieved. When
a player completes a round in a game she is playing, then tregate for the game should be
updated. To support performance, it is desirable that thiate should be implemented in the
database just as an addition of a round to a game, rather tbampiete rewrite of the whole
game. Thus, data for each individual round is always readritter together. Moreover, data
for the various rounds of a game are read together, but eactdl ie written separately. There-
fore, each round is a candidate to be represented by an antmsoentry. These observations
lead to a data representation for games shown in Figure 3.etAmwapart from rounds, the
remaining data for each game comprises just a few fields,hwt¢ao be therefore represented
together in a single entry. This further observation leadstalternative data representation for
games, shown in Figure 8.

7 Implementation

In this section, we show how a NOAM data representation cammpéemented in a target
NoSQL database. Given that NOAM generalizes the featuréiseofarious NoSQL systems,



Game

(id:2345
€ firstPlayerPlayer:mary,
2345 secondPlayePlayer:rick )
[ rounds[0] [ (moves ...,comments...) ]
[ rounds[1] [ (moves ...,actions: ...,spell: ...) |

Figure 8: An alternative data representation for gamesyfDs)

while keeping their major aspects, it is rather straightémd to perform this activity. We have

implementations for various NoSQL systems, including Gadissg Couchbase, Amazon Dy-
namoDB, HBase, MongoDB, Oracle NoSQL, and Redis. For the sakpauies we discuss

the implementation only with respect to a single represgeetaystem for each main NoSQL

categories. Moreover, with reference to the same aggredieets of Figures 1 and 2 we will

sometimes show only the data for one aggregate. Similaeseptations can be obtained for
the other aggregates of the running example.

7.1 Key-Value Store: Oracle NoSQL

Oracle NoSQL17] is a key-value store, in which a database is a schemetdigstion of key-
value pairs, with a key-value indeKeysare structured; they are composed ohajor keyand
aminor key The major key is a non-empty sequence of strings. The mieypika sequence of
strings. Each element of a key is called@nponenbf the key. On the other hand, eacilue
is an uninterpreted binary string.

A data representatioP for a dataset can be implemented in Oracle NoSQL as folloves. W
use a key-value pair for each ent@k, ev) in D. The major key is composed of the collection
nameC and the block keyd, while the minor key is a proper coding of the entry kéy(recall
thatek is an access path, which we represent using a distinct kepaoemt for each of its
steps). An example of key I®layer/mary/-/firstNamewhere symbol separates components,
and symbol separates the major key from the minor key. The value agsocvdth this key is
a representation of the entry valaee for example Mary. The value can be either simple or a
serialization of a complex value, e.g., in JSON.

The retrieval of a block can be implemented, in an efficient atomic way, using a single
multiGet operation — this is possible because all the entries of ekidbare the same major
key. The storage of a block can be implemented using vapousperations. These multiple
put operations can be executed in an atomic way — since, agatheantries of a block share
the same major key.

For example, Figures 9(a) and 9(b) show the implementaticdheo EAO and ETF data
representations, respectively, in Oracle NoSQL. Moredvigiure 4 shows the implementation
of the data representation of Figure 3.

An implementation can be considerefflectiveif aggregates are indeed turned into units of
data access and distribution.

The effectiveness of this implementation is based on thengsenake of Oracle NoSQL
keys, where the major key controls distribution (shardmdpased on it) and consistency (an
operation involving multiple key-value pairs can be exeduatomically only if the various
pairs are over a same major key).

More precisely, a technical precaution is needed to gueeaatiomic consistency when the
selected data representation uses more than one entryqudr BConsider two separate op-



key(/major/key/-/minor/key  value

/Player/mary/-/lusername mary
/Player/mary/-/firstName Mary
/Player/mary/-/lastName Wilson
/Player/mary/-/games {..h{..}]
key(/major/key/}  value /Player/rick/-lusername rick
/Player/mary/- { username: "mary”, firstName: "Mary”, ...} [Player/rick/-/firstName Ricky
IPlayer/rick/- { username: "rick”, firstName: "Ricky”, ...} /Player/rick/-/lastName Doe
/Game/2345/- { id: "2345", firstPlayer: "Player:mary”, ... } [Player/rick/-/score 42
(a) EAO in Oracle NoSQL [Player/rick/-/games . h{ 3 {.}]
/Game/2345/-/id 2345
/Game/2345/-ffirstPlayer Player:mary
/Game/2345/-/secondPlayer  Player:rick
/Game/2345/-/rounds {..h{.}]

(b) ETF in Oracle NoSQL

Figure 9: Implementation in Oracle NoSQL

erations that need to update just a subset of the entriesedfltitk for an aggregate object.
Since aggregates should be units of atomicity and consigtérithese operations are requested
concurrently on the same aggregate object, then the apphoaould require that the NoSQL
system identifies a concurrency collision, commits only ohéhe operations, and aborts the
other. However, if the operations update tdisjoint subsets of entries, then Oracle NoSQL is
unable to identify the collision, since it has no notion addk. We support this requirement,
thus providing atomicity and consistency over aggregditgsncluding in each update opera-
tion the access to a distinguished entry of the block for ayjregate object; in particular, this
could be the entry that includes the identifier of the aggesga a specific “version” field.

7.2 Extensible Record Store: DynamoDB

Amazon DynamoDB [2] is a NoSQL database service providederckoud by Amazon Web
Services (AWS). DynamoDB is an extensible record store. Alzkde is organized in tables. A
tableis a set of items. Eadtemcontains one or morattributes each with anameand avalue
(or a set of values). Each table designates an attribyteimsiry key Items in a same table are
not required to have the same set of attributes — apart frenptimary key, which is the only
mandatory attribute of a table. Thus, DynamoDB databasesiastly schemaless.

DynamoDB guarantees atomicity at the item level. Distidiuts also operated at the item
level, and controlled by a specific portion of primary keys.

The implementation of a NoOAM database in DynamoDB can bedasea distinct table
for each collection, and a single item for each block. Theit®ntains a number of attributes,
which can be defined from the entries of the block for the item.

We now show how to implement a NOAM data representafioim DynamoDB. Consider
a blockb in a collectionC having block keyid. According toD, one or multiple entries are
used within each block. We will use all the entries of a blédk create a new item in a table
for b. Specifically, we proceed as follows: (i) the collection rafhis used as a DynamoBD
table name; (ii) the block kel is used as a DynamoBD primary key in that table; (iii) the set
of entries (key-value pairs) of a blogkis used as the set of attribute name-value pairs in the
item for b (a serialization of the values is used, if needed). For exankpgure 5 shows the
implementation of the NOAM database of Figure 3.

The retrieval of a block, given its collectiafl and block keyid, can be implemented by
performing a singlegetltem operation, which retrieves the item that contains all theies of
the block. The storage of a block can be implemented uspgléem operation, to save all the



collectionPlayer
id document
{
_id:"mary”,
username:’mary”,
firstName:"Mary”,
lastName:"Wilson”,
games:
[ { game?’Game:2345", opponent:Player:rick” },
{ game?Game:2611", opponent'Player:ann” } ]

}

mary

Figure 10: Implementation in MongoDB

collectionPlayer
id document
{
_id:"mary”,
username:"mary”,
mary firstName:"Mary”,
lastName:"Wilson”,
games|[0]: { game*Game:2345", opponent:Player:rick” },
games[1]:{ game’Game:2611", opponent:Player:ann” }

Figure 11: Alternative implementation in MongoDB

entries of the block, in an atomic way. It is worth noting theging operatiomgetitem, it is also
possible to retrieve a subset of the entries of a block. &itgjlusing operatiompdateltem, it
is also possible to update just a subset of the entries ofck alo an atomic way.

This implementation is also effective, since DynamoDB oaistdistribution and atomicity
with reference to items.

7.3 Document Store: MongoDB

MongoDBJ[15] is an open-source, document-oriented data store. IngdDB, a database is
made ofcollectionsof documents. EacHocuments a structured document, that is, a com-
plex value, a set of field-value pairs, which can compriseptémalues, lists, and even nested
documents. Anain documenis a top-level document with a unique identifier, represeime

a special field:d. Documents are schemaless, as each document can have igttoiwres,
defined at runtime. Specifically, MongoDB documents are thaseBSON (Binary JSON), a
variant of the popular JSON format.

According to our approach, a natural implementation for &Madatabase in MongoDB
can be based on a distinct MongoDB collection for each coatie®f blocks, and a single main
document for each block. The document for a bloclan be defined as a suitable JSON/BSON
serialization of the complex value of the entriedjmplus a special field to store the block key
id of b, as required by MongoDB,.id:id }.

Specifically, with reference to a NOAM data representatigrconsider a block in a col-
lection C' having block keyid. If b contains just an entry, then the documento fdris just a
serialization ofe. Otherwise, ifb contains multiple entries, we use all the entries in blbts
create a new document. Specifically, we proceed by buildidgcament! for b as follows: (i)
the collection namé&’ is used as the MongoDB collection name; (ii) the block keys used
for the special top-level id field_id:id} of d; (iii) then, each entry in the blockis used to fill
a (possibly nested) field of documehtSee Figure 10.

The retrieval of a block, given its collectioff and key:d, can be implemented by per-
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Figure 12: Experimental results

forming afind operation, to retrieve the main document that represehteeablock (with its
entries). The storage of a block can be implemented usingsant operation, which saves the
whole block (with its entries), in an atomic way. It is wortbtimg that, using other MongoDB
operations, it is also possible to access and update jusisesaf the entries of a block, in an
atomic way.

An alternative implementation for MongoDB is as follows. diablock b is represented,
again, as a main document foarbut using a distinct top-level field-value pair for eachrgnt
in the NOoAM data representation. In particular, for eachef¢k, ev), the document fob
contains a top-level field whose name is a coding for the ekgtyy(access pathe), and whose
value is either an atomic value or an embedded document ¢hializes the entry valuev.
For example, according to this implementation, the dateessmtation of Figure 3 leads to the
result shown in Figure 11.

8 Experiments

We will now discuss a case study of NoSQL database desigh, reference to the running
example introduced in Section 2. For the sake of simpligityjust focus on the representation
and management of aggregate objects for games.

Data for each game include a few scalar fields and a colledfioounds. The important
operations over games are: (1) the retrieval of a game, vghiobld read all the data concerning
the game; and (2) the addition of a round to a game.

Assume that, to manage games, we have chosen a key-valeastthre target system. The
candidate data representations are: (i) using a singlg fmteach game (as shown in Figure 6,
in the following called EAO); (ii) splitting the data for eagame in a group of entries, one
for each round, and including all the remaining scalar fiehda separate entry (as shown in
Figure 8, called RUNDS).

We expect that the first operation (retrieval of a game) paréobetter in EAO, since it
needs to read just a key-value pair, while the second oneti@udf a round to a game) is
favored by ROUNDS, which does not require to rewrite the whole game.

We ran a number of experiments to compare the above datasegpations in situations
of different application workloads. Each game has, on aesra dozen rounds, for a total of
about 8KB per game. At each run, we simulated the followingkleads: (a) game retrievals
only (in random order); (b) round additions only (to randoamgs); and (c) a mixed workload,
with game retrieval and round addition operations, with adferite ratio of 50/50. We ran
the experiments using different database sizes, and nezhthe running time required by the



workloads. The target system was Oracle NoSQL, deployedAiwvazon AWS on a cluster of
four EC2 servers.

The results are shown in Figure 12. Database sizes are ibyj&m timings are in mil-
liseconds, and points denote the average running time afghesoperation. The experiments
confirm the intuition that the retrieval of games (Figured)2(s always favored by the EAO
data representation, for any database size. On the othdy tieaddition of a round to an
existing game (Figure 12(b)) is favored by the ®\Ds data representation. Finally, the ex-
periments over the mixed workload (Figure 12(c)) show a geravantage of BUNDS over
EAO, which however decreases as the database size incré@serall, it turns out that the
RouNDs data representation is preferable.

We also performed other experiments on a data representaabdoes not conform to the
design guidelines proposed in this paper. Specifically,ta dgpresentation that divides the
rounds of a game into independent key-value pairs, ratla@rkbeping them together in a same
block, as suggested by our approach. In this case, the paafae of the various operations
worsens by at least an order of magnitude. Moreover, with diaita representation it is not
possible to update a game in an atomic way.

Overall, these experiments show that: (i) the design of No8&abases should be done
with care as it affects considerably the performance andistancy of data access operations,
and (ii) our methodology provides an effective tool for chimg among different alternatives.

9 Related Work

To the best of our knowledge, this is the first proposal of aegaln system-independent ap-
proach to the design of NoSQL databases. Indeed, althowghas@uthors have observed that
the development of methodologies and tools supporting No8&abase design is demand-
ing [4, 5, 14], this topic has been not explored yet from a gangoint of view. The only
examples are some on-line papers, usually published irsldbgractitioners, that discuss best
practices and guidelines for modeling NoSQL database$) as¢13, 16]. Some papers are
suited only for specific systems, e.g., [20, 11, 18]. Noneheft tackles the problem from a
general perspective, as we do in this paper.

Our approach takes inspiration from Domain Driven Desid,[& widely followed object-
oriented approach that includes a notion of aggregate. [ABjcadvocates the use of aggregates
(there called entities) as units of distribution and caesisy. We also propose, for efficiency
purposes, to partition aggregates into smaller units @ datess and manipulation.

In [6] the authors propose entity groups, a set of entities, thimilarly to our aggregates,
can be manipulated in an atomic way. They also describe dfispaapping of entity groups to
Bigtable [9]. Our approach is based on a more abstract databadel, NOAM, and is system
independent, as it is targeted to a wide class of NOSQL system

In [4] it has been observed that the availability of a higbelerepresentation of the data
remains a fundamental tool for developers and users, simeakies understanding, managing,
accessing, and integrating information sources much easiependently of the technologies
used. The present paper responds to these needs.



10 Conclusion

In this paper, we have proposed a comprehensive methodfaotie design of NoSQL databases.
The approach relies on an aggregate-oriented view of agggitdata, an intermediate system-
independent data model for NoSQL datastores, and finallgpnafementation activity that takes
into account the features of specific systems.

Our approach is targeted to the typical applications thatemefit from NoSQL technolo-
gies. Therefore we aimed at supporting the typical requargsof scalability (aggregates are
units of distribution), consistency (aggregates are wifiggomic consistency), and performance
(by allowing data access to specific portions of aggregates)

Currently, we are developing a tool that provides a commognramming interface towards
different NoSQL systems, to access them in a unified waydmsgirit of SOS [3]. The tool uses
an internal representation based on NoAM, and it also supploe design approach presented
in this paper. We believe that database designers can\gtesaikfit from such a tool, as we
envision the use of the framework to tune the choice of thea dgiresentation in a flexible way,
as well as to select the most suitable target NoSQL system.
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