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Abstract

The minimum-time bounded control of linear systems
is generically bang-bang and the number of switchings
does not exceed the dimension of the system if the
eigenvalues of the system matrix are real. This paper
proposes a synthesis method for such problems based
on dynamical systems that ‘compute’ the optimal se-
quence of switching times.

1 Introduction

This paper addresses the classical synthesis problem of
time-optimal control laws for a single-input linear sys-
tem Z = Az + bv subject to the bounded input con-
straint [v| < 1. We consider the situation of a con-
trollable pair (4,b) and assume that all the eigenvalues
of A are real. The computation of the time-optimal
control reduces to the computation of the optimal se-
quence of switchings times 0 =t <#; <...<t, =T
of the optimal bang-bang control, or equivalently, the
optimal sequence of time-intervals &, = t; — tg, To =
to —t1y.c. T =ty — tn—1.

In this paper, we construct continuous time-systems
# = f(z) which ‘produce’ an optimal sequence T =
(Z1,...,Z,)T, in the sense that their equilibrium set
coincides with the set of optimal sequences (a singleton
if 29 is not on a switching surface) and that it is a stable
attractor with an arbitrarily large region of attraction.
The systems are positive, i.e. they are only defined in
the open positive orthant O}f = {z|z; > 0,i =1,---,n}
and the dynamics leave this open set invariant. Our
main result shows that, under proper time-scale de-
composition, the convergence of solutions to the de-
sired equilibrium z = Z can be enforced in a rather
transparent way, through a sequence of nested invari-
ant manifolds. This manifold structure connects the

convergence properties of the algorithm to the geome-
try of the time-optimal control problem and supports
the excellent convergent properties that are observed
in simulations, even when the time scales are no longer
enforced.

The algorithms discussed in the present paper are based
on a particular heuristics, to be explained in Section
2. In that respect, they differ from the realm of
gradient-based iterative methods for the synthesis of
time-optimal controllers, that date back almost to the
starting point of the time-optimal control problem itself
[1, 3, 5, 6, 9, 12], and which are, in general, sensitive
to the starting condition (initial guess) and have poor
convergence properties. This is in contrast with the
convergence properties displayed in the present paper.

A ‘modern’ motivation for studying iterative methods
for the synthesis of optimal control laws is in their po-
tential implementation in a receding-horizon fashion, so
as to make corrections to the control policy when the
plant is affected by inaccuracies or by external distur-
bances. With the current computing power and with
the maturity reached by the theory of receding-horizon
control [11], there is a renewed interest in efficient al-
gorithms for the synthesis of optimal control laws.

The remainder of the paper is organized as follows. In
Section 2 we provide some background and the heuris-
tics of the iterative methods discussed in this paper.
In Section 3, the main features of the algorithm and
some of its convergence issues are illustrated on an ex-
ample. In Sections 4 and 5, the time-scales separation
and the convergence of the fast and slow subsystem of
a particular continuous-time version of the algorithm
are analyzed. Section 6 puts those analyses together
to obtain a semiglobal convergence result. Concluding
remarks are presented in Section 7.



2 Heuristics for iterative computation of
optimal switching times

Consider the linear system
z = Az + bv, (2.1)

where z € IR" is the state and v € IR is the input
which is constrained to |v] < 1. We assume that the
pair (4,b) is controllable see. We further assume that
the eigenvalues of matrix A are real. The problem is to
find the control function v°(t) that steers the trajectory
from a specified initial state z(0) = zp to a specified
final state here chosen to be the origin z(¢ty) = zy =0
in minimum time tg’c. We assume that zg is in the null-
controllable set, i.e. the time-optimal problem has a
solution. From the maximum principle [10], the time-
optimal control is ‘bang-bang’ (i.e., piecewise constant,
with each component assuming only the values +1 )
and it has at most n — 1 switchings; and, any ‘bang-
bang’ policy with at most n — 1 switchings is optimal
in the sense that whatever state the plant reaches using
such a control, it does so in optimal time.

As a consequence of these properties, the search for the
optimal control can be restricted to the steering con-
trols that are defined by a sequence of n time intervals
z; £ t; — t;_1 and the corresponding sequence of con-
stant control values u;. This class of piecewise constant
controls (see Figure 1) is characterized by a pair of vec-
tors (z,u), where z denotes the vector of time intervals
and u denotes the vector of control values. From the
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Figure 1: Control sequence.
solution of the linear system for ¢ >ty = 0

2(t) = et (z(O) + /Ot eATb’U(T)dT> ) (2.2)

it is seen that that a control defined by the pair (z,u)
will steer 2o to z = 0 if it satisfies the ‘steering equation’

O(z)u=—2 (2.3)

where the i-th column of the matrix ® is

A b — AT Zi:omk —Ar
®.i () =f e dez/ e~ Tbdr (2.4)

i—1
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The optimal vector Z is the unique solution of (2.3)
when u = @ is the vector of optimal control values,
that is |g;] = 1 and wu;41 = —1fori=1,...,n— 1.
The equation ®(z)@ = —zp is the nonlinear equation
to be solved to determine the optimal control. In con-
trast, (2.3) is linear in u and is easily solved for a given
z. Because the pair (4, b) is controllable, a unique solu-
tion u(z) exists for any z in the open positive orthant.
A natural class of iterative methods thus consists in
updating the time intervals vector = such as to enforce
convergence of the corresponding control vector u(z) to
a bang-bang sequence of magnitude |u;| = 1.

The heuristics considered in [15]-[16] and more recently
in [2] is a “decentralized” adaptation of the vector z:
if |u;(z)]| is larger than one, increase the length of the
corresponding time interval z;; if |u;(z)| is smaller than
one, decrease the length of the corresponding time in-
terval z;.

In continuous-time, this heuristics yields the decentral-
ized adaptation

j?i = fl(|ul(:c)| — 1)£Ei, 1= 1, I 14 (25)

where f; should be a (smooth) scalar function in the
first and third quadrant and only vanish at zero, and
where z; is put in factor of f; in order to guarantee the
positive invariance of the open positive orthant. If zj is
not on a switching surface of the time-optimal control,
the unique equilibrium of (2.5) in O, is Z, the vector
of optimal time intervals.

In discrete-time, the same heuristics yields the decen-
tralized adaptation

zi(k +1) = zi(k) + fi(lui(z(k))| — Dzi(k), i=1,...,n
(2.6)

which is a Euler discretization of (2.5).

In [16], f; is chosen as

filluil = 1) = qln]u if  Ju(

—q In(2—Juil) if fui(k)

B >1
k) <1 (2.7)
where ¢ > 0 is a constant parameter. In [2], f; is chosen
as fi(Ju;] —1) = |Ju;|? — 1, with 0 < p < 1 a constant pa-
rameter. Both algorithms were derived independently



but it is apparent that they are closely related. Simu-
lation studies in [2] show that both algorithms perform
similarly, provided that the respective tuning parame-
ters p and g, are properly chosen. Several examples are
included in [15]-[16], in which the algorithm is com-
pared with other existing methods [14, 5, 4]. Exten-
sive simulations suggest that both the continuous-time
algorithm (2.5) and its discrete-time version (2.6) con-
verge (globally) to the time-optimal solution and that
the convergence properties are not very sensitive to the
details of the function f;, except for its slope at the
origin (a higher slope seems to be favorable to the con-
vergence).

The present paper provides a global analysis of the
continuous-time system (2.5) with the functions f; se-
lected as saturated linear functions, yielding the algo-
rithm:

€;%; = satpyr(|ui(z)| — Va;, € {1,---,n}, z;(0) >0
(2.8)

where sat;(y) = sign(y) min(M,y). With 0 < ¢, <<
€n_1 << --- << €1, a time-scale separation can be
enforced between the different z; dynamics, and the
different control values |u;| successively converge to 1
(starting with |uy]).

3 An example

For the double integrator

51 = 22 _ -1
{22 — v |U|S17 Z(O)_< 2 )

the dynamical system (2.8) takes the form

1
65&2

with u = (u1,u2)7T solution of the steering equation:

_zi _(z%+x2§>—x% ( U ) _ ( 21(0) )
1 T2 U2 22(0)

The phase portrait of (3.9) is illustrated on Figure 2
for ¢ very small. Fast convergence to the slow man-
ifold |us| =~ 1 is followed by slow convergence to the
equilibrium (indicated by a circle).

sat(Jui| — 1)z

sat(Jus| — 1)z2 (3.9)

M)

The manifold |us| = 1 has two branches: the branch
us = +1 goes through the equilibrium but exists only
for z; > 1. The branch us = —1 only exists for z; €

(0,1). The two branches merge at (z1,z2) = (1,0), on
the boundary of the positive orthant.

If the initial condition of (3.9) is chosen such that z; €
(0, 1), the solution first converges to the manifold us =
—1. In the phase plane of the original system, this
corresponds to a steering control of the form (uy,us2) =
(=, —1) where 4 is a positive number. The solution
of (3.9) then “slides” along the manifold us = —1 up
to the singular point (z1,2z2) = (1,0) before jumping
to the manifold uy = +1 where it is attracted to the
equilibrium.

The next sections show that the behavior displayed in
the above example generalizes to higher dimensions.

)
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Figure 2: Phase portrait of (3.9) for € small.

4 Fast dynamics equilibria

In the time-scale 7; = £, the fast dynamics of (2.8) are

B = sat(Juipa(z)] - Dazig
: (4.10)
Sy, = sat(|un(z)| — Dan

with (z1,---,2;) fixed. The slow dynamics of (2.8)
then depend on the equilibria of (4.10). We will show
that these equilibria are solutions of the following time-
optimal control problem:

minT =zx;41 4+ + 2,
st. Z=Az+bv |u| <1
Z(O) ell; = eAti (ZO + span{é(:’l), sy ‘:I)(’l)})
2(T) =0 (Pi)

Note that Py is the original optimal control problem
considered in this paper, while P;, 1 < i < n —1, is
the time-optimal control problem of reaching the ori-
gin z = 0 from the affine subspace II;. The solution to
this problem is unique and bang-bang. Regular solu-
tions (for generic (z1,---,z;)) involve n —i — 1 switches



and determine a unique sequence of switching inter-
vals Q(P;) = {(zi+1, -+, zn)}, with the corresponding
control sequence (%;11,- -, uy) alternating between +1
and —1 [7]. Singular solutions involve less than n—i—1
switches. In this case, the sequence of optimal switching
intervals is not determined by a unique (zit1,- -, Z,)
of IR"~%. For instance, if n = 2, a singular steering

control {( g ) , ( _*1 )} is equally represented by
T -1 . _ _ _
_ R provided that Z; + Zo = Z. The
T2 -1

set of vectors (z;41,---,2,)7 that represent the same
singular solution is denoted by Q(P;); i.e.

QP = (w11, 2a)T € OF 1+ Husss, =y un)T
such that {(zir 1, ,2n) T, (Wit1, -+, un)T}

is solution of P;} (4.11)
4.11

When Q(P;) is a singleton, we call the vector

(z1,---,z;)T regular. Otherwise, we call the vector
(z1,+++,z;)T singular.

Lemma 1 Let (z1,---,z;) be a singular point.

Then, either ®(zq,---,2;,0,---,0)u = —2zp has a solu-
tion, in which case, we call (z1,---,z;) a singularity of
order n — 1,

or there exists an integer £, 1 < k < n — ¢, and
a unique (29, ,,---,20_,) > 0 such that |u;| = 1
for j € {i+1,---,n — k} and wju;y; = -1 for

je{i+1,---,n—k—1}, and
@(Il,"',ivi,$?+1,"',iE%_k,O,"‘,O)U: —20

In the latter case, we call (z1,---,z;) a singularity of
order k.

The proof of Lemma 1 follows from the fact that the
optimal solution of P; is bang-bang and unique. All
the elements of (P;) lead to steering controls that are
equivalent to the steering control defined in Lemma 1.

Proposition 1 Let Q(P;) be defined by (4.11) for a
fized (1, -, x;).

(1) Q(P;) characterizes the equilibrium set of (4.10) in
+

n—i*

(ii) Fiz (Z1,---,%Z;—1) > 0. Then for each z;, u;(z),
solution of ®(x)u = —zo, is identical for all
($i+1, B ',In) S Q(Pz), i.€.

Wi(Z1, 0 Tim1y Tiy Tig 1y -+ 5 ) = Ui(25)

(iii) 4; is continuous on (0, +00)

Proof:

(i) (Zit1,+++,7p) is an equilibrium of (4.10) in O
if and only if |ui| =1 for all k € {i +1,---,n}. The
resulting steering control switches at most n — 7 — 1
times. By uniqueness of the solution of P;, the steering
control is optimal and (241, -, zn) € Q(P;)

(ii) Because all points of Q(P;) represent the same
steering control, the impact point 2? in II; is identi-
cal for all (z;11,--+,zn) € Q(P;). Because (u1,---,u;)
is determined by the steering equation

i
eMizg+ Y eMP( u; =2 (4.12)

j=1
it follows that wu; (fl, Sy Ty Ty Tt 1yt fbn) is iden-
tical for all elements (z;y1,---,2n) € Q(P;). De-
fine 4;(x;) = wi(Z1,-++,Tiz1,Ti,Tiy1, -, 2n) With

(Tig1,--,2n) € Q(Py).

(iii) The solution (u1,---,u;) of (4.12) is a continuous
function of z*. Tt is then a continuous function of z;
if 2 is a continuous function of z;. It is shown in [10]
(Sec. 2.5, Theorem 22) that the optimal time and the
optimal control are continuous with respect to the ini-
tial condition. The initial set is here continuous with
respect to z;; therefore, the optimal time and the con-
trol law are continuous with respect to z;. Continuity
of the initial point 2z with respect to z; follows directly.
]

5 Slow dynamics analysis

Fast convergence of the solutions of (4.10) to Q(P;) will
be proven in Section 6. In the time-scale 7; = ﬁ, the
slow dynamics of (2.8) then reduces to the scalar equa-
tion:

j?i = sat(|ﬁl(xz)| — 1)£Ez (513)

with the continuous function @;(x;) determined as in
Proposition 1.

Proposition 2 Denote by I'; the equilibrium set of
(5.13) in (0, 00).

o If (z1,---,zi—1) is regular, then T; = {z;}
where Z; is uniquely determined by the solution

Of (Pifl).

o If (x1,-+-,x4—1) is singular of order k (1 < k <
n—i+1), thenT; = (0,2Y], where z¥ is determined
by Lemma 1.



o If (1, --,2i_1) is singular of order n — i+ 1,
then G;(z;) =0, and T'; = 0 (z; = 0 is the unique
attractor of (5.13) which reduces to ©; = —x;).

The remainder of the section is devoted to the stability
analysis of T';. If (z1,---,%;—1) is regular, global at-
tractivity of the equilibrium Z; is a consequence of the
following result.

Proposition 3 If (z1,---,x;) is reqular, then
dii; N -
%(xl)(ul(zz) — 'Ufi—i-l) <0 (514)

where the sign of 4,41 = £1 is determined by the opti-
mal solution of P;

Proof: See [8]. |
Corollary 1 If (z1,---,z;—1) is regular, the unique
equilibrium &; of (5.13) is locally exponentially stable
and globally attractive in (0, +00).

Proof: Linearization of (5.13) at z; = Z; yields

Lo dly
Si; = o (2:)sign(d;(Z:))Z:dz;

K3

which is stable if ‘;gf sign(a;(z;)) < 0. Noting that @; =

—sign(d;) at the equilibrium, (5.14) becomes

~

dui

2
da:i

sign(a;(z;)) <0

and local exponential stability is proven. For a scalar
system with a single equilibrium, global attractivity fol-
lows from local stability. ™

To prove asymptotic stability of the equilibrium set
[0, 9] when (z1,---,x;—1) is singular, we need the fol-
lowing proposition

Proposition 4 If (z1,---,x;—1) is reqular (resp. sin-
gular of order smaller than n —i+1), the values z; > 0
(resp. z; > zV) such that (z1,---,x;) is singular are
isolated.

Proof: See [8]. |
Corollary 2 If (z1,---,zi—1) is singular of order <
n —i+ 1, the equilibrium set T'; = (0,29 is globally
asymptotically stable in (0, +00).

Proof: By Proposition 2, |4;|] = 1 only if z; €
[0,29]. By Proposition 4, there exists ¢* > 0 such
that (z1,---,zi—1,z; + €) is regular for all 0 < € < €*.
For z; € I« = (29,2 + €*), the optimal control value
Git1(z;) = £1 is constant.

We prove that @;y1(z;) = —0;(2?) for z; € I... By
contradiction, suppose that @i(z;) = ai(a?). If
G;(2;) > Gip1(z;), (5.14) forces % < 0 in the whole

interval I.«, which, by continuity of @;(x;), contradicts
that 4;(z;) > ;11 (z;). The same reasoning can be held
for 4;(z;) < @i11(z;) inside the interval. The only pos-
sibility is then that ;(z;) = 4;(z¥), which contradicts
Proposition 2.

We conclude that @;1(z;) = —1;(z?) and that
|ﬁl(£€z)| < |ﬂi+1 (IEZ)| for z; € I.. This implies
|i;(z;)| < 1 for all z; > z¥. The set T; is then globally

asymptotically stable in (0, c0).

6 Global convergence analysis

This section contains the main result of the paper and
its proof. It puts together the fast and slow dynamics
analyses of the previous two sections.

Theorem 1 Let 1 < i < n and fix (z1,---,2;-1) >0
ifi>1

Then the equilibrium set Q(P;_;) of

szbz = sat(|ui(a:)| — 1)33@
: (6.15)

i, = sat(|un(z)] — 1)z,

is asymptotically stable. It is exponentially stable if
Q(P;_1) is a singleton.

Moreover, the region of attraction of Q(P;_1) in the
positive orthant is enlarged at will by proper separation

of the time-scales 7,, = &, 7; = L

Proof: The proof goes by induction:

Let i=n If (2;,---,2,_1) is regular, then u,(z) =
Un(zn) and the unique equilibrium Z, of #, =
sat(|tn(zn)| — 1)y is exponentially stable and globally
attractive, see Corollary 1.

If (z;,- -+, Zn—1) is singular, then IT,,_; contains the ori-
gin z = 0 and up(z) = Gp(z,) = 0. Then z, = 0 is
globally exponentially stable.



Induction step Consider (6.15) with 1 <4 < n. Denote
by I'; the equilibrium set of

Eszz = sat(|ﬁz(a:l)| — 1)331 (616)

and by ¥; the subset of R} \ T; such that z; € %;
implies that (z1,---,z;) is singular.

Assume first that ¥; = (. Then the fast subsystem
of (6.15) has a unique equilibrium for all z; € R \
I';, and this equilibrium is exponentially stable with an
arbitrarily large region of attraction from the induction
hypothesis. As a consequence, there exists an invariant
slow manifold in the neighborhood of Ry \ T; x Q(P;).
On the other hand, the equilibrium set T'; of (6.15) is
globally asymptotically stable (see Corollaries 1 and 2).

From standard singular perturbations theory (e.g. The-
orem 3.18 in [13]), the equilibrium set T'; x Q(P;) of
(6.15) is locally asymptotically stable and its region of
attraction can be made arbitrarily large be making <!
small enough. '

Next suppose that ¥; # (). Denote by X7 a closed neigh-
borhood of ¥; such that XY NI'; = 0 and such that X7 is
made of disjoint closed intervals I;" of length v (I > 1).
By Proposition 4, v > 0 can be selected arbitrarily
small. Consider a solution that satisfy z;(t) € I for
all t > 0 and let #; be a singularity of maximal order in
I. Then (zit1(t),-- -,z (t)) converges to ay neighbor-
hood Q7 (P;)(%;) of Q(P;)(Z;). Because ||4:(Z;)] — 1| >
J, for some § > 0 and w;(z;,- - -, x,) is continuous, there
exists v small enough such that ||u;(%)| — 1| > £ for all
z; € I} and (zit1(t), -+, zn(t)) € QV(P;)(Z;). But
then #; is sign definite for ¢ large enough and does
not converge to zero, which contradicts the fact that
z;(t) € I} for all t > 0. The slow dynamics (5.13) be-
ing valid in (IR™\TI';)UX], we conclude that all solutions
converge to I'; x Q(P;).

7 Conclusion

In this paper we have analyzed the global convergence
properties of a continuous flow which computes the so-
lution of a linear time-optimal control problem. The
analysis rests on a time-scale separation of the dynam-
ics into n scalar dynamics, each of one characterizing
the transfer from one hyperplane to a switching surface
of the optimal control problem.
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