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Abstrat

The minimum-time bounded ontrol of linear systems

is generially bang-bang and the number of swithings

does not exeed the dimension of the system if the

eigenvalues of the system matrix are real. This paper

proposes a synthesis method for suh problems based

on dynamial systems that `ompute' the optimal se-

quene of swithing times.

1 Introdution

This paper addresses the lassial synthesis problem of

time-optimal ontrol laws for a single-input linear sys-

tem _z = Az + bv subjet to the bounded input on-

straint jvj � 1. We onsider the situation of a on-

trollable pair (A; b) and assume that all the eigenvalues

of A are real. The omputation of the time-optimal

ontrol redues to the omputation of the optimal se-

quene of swithings times 0 = t

0

� t

1

� : : : � t

n

= T

of the optimal bang-bang ontrol, or equivalently, the

optimal sequene of time-intervals �x

1

= t

1

� t

0

; �x

2

=

t

2

� t

1

; : : : ; �x

n

= t

n

� t

n�1

.

In this paper, we onstrut ontinuous time-systems

_x = f(x) whih `produe' an optimal sequene �x =

(�x

1

; : : : ; �x

n

)

T

, in the sense that their equilibrium set

oinides with the set of optimal sequenes (a singleton

if z

0

is not on a swithing surfae) and that it is a stable

attrator with an arbitrarily large region of attration.

The systems are positive, i.e. they are only de�ned in

the open positive orthantO

+

n

= fxjx

i

> 0; i = 1; � � � ; ng

and the dynamis leave this open set invariant. Our

main result shows that, under proper time-sale de-

omposition, the onvergene of solutions to the de-

sired equilibrium x = �x an be enfored in a rather

transparent way, through a sequene of nested invari-

ant manifolds. This manifold struture onnets the

onvergene properties of the algorithm to the geome-

try of the time-optimal ontrol problem and supports

the exellent onvergent properties that are observed

in simulations, even when the time sales are no longer

enfored.

The algorithms disussed in the present paper are based

on a partiular heuristis, to be explained in Setion

2. In that respet, they di�er from the realm of

gradient-based iterative methods for the synthesis of

time-optimal ontrollers, that date bak almost to the

starting point of the time-optimal ontrol problem itself

[1, 3, 5, 6, 9, 12℄, and whih are, in general, sensitive

to the starting ondition (initial guess) and have poor

onvergene properties. This is in ontrast with the

onvergene properties displayed in the present paper.

A `modern' motivation for studying iterative methods

for the synthesis of optimal ontrol laws is in their po-

tential implementation in a reeding-horizon fashion, so

as to make orretions to the ontrol poliy when the

plant is a�eted by inauraies or by external distur-

banes. With the urrent omputing power and with

the maturity reahed by the theory of reeding-horizon

ontrol [11℄, there is a renewed interest in eÆient al-

gorithms for the synthesis of optimal ontrol laws.

The remainder of the paper is organized as follows. In

Setion 2 we provide some bakground and the heuris-

tis of the iterative methods disussed in this paper.

In Setion 3, the main features of the algorithm and

some of its onvergene issues are illustrated on an ex-

ample. In Setions 4 and 5, the time-sales separation

and the onvergene of the fast and slow subsystem of

a partiular ontinuous-time version of the algorithm

are analyzed. Setion 6 puts those analyses together

to obtain a semiglobal onvergene result. Conluding

remarks are presented in Setion 7.



2 Heuristis for iterative omputation of

optimal swithing times

Consider the linear system

_z = Az + bv; (2.1)

where z 2 IR

n

is the state and v 2 IR is the input

whih is onstrained to jvj � 1. We assume that the

pair (A; b) is ontrollable see. We further assume that

the eigenvalues of matrix A are real. The problem is to

�nd the ontrol funtion v

0

(t) that steers the trajetory

from a spei�ed initial state z(0) = z

0

to a spei�ed

�nal state here hosen to be the origin z(t

f

) = z

f

= 0

in minimum time t

0

f

. We assume that z

0

is in the null-

ontrollable set, i.e. the time-optimal problem has a

solution. From the maximum priniple [10℄, the time-

optimal ontrol is `bang-bang' (i.e., pieewise onstant,

with eah omponent assuming only the values �1 )

and it has at most n � 1 swithings; and, any `bang-

bang' poliy with at most n � 1 swithings is optimal

in the sense that whatever state the plant reahes using

suh a ontrol, it does so in optimal time.

As a onsequene of these properties, the searh for the

optimal ontrol an be restrited to the steering on-

trols that are de�ned by a sequene of n time intervals

x

i

, t

i

� t

i�1

and the orresponding sequene of on-

stant ontrol values u

i

. This lass of pieewise onstant

ontrols (see Figure 1) is haraterized by a pair of ve-

tors (x; u), where x denotes the vetor of time intervals

and u denotes the vetor of ontrol values. From the

PSfrag replaements

u(t)

t

1

�1

0

u

1

u

2

u

n

t

0

= 0 t

1

t

2

t

n�1

t

n

Figure 1: Control sequene.

solution of the linear system for t � t

0

= 0

z(t) = e

At

�

z(0) +

Z

t

0

e

�A�

bv(�)d�

�

; (2.2)

it is seen that that a ontrol de�ned by the pair (x; u)

will steer z

0

to z = 0 if it satis�es the `steering equation'

�(x)u = �z

0

(2.3)

where the i-th olumn of the matrix � is

�

(:;i)

(x) ,

Z

t

i

t

i�1

e

�A�

bd� =

Z

P

i

k=0

x

k

P

i�1

k=0

x

k

e

�A�

bd� (2.4)

The optimal vetor �x is the unique solution of (2.3)

when u = �u is the vetor of optimal ontrol values,

that is j�u

i

j = 1 and u

i

u

i+1

= �1 for i = 1; : : : ; n � 1.

The equation �(x) �u = �z

0

is the nonlinear equation

to be solved to determine the optimal ontrol. In on-

trast, (2.3) is linear in u and is easily solved for a given

x. Beause the pair (A; b) is ontrollable, a unique solu-

tion u(x) exists for any x in the open positive orthant.

A natural lass of iterative methods thus onsists in

updating the time intervals vetor x suh as to enfore

onvergene of the orresponding ontrol vetor u(x) to

a bang-bang sequene of magnitude ju

i

j = 1.

The heuristis onsidered in [15℄{[16℄ and more reently

in [2℄ is a \deentralized" adaptation of the vetor x:

if ju

i

(x)j is larger than one, inrease the length of the

orresponding time interval x

i

; if ju

i

(x)j is smaller than

one, derease the length of the orresponding time in-

terval x

i

.

In ontinuous-time, this heuristis yields the deentral-

ized adaptation

_x

i

= f

i

(ju

i

(x)j � 1)x

i

; i = 1; : : : ; n (2.5)

where f

i

should be a (smooth) salar funtion in the

�rst and third quadrant and only vanish at zero, and

where x

i

is put in fator of f

i

in order to guarantee the

positive invariane of the open positive orthant. If z

0

is

not on a swithing surfae of the time-optimal ontrol,

the unique equilibrium of (2.5) in O

+

n

is �x, the vetor

of optimal time intervals.

In disrete-time, the same heuristis yields the deen-

tralized adaptation

x

i

(k + 1) = x

i

(k) + f

i

(ju

i

(x(k))j � 1)x

i

(k); i = 1; : : : ; n

(2.6)

whih is a Euler disretization of (2.5).

In [16℄, f

i

is hosen as

f

i

(ju

i

j � 1) = q ln ju

i

j if ju

i

(k)j � 1

�q ln (2� ju

i

j) if ju

i

(k)j < 1

(2.7)

where q > 0 is a onstant parameter. In [2℄, f

i

is hosen

as f

i

(ju

i

j�1) = ju

i

j

p

�1, with 0 < p < 1 a onstant pa-

rameter. Both algorithms were derived independently

2



but it is apparent that they are losely related. Simu-

lation studies in [2℄ show that both algorithms perform

similarly, provided that the respetive tuning parame-

ters p and q, are properly hosen. Several examples are

inluded in [15℄{[16℄, in whih the algorithm is om-

pared with other existing methods [14, 5, 4℄. Exten-

sive simulations suggest that both the ontinuous-time

algorithm (2.5) and its disrete-time version (2.6) on-

verge (globally) to the time-optimal solution and that

the onvergene properties are not very sensitive to the

details of the funtion f

i

, exept for its slope at the

origin (a higher slope seems to be favorable to the on-

vergene).

The present paper provides a global analysis of the

ontinuous-time system (2.5) with the funtions f

i

se-

leted as saturated linear funtions, yielding the algo-

rithm:

�

i

_x

i

= sat

M

(ju

i

(x)j � 1)x

i

; i 2 f1; � � � ; ng; x

i

(0) > 0

(2.8)

where sat

M

(y) = sign(y)min(M; y). With 0 < �

n

<<

�

n�1

<< � � � << �

1

, a time-sale separation an be

enfored between the di�erent x

i

dynamis, and the

di�erent ontrol values ju

i

j suessively onverge to 1

(starting with ju

n

j).

3 An example

For the double integrator

�

_z

1

= z

2

_z

2

= v

jvj � 1; z(0) =

�

�1

2

�

the dynamial system (2.8) takes the form

�

_x

1

= sat(ju

1

j � 1)x

1

� _x

2

= sat(ju

2

j � 1)x

2

(3.9)

with u = (u

1

; u

2

)

T

solution of the steering equation:

 

�

x

2

1

2

�

(x

2

1

+x

2

2

)�x

2

1

2

x

1

x

2

!

�

u

1

u

2

�

= �

�

z

1

(0)

z

2

(0)

�

The phase portrait of (3.9) is illustrated on Figure 2

for � very small. Fast onvergene to the slow man-

ifold ju

2

j � 1 is followed by slow onvergene to the

equilibrium (indiated by a irle).

The manifold ju

2

j = 1 has two branhes: the branh

u

2

= +1 goes through the equilibrium but exists only

for x

1

> 1. The branh u

2

= �1 only exists for x

1

2

(0; 1). The two branhes merge at (x

1

; x

2

) = (1; 0), on

the boundary of the positive orthant.

If the initial ondition of (3.9) is hosen suh that x

1

2

(0; 1), the solution �rst onverges to the manifold u

2

=

�1. In the phase plane of the original system, this

orresponds to a steering ontrol of the form (u

1

; u

2

) =

(�û;�1) where û is a positive number. The solution

of (3.9) then \slides" along the manifold u

2

= �1 up

to the singular point (x

1

; x

2

) = (1; 0) before jumping

to the manifold u

2

= +1 where it is attrated to the

equilibrium.

The next setions show that the behavior displayed in

the above example generalizes to higher dimensions.

1 2 3

2

1

PSfrag replaements
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Figure 2: Phase portrait of (3.9) for � small.

4 Fast dynamis equilibria

In the time-sale �

i

=

t

�

i

, the fast dynamis of (2.8) are

8

>

<

>

:

�

i+1

�

i

_x

i+1

= sat(ju

i+1

(x)j � 1)x

i+1

.

.

.

�

n

�

i

_x

n

= sat(ju

n

(x)j � 1)x

n

(4.10)

with (x

1

; � � � ; x

i

) �xed. The slow dynamis of (2.8)

then depend on the equilibria of (4.10). We will show

that these equilibria are solutions of the following time-

optimal ontrol problem:

minT = x

i+1

+ � � �+ x

n

s.t. _z = Az + bv jvj � 1

z(0) 2 �

i

= e

At

i

(z

0

+ spanf�

(:;1)

; � � � ;�

(:;i)

g)

z(T ) = 0 (P

i

)

Note that P

0

is the original optimal ontrol problem

onsidered in this paper, while P

i

, 1 � i � n � 1, is

the time-optimal ontrol problem of reahing the ori-

gin z = 0 from the aÆne subspae �

i

. The solution to

this problem is unique and bang-bang. Regular solu-

tions (for generi (x

1

; � � � ; x

i

)) involve n� i�1 swithes

3



and determine a unique sequene of swithing inter-

vals 
(P

i

) = f(x

i+1

; � � � ; x

n

)g, with the orresponding

ontrol sequene (~u

i+1

; � � � ; ~u

n

) alternating between +1

and �1 [7℄. Singular solutions involve less than n�i�1

swithes. In this ase, the sequene of optimal swithing

intervals is not determined by a unique (x

i+1

; � � � ; x

n

)

of IR

n�i

. For instane, if n = 2, a singular steering

ontrol

��

�x

0

�

;

�

�1

?

��

is equally represented by

��

�x

1

�x

2

�

;

�

�1

�1

��

provided that �x

1

+ �x

2

= �x. The

set of vetors (x

i+1

; � � � ; x

n

)

T

that represent the same

singular solution is denoted by 
(P

i

); i.e.


(P

i

) = f(x

i+1

; � � � ; x

n

)

T

2 O

+

n�i

: 9(u

i+1

; � � � ; u

n

)

T

suh that f(x

i+1

; � � � ; x

n

)

T

; (u

i+1

; � � � ; u

n

)

T

g

is solution of P

i

g

(4.11)

When 
(P

i

) is a singleton, we all the vetor

(x

1

; � � � ; x

i

)

T

regular. Otherwise, we all the vetor

(x

1

; � � � ; x

i

)

T

singular.

Lemma 1 Let (x

1

; � � � ; x

i

) be a singular point.

Then, either �(x

1

; � � � ; x

i

; 0; � � � ; 0)u = �z

0

has a solu-

tion, in whih ase, we all (x

1

; � � � ; x

i

) a singularity of

order n� i,

or there exists an integer k, 1 � k < n � i, and

a unique (x

0

i+1

; � � � ; x

0

n�k

) > 0 suh that ju

j

j = 1

for j 2 fi + 1; � � � ; n � kg and u

j

u

j+1

= �1 for

j 2 fi+ 1; � � � ; n� k � 1g, and

�(x

1

; � � � ; x

i

; x

0

i+1

; � � � ; x

0

n�k

; 0; � � � ; 0)u = �z

0

In the latter ase, we all (x

1

; � � � ; x

i

) a singularity of

order k.

The proof of Lemma 1 follows from the fat that the

optimal solution of P

i

is bang-bang and unique. All

the elements of 
(P

i

) lead to steering ontrols that are

equivalent to the steering ontrol de�ned in Lemma 1.

Proposition 1 Let 
(P

i

) be de�ned by (4.11) for a

�xed (x

1

; � � � ; x

i

).

(i) 
(P

i

) haraterizes the equilibrium set of (4.10) in

O

+

n�i

.

(ii) Fix (�x

1

; � � � ; �x

i�1

) > 0. Then for eah x

i

, u

i

(x),

solution of �(x)u = �z

0

, is idential for all

(x

i+1

; � � � ; x

n

) 2 
(P

i

), i.e.

u

i

(�x

1

; � � � ; �x

i�1

; x

i

; x

i+1

; � � � ; x

n

) = û

i

(x

i

)

(iii) û

i

is ontinuous on (0;+1)

Proof:

(i) (x

i+1

; � � � ; x

n

) is an equilibrium of (4.10) in O

+

n�i

if and only if ju

k

j = 1 for all k 2 fi + 1; � � � ; ng. The

resulting steering ontrol swithes at most n � i � 1

times. By uniqueness of the solution of P

i

, the steering

ontrol is optimal and (x

i+1

; � � � ; x

n

) 2 
(P

i

)

(ii) Beause all points of 
(P

i

) represent the same

steering ontrol, the impat point z

i

in �

i

is identi-

al for all (x

i+1

; � � � ; x

n

) 2 
(P

i

). Beause (u

1

; � � � ; u

i

)

is determined by the steering equation

e

At

i

z

0

+

i

X

j=1

e

At

i

�

(:;i)

u

j

= z

i

(4.12)

it follows that u

i

(�x

1

; � � � ; �x

i�1

; x

i

; x

i+1

; � � � ; x

n

) is iden-

tial for all elements (x

i+1

; � � � ; x

n

) 2 
(P

i

). De-

�ne û

i

(x

i

) = u

i

(�x

1

; � � � ; �x

i�1

; x

i

; x

i+1

; � � � ; x

n

) with

(x

i+1

; � � � ; x

n

) 2 
(P

i

).

(iii) The solution (u

1

; � � � ; u

i

) of (4.12) is a ontinuous

funtion of z

i

. It is then a ontinuous funtion of x

i

if z

i

is a ontinuous funtion of x

i

. It is shown in [10℄

(Se. 2.5, Theorem 22) that the optimal time and the

optimal ontrol are ontinuous with respet to the ini-

tial ondition. The initial set is here ontinuous with

respet to x

i

; therefore, the optimal time and the on-

trol law are ontinuous with respet to x

i

. Continuity

of the initial point z

i

with respet to x

i

follows diretly.

5 Slow dynamis analysis

Fast onvergene of the solutions of (4.10) to 
(P

i

) will

be proven in Setion 6. In the time-sale �

i

=

t

�

i

, the

slow dynamis of (2.8) then redues to the salar equa-

tion:

_x

i

= sat(jû

i

(x

i

)j � 1)x

i

(5.13)

with the ontinuous funtion û

i

(x

i

) determined as in

Proposition 1.

Proposition 2 Denote by �

i

the equilibrium set of

(5.13) in (0;1).

� If (x

1

; � � � ; x

i�1

) is regular, then �

i

= f�x

i

g

where �x

i

is uniquely determined by the solution

of (P

i�1

).

� If (x

1

; � � � ; x

i�1

) is singular of order k (1 � k <

n�i+1), then �

i

= (0; x

0

i

℄, where x

0

i

is determined

by Lemma 1.
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� If (x

1

; � � � ; x

i�1

) is singular of order n � i + 1,

then û

i

(x

i

) � 0, and �

i

= ; (x

i

= 0 is the unique

attrator of (5.13) whih redues to _x

i

= �x

i

).

The remainder of the setion is devoted to the stability

analysis of �

i

. If (x

1

; � � � ; x

i�1

) is regular, global at-

trativity of the equilibrium �x

i

is a onsequene of the

following result.

Proposition 3 If (x

1

; � � � ; x

i

) is regular, then

dû

i

dx

i

(x

i

)(û

i

(x

i

)� ~u

i+1

) < 0 (5.14)

where the sign of ~u

i+1

= �1 is determined by the opti-

mal solution of P

i

Proof: See [8℄.

Corollary 1 If (x

1

; � � � ; x

i�1

) is regular, the unique

equilibrium �x

i

of (5.13) is loally exponentially stable

and globally attrative in (0;+1).

Proof: Linearization of (5.13) at x

i

= �x

i

yields

Æ _x

i

=

dû

i

dx

i

(�x

i

)sign(û

i

(�x

i

))�x

i

Æx

i

whih is stable if

dû

i

dx

i

sign(û

i

(x

i

)) < 0. Noting that ~u

i

=

�sign(û

i

) at the equilibrium, (5.14) beomes

2

dû

i

dx

i

sign(û

i

(x

i

)) < 0

and loal exponential stability is proven. For a salar

system with a single equilibrium, global attrativity fol-

lows from loal stability.

To prove asymptoti stability of the equilibrium set

[0; x

0

i

℄ when (x

1

; � � � ; x

i�1

) is singular, we need the fol-

lowing proposition

Proposition 4 If (x

1

; � � � ; x

i�1

) is regular (resp. sin-

gular of order smaller than n� i+1), the values x

i

> 0

(resp. x

i

> x

0

i

) suh that (x

1

; � � � ; x

i

) is singular are

isolated.

Proof: See [8℄.

Corollary 2 If (x

1

; � � � ; x

i�1

) is singular of order <

n � i + 1, the equilibrium set �

i

= (0; x

0

i

℄ is globally

asymptotially stable in (0;+1).

Proof: By Proposition 2, jû

i

j = 1 only if x

i

2

[0; x

0

i

℄. By Proposition 4, there exists �

�

> 0 suh

that (x

1

; � � � ; x

i�1

; x

i

+ �) is regular for all 0 < � < �

�

.

For x

i

2 I

�

�

= (x

0

i

; x

0

i

+ �

�

), the optimal ontrol value

~u

i+1

(x

i

) = �1 is onstant.

We prove that ~u

i+1

(x

i

) = �û

i

(x

0

i

) for x

i

2 I

�

�

. By

ontradition, suppose that ~u

i+1

(x

i

) = û

i

(x

0

i

). If

û

i

(x

i

) > ~u

i+1

(x

i

), (5.14) fores

dû

i

dx

i

< 0 in the whole

interval I

�

�

, whih, by ontinuity of û

i

(x

i

), ontradits

that û

i

(x

i

) > ~u

i+1

(x

i

). The same reasoning an be held

for û

i

(x

i

) < ~u

i+1

(x

i

) inside the interval. The only pos-

sibility is then that û

i

(x

i

) = û

i

(x

0

i

), whih ontradits

Proposition 2.

We onlude that ~u

i+1

(x

i

) = �û

i

(x

0

i

) and that

jû

i

(x

i

)j < j~u

i+1

(x

i

)j for x

i

2 I

�

�

. This implies

jû

i

(x

i

)j < 1 for all x

i

> x

0

i

. The set �

i

is then globally

asymptotially stable in (0;1).

6 Global onvergene analysis

This setion ontains the main result of the paper and

its proof. It puts together the fast and slow dynamis

analyses of the previous two setions.

Theorem 1 Let 1 � i � n and �x (x

1

; � � � ; x

i�1

) > 0

if i > 1

Then the equilibrium set 
(P

i�1

) of

8

>

<

>

:

�

i

_x

i

= sat(ju

i

(x)j � 1)x

i

.

.

.

�

n

�

i

_x

n

= sat(ju

n

(x)j � 1)x

n

(6.15)

is asymptotially stable. It is exponentially stable if


(P

i�1

) is a singleton.

Moreover, the region of attration of 
(P

i�1

) in the

positive orthant is enlarged at will by proper separation

of the time-sales �

n

=

t

�

n

; � � � ; �

i

=

t

�

i

Proof: The proof goes by indution:

Let i = n If (x

i

; � � � ; x

n�1

) is regular, then u

n

(x) =

û

n

(x

n

) and the unique equilibrium �x

n

of _x

n

=

sat(jû

n

(x

n

)j�1)x

n

is exponentially stable and globally

attrative, see Corollary 1.

If (x

i

; � � � ; x

n�1

) is singular, then �

n�1

ontains the ori-

gin z = 0 and u

n

(x) = û

n

(x

n

) = 0. Then x

n

= 0 is

globally exponentially stable.

5



Indution step Consider (6.15) with 1 � i < n. Denote

by �

i

the equilibrium set of

�

i

_x

i

= sat(jû

i

(x

i

)j � 1)x

i

(6.16)

and by �

i

the subset of IR

+

0

n �

i

suh that x

i

2 �

i

implies that (x

1

; � � � ; x

i

) is singular.

Assume �rst that �

i

= ;. Then the fast subsystem

of (6.15) has a unique equilibrium for all x

i

2 IR

+

0

n

�

i

, and this equilibrium is exponentially stable with an

arbitrarily large region of attration from the indution

hypothesis. As a onsequene, there exists an invariant

slow manifold in the neighborhood of IR

+

0

n�

i

�
(P

i

).

On the other hand, the equilibrium set �

i

of (6.15) is

globally asymptotially stable (see Corollaries 1 and 2).

From standard singular perturbations theory (e.g. The-

orem 3.18 in [13℄), the equilibrium set �

i

� 
(P

i

) of

(6.15) is loally asymptotially stable and its region of

attration an be made arbitrarily large be making

�

i+1

�

i

small enough.

Next suppose that �

i

6= ;. Denote by �



i

a losed neigh-

borhood of �

i

suh that �



i

\�

i

= ; and suh that �



i

is

made of disjoint losed intervals I



l

of length  (l � 1).

By Proposition 4,  > 0 an be seleted arbitrarily

small. Consider a solution that satisfy x

i

(t) 2 I



l

for

all t > 0 and let ~x

i

be a singularity of maximal order in

I



l

. Then (x

i+1

(t); � � � ; x

n

(t)) onverges to a  neighbor-

hood 




(P

i

)(~x

i

) of 
(P

i

)(~x

i

). Beause jjû

i

(~x

i

)j � 1j �

Æ, for some Æ > 0 and u

i

(x

i

; � � � ; x

n

) is ontinuous, there

exists  small enough suh that jju

i

(~x)j � 1j �

Æ

2

for all

x

i

2 I



l

and (x

i+1

(t); � � � ; x

n

(t)) 2 




(P

i

)(~x

i

). But

then _x

i

is sign de�nite for t large enough and does

not onverge to zero, whih ontradits the fat that

x

i

(t) 2 I



l

for all t > 0. The slow dynamis (5.13) be-

ing valid in (IR

+

n�

i

)[�



i

, we onlude that all solutions

onverge to �

i

� 
(P

i

).

7 Conlusion

In this paper we have analyzed the global onvergene

properties of a ontinuous ow whih omputes the so-

lution of a linear time-optimal ontrol problem. The

analysis rests on a time-sale separation of the dynam-

is into n salar dynamis, eah of one haraterizing

the transfer from one hyperplane to a swithing surfae

of the optimal ontrol problem.
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