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Measurements in Proof Nets
as Higher-Order Quantum Circuits
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1 University of Tokyo, Japan
2 CNRS and Université Paris Diderot—Paris 7, France
3 Universita di Bologna, Italy

Abstract. We build on the series of work by Dal Lago and coauthors anatifye
proof nets (of linear logic) as higher-order quantum cituBy accommodating
guantum measurement using additive slices, we obtain a redrapsive frame-
work for programming and interpreting quantum computat®pecifically, we
introduce a quantum lambda calcuMé.Lgm and define its geometry of interac-
tion (Gol) semantics—in the style of token machines—viatheslation of terms
into proof nets. Its soundness, i.e. invariance under tegtuof proof nets, is es-
tablished. The calculusLLgm attains a pleasant balance between expressivity
(it is higher-order and accommodates all quantum opergtiand concreteness
of models (given as token machines, i.e. in the form of autajna

1 Introduction

Quantum Programming LanguageQuantum computation and quantum communica-
tion have been attracting growing attention. The formelie@as real breakthrough in
computational power—at least for some classes of problesow) as the integer fac-
torization problem (Shor’s algorithm) and search problevikile it is often disputed

if quantum computation is physically realizable, quantuwmmunication is close to
actual deployment in real-world applications. By expluitithe nonlocal character of
quantum phenomena (notaldyantum entangleméntquantum cryptography proto-
cols accomplistperfect securitythat do not rely on any computational assumptions
(like Diffie-Hellman).

Compared to the algorithmic aspects, the theorgudintum programmings rel-
atively new. For example, quantum algorithms are most oftgeressed irguantum
circuits that lack structuring means like recursion or higher-orfdeictions. Conse-
quently we have seen some proposals for quantum programariggages including
QCL [19], quantum lambda calculi [21, 23] and most recentlyipper [10]: QCL is
imperative and the others are functional.

Our interests are in a quantum lambda calculus as a protofyfamctional quan-
tum programming languages. The functional style comes sétleral advantages. For
one, a type system based on resource-sentitigar logic [6] can forceno-cloningof
quantum states via type safety [23]. Moreover, variousnigres for classical func-
tional programming can often be “transferred” to the quamsetting, since they are
formulated in an abstract mathematical language and herogeaeric. For example,



in [11, 16, 21] various semantical techniques in the cla$setting—such as linear-
nonlinear adjunctions, categorical geometry of intecagtand presheaf completion—
are applied to quantum calculi, exploiting the categogesdericity of these techniques.

From Quantum Circuits to Proof NetS he current work relies on another rich body of
techniques that are developed in the linear logic commu8jigcifically we follow the
line of [3, 4] where, roughly speaking,

| proof nets are thought of &xtended quantum circuit|s

Proof nets as devised in [6] are a graphical presentatiomeét lambda terms (i.e.
linear logic proofs) whose principal concern is reductibteoms (i.e. cut-elimination).
Proof nets are “extended quantum circuits” in the followsense: (some) wires in
proof nets can be naturally identified with those in quantintuits; and at the same
time higher-order computation is naturally accommodatgdgia linear type system
(A— B = A% B). This view is hence a quantum version of the one in [22]. 538
for further discussion.

Once a quantum lambda term is presented as a proof ngetimetry of interaction
(Gol) interpretation [7]—especially its concrete presentatistoken machinefl4]—
gives a concrete and operational interpretation of the tesma state transition system.
This is a main advantage of the current “proof net and Gol'rapph compared to the
categorical one taken in [11, 16]: in the latter models tenble abstract and huge.

A main disadvantage, however, is that it is harder to intrextra features in a cal-
culus. Such desired features include recursion and accalatino of duplicable clas-
sical data by thé modality; these are all present e.g. in [11]. In fact, in thegeding
work [3, 4] of the current approach, even measurements ataded from the calculi.
Hence important (and basic) examples like quantum telapont cannot be expressed
in their calculi.

Contributions. In the current work we present a comprehensive frameworlpfor
gramming and interpreting higher-order quantum compandiased on a linear lambda
calculus, proof nets and Gol interpretation. More spedlfica
e We introduceMLLgm, a linear lambda calculus with quantum primitives (inchgli
measurement, unlike [3, 4]).
e We define a notion oproof net into which terms ofMLLgm are translated. For
accommodating measurements we follow the ide@délitive) slicegsee e.qg. [8]).
We also define the reduction of proof nets and prove that itasmgly normalizing.
¢ We defingoken machine semantiosMLLgm proof nets and prove that it #und
i.e., is invariant under reduction of proof nets. Here weehawltiple tokens in a
token machine (this is as in [4]); the slices are suitablydieahfollowing the token
machine semantics in [13] for additives.
Our framework attains a balance betwespressivityandconcreteness of modetsat
we find pleasant. On the one hand, the calcillid qm is reasonably expressive: it
does include all the quantum operations (preparationapnitansformation, and most
importantly, measurement) and is capable of expressinggbes like quantum tele-
portation, which is not possible in the earlier work [3, 4]tbe same proof net ap-
proach. Moreover, our framework can naturally expressdrginder procedures that



are essential e.g. in formalizirguantum pseudo-telepathy ganiesqguantum game
theory. The latter are attracting attention as a usefulgot@sion of quantum nonlo-
cality (see e.g. [9]). On the other hand, while the languagd&1, 16, 21] are much
more expressive—they include duplicable classical dayatifle ! modality) and/or
recursion—their models givenin [11, 16] rely on abstrat¢egarical constructions and
it is not trivial to describe them in concrete terms. In castr our token machine se-
mantics forMLLgm is given explicitly by a transition system.

The current work shares the same interest as [2], in the shasboth aim at pic-
torial formalisms for operational structures in quantunmeatation. We follow the
linear logic tradition; an advantage is explicit corresp@mnce with a term calculus. In
contrast, [2] employs string diagrams for monoidal categofmore specifically com-
pact closed categories with biproducts). The two appraaahenot unrelated: there is
a body of literature studying monoidal categories as moafdiaear logic. See [17] for
a survey.

Organization of the Papefter introducing the calculusiLLgm in §2, in §3 we define
MLLgm proof netsand translate terms into proof nets. As usual, proof netslefiaed
to beproof structuresatisfying a certain correctness criterion. We also deédection
(i.e. cut-elimination) of proof nets. 1§94 we give Gol semantics tlLLgm proof nets,
in the form of token machines. Our main result is soundne#iseoGol semantics, i.e.
that it is invariant under reduction of proof nets. Quantefeportation will exemplify
these constructions.

Proofs are deferred to Appendix. Familiarity to linear ggchniques like proof
nets and token machine semantics is helpful in reading #pep Our favorite reference
is [20].

2 Syntax of Quantum Lambda CalculusMLLgm

We introduce a typed calculidLLgm. It is a term calculus based on linear logic—
specificallymultiplicative linear logic (MLL)that has connectives, % and(-)*. Itis
further augmented with quantum primitives that are richugytoto express anguan-
tum operationThe latter notion is roughly for “what we can do to quantuates” and
can be represented as a combinatiopmfaration unitary transformatiorandmea-
surementSee [18, Chap. 8] for more details. The nakieLgm stands for “MLL for
quantum computation with measurements.”

Definition 2.1 (Types ofMLLgm) Typesof MLLgm are defined by the following BNF:
A, B ::= gbit | gbit" | A® B| A% B.

The syntactic equality shall be denoted4yAs is customary in linear logic, we
syntactically identify types according to the followindes: (A ® B)l = A% Bt
(A% B)* = A+ @ B, and(A)" = A. We write A — B for A~ % B and A®" for
(- (AR A)® A)---)® A (here® occursn — 1 times).

Definition 2.2 (Terms of MLLgm) Termsof MLLgm are defined by:
M,N,L == x|XxA.M|MN |(M,N)|z*, yB).M
| new|, | U |if meas M then Nelse L .



Herex is an element of a fixed countable 3&ir of variables new), is a constant for
each normalized vectdp) in C? and designates preparation of a qubits a constant
for each2™-dimension unitary matrix, where € N. Measurementsieas occur only

in conditionals. Note that in variable bindexs# and\(z4, y?), variablesr, y come

with explicit type labels. This is to ensure Lem. 2.5.

Remark 2.3 The constructoif meas M then N else L is intended for “classical con-
trol”: operationally, the qubit represented By is actually measurethefore going on
to evaluateV or L.

This is not to be confused with “quantum control.” In quantcincuits, it is well-
known that any measurement can be postponed to the end afuét ¢itheprinciple of
deferred measuremeiji8, §4.4]). This is possible by use ebntrolled operationtike
CNOT [18, §4.3]. We shall stick to classical control because, in theantrhigher-order
setting, it is not clear how to simulate classical controloyantum control, or how to
systematically construct quantum controlled operations.

Definition 2.4 (Typing rules of MLLgm) Typing rules ofMLLgm are shown below. A

contextl” in a type judgment is a stz : A;,...,x, : A,} of variables and their
types. We write itsdomain{z1,...,z,} as|I'|. The juxtapositionl’, A of contexts
denotes their union and we assupign |A| = .
Iex:A-M:B Ix:Ay:BFM:C

— ax I —oly T B —ol
x:AFx: A I'X®M:A—B I'E Xz y°))M: AR B —C

I'FM:A—-B AFN:A B I'EM:A A#N:B®I

I A+ MN:B - A+ (M,N): A® B

Fnew|, tabit | FU:qbit®" —oqbit®" v
I'-M:gbit AFN:A AFL:A
I' At ifmeasMthen Nelse L : A
The rule— 15 replaces the usua E rule that is problematic in the current linear
setting. The following will enable inductive translatiohterms into proof nets.

meas

Lemma 2.5 A derivable type judgmetdt - M : A has a unique derivation. a

3 MLL Proof Nets with Quantum Nodes

In this section we introduce the notion of proof nets taitbi@r the calculusviLLgm. It

is based on MLL proof nets [6] (see also [20]) and has addifiondes that correspond
to quantum primitives (preparation, unitary transformatand measurement). Among
them, (conditionals based on) measurements are the md#&radiag to model; we
follow the idea ofadditive sliceghat are successfully utilized e.g. in [15].

As usual, we start with the notion pfoof structuress graphs consisting of certain
nodes. Thermproof netsare defined to be those proof structures which comply with a
correctness criteriorflike Danos & Regnier’s in [5]). We define translationMi_Lgm
terms into proof structures, which we prove to be proof nisreover, we define re-
duction of proof structures, which we think of as one operal semantics dfiLLgm
terms. It is shown that proof nets are reduced to proof natsftzat reduction of proof
nets is strongly normalizing (SN). Note that recursion isindviLLgm.



3.1 MLLgm Proof Structures

In addition to the usual nodes in MLL proof nets, we introdtiuee cneacee ;
kinds of nodes for quantum computatiorw (preparation of a single 2R A
qubit), U (unitary transformations/gates), aifdconditionals accord-
ing to measurement of a qubit). Ahnode is as shown on the right. It _ V.

S : anif node

is like aboxin standard proof nets.

An if node will appear in a proof structure in the form where the tdashed boxes
on its top are filled with “internal” proof structures. Suclt@mbination of anf node
and two (internal) proof structures shall be callecheas node Overall, in MLLgm
proof structures we allow the following seven kinds of no(ﬁa’g 1).

regQu %reg:Q‘
A®B A@B T T

1| - L .
abit abit l lqblt qbltl lqblt a meas node (= an if node & two proof structures)

Fig. 1: nodes oMLLgm proof structures

Note that nodes and proof structures are defined by mutuattimh: in a proof
structure there is aeas node, in whose dashed boxes there are other internal proof
structures, and so on. We will make this precise in Def. :1lFif. 1, a unitary gate
node for a2"-dimension unitary matrix) hasn-manyqbit edges andi-manyqbit™
edges.I” denotes a finite sequence of types. Imeas node, thegbit*-typed edge
sticking out to the down-left is calledquery edge

As usual, incoming edges of a node are caleemisesand outgoing edges are
calledconclusionsA proof structure is roughly a graph that consists of noddsg. 1,
and is augmented with a quantum state callegiantum registerwhose functionality
we shall explain by an example.

See Fig. 2. The outermost proof structure (we say it isew€l 0) has twonew

qbltl qblt gbitt qblt E
gbit — qblt qb|t — qblt

qblt — qbit

(gbit — gbit) ® gbit
Fig. 2: an example of proof structure

nodes, acut node, aR node and aneas node. Its quantum register is a state of a 2-

qubit system; each qubit corresponds to a cemaim node and the correspondence is

designated by indices. Therefore our intention is that @acbf structure has a quantum

register whose size is the numberrmefv nodes, and that the proof structure explicitly



carries the content of the quantum register. Such pairingoafputational structure
(proof structures here) and quantum registers is inspiyetthé operational semantics
of [21], where a term of a calculus and a quantum state tog&tima a quantum closure.

Definition 3.1 (MLLgm proof structure) LetS be a directed finite graph consisting of
nodes in Fig. 1() be a quantum register of lengthe N (that is, a normalized vector in
C?"); k be the number afew nodes inS; and! be a bijection{thenew nodes inS} =
{1,2,...,k}. Atriple (S, Q,!) satisfying

— each edge i is well-typed;

— noincoming edge i is dangling; and

-n=k
is called gproof structure The types on the dangling outgoing edgesSiare called the
conclusion®f S.

Let (Sp, Qo, o) and (S1,Q1,11) be proof structures with the same conclusions,
say I'. We call a triple (if node (So, Qo, 1), (S1,Q1,11)) a meas nodeand regard
it as a node with conclusiombit{ I'. Each of the proof structurdsSy, Qo,lo) and
(81, Q1,11) is called aranchof the meas node.

The outermost proof structure is said to dielevel0 and the branches of raeas
node of level are said to bef leveln + 1.

We emphasize again that the above definitions of proof sirestandmeas nodes are
mutually inductive. We allowneas nodes nested only finitely many times. The bijec-
tion [ in a proof structurdS, @, 1) gives indices tmew nodes and designates corre-
spondences betweanw nodes and qubits in a quantum regisier

For example, in Fig. 2 the unitary gate nodleandV belong to level 2. The quantum
state that corresponds to the noders is in the leveld register. Note that it is invisible
from level0.

Finally we defineslicesfor MLLgm proof structures, like usual additive slices. We
will employ this notion later ir§4.

Definition 3.2 (Slicing and slices)Let N = (S, @, ) be anMLLgm proof structure. A
slicing is a functionb : {all if nodes inS (of any level} — {0, 1}. Abusing notation,

a slice b(N) is a graph obtained by deleting the unselected branch of gawbde
according to the slicing, i.e. if b(v) = 0 delete the branch on the right and ) = 1
delete the branch on the left for eaémodev. Note that a slice is not a proof structure.

3.2 Reduction ofMLLgm Proof Structures

We now introduce reduction rules féfLLgm proof structures. Following the Curry-
Howard intuition that normalization of a proof is computetj a reduction step is
thought of as a step in quantum computation.

Definition 3.3 (Reduction rules ofMLLgm proof structures) Reduction rules are
shown in Fig. 3. The first two are standard in MLL proof nets thtter three are
new. In the unitary gate rule, the unitary mattig = acts onjy, . .., j,-th qubits

in the same way ad does, and leaves other qubits unchanged. The last two rcles o
cur probabilistically, where the resulting quantum regyisty},), |;) and probabilities
>, lajl?, 32, 18;1% defined in the obvious way. Explicitly:



o) = ;5 (V) 01002 00) - I6h) =, it (W) 0 140).

o) =558 (W e o), Ie) = 5, otz (W) 1))
Where|1/);?> of lengthm — 1 andm is the index of thewew node that is measured. The

other rules occur with probability. In meas rules, the indexing functiohis suitably
updated too.

reg: Q reg: Q

®-%

reg: Uit -imQ
unitary gate ?qbn ?qblt
reg: log) ® P,
Doyl
=
r
reg:log) +lg> reg: lo,”) ® P,
D16
=
r

Fig. 3: reduction rules df1LLgm proof structures

3.3 MLLgm Proof Nets and the Correctness Criterion

Our view of MLLgm proof structures is that they are “extended quantum csttfiat
allow formalization of higher-order quantum computation.

As usual with proof structures, however, Def. 3.1 does net ey ,
clude proof structures that carries no computational gdsteto put
it technically, those which havait nodes that cannot be eIiminatedfsbitb't
This is mainly due to vicious “feedback loops,” as seen ingraeof
structure on the right. We exclude such feedback loops bypgimg acorrectness crite-
rion that is similar to Danos and Regnier’s “connected and ac¥ctie [5]. Thenproof
netsare proof structures that comply with the correctnessravite

In the current quantum setting the challenge is to devisaphgtheoretic correct-
ness condition for unitary gate nodes. We follow the idea&jn [



Definition 3.4 (Correctness graphs with quantum nodes).et N' = (S,Q,[) be a
proof structure. Acorrectness grapbf A is an undirected graph obtained by applying
the following operations t&.
— Ignore directions of all edges.
— For each®¥ node, choose one of the two premises and disconnect the other
— For each unitary gate node, choose an arbitrary bijectiveespondence between
the sets ofjbit~ edges andbit edges. Remove the node and connect each corre-
spondent pair of edges.
— For eachmeas node, ignore its branches.

Here is an example. The correctnesg,, ,
graphs for the proof structure on the qb.ti qml abit qb.t
right are the four undirected graphs be- quqw qu.t%i
low. There are two choices for thH&
node and two for the unitary gate node.

© ®
e@o e@o

@m@m

Definition 3.5 (MLLgm proof nets) A correctness graph is said satisfy the correct-
ness criterionf it is acyclic and connected.

A proof structureN is called aproof netif each of its correctness graphs satisfies
the correctness criterion and every branch in it is a probf ne

Lemma 3.6 If a proof net\ reduces to another proof structuré’ (according to the
rules in Def. 3.3), ther\” is also a proof net. a

3.4 Translation of MLLgm Terms into Proof Nets

We assign a proof structufé” - M : A] to each derivable type judgmehit- M : A.
This turns out to satisfy the correctness criterion. Lers.@lows for the definition of
[+ M : A] by induction on derivation.

Definition 3.7 (Translation of terms into proof nets) For each derivable type judg-
mentI” - M : A, a proof structurgl” - M : A] is defined inductively as in Fig. 4-5.
Here we letf[I" - M : A] = (Sreama, Qrema,lr-m.4); andI” denotes a sequence
A1, Ag, ..., A, of types. In each case, the typds in the context!" of I' - M : A
appear as their duadf in the conclusions oS- 7. 4.

The indexing betweemew nodes and quantum registers are merged in the obvious
way, inthe cases dfi" + (M, N) : A® B] and[I' = MN : B].

Lemma 3.8 For any derivable type judgment - M : A, the proof structure
[I"F M : A] is a proof net. O



[e: AFz:A] ([P Fxet a8l [IFnewy, : abit]
reg: Qr yarus
reg:1 ~ I(P>
O I §
AL A gbit

[+ MN : B|

reg: Qarma-s® Qorna

SAI— M:A—B

AFM:A—-B OFN:A

wherel” = A, © and the derivation is

I'FMN:B —F
A—B
|[[F|— (M, N) :A®B]]|
reg: Qu e ma® Qo ns
E s ] E s } wherel” = A, © and the derivation is
AL ot AFM:A @FN:B®I
A P~ B I'-(M,N): A® B
&
.
[I7 - Mz y%) M- Ae B — (]| [ [ U - abit® — qbit®"]
reg: Qr‘ x:A, yB+FM:C reg: 1
[ SF,x:A,v:Bi—M:C ] qbiti\_>
T [T
®
Alm Bt C ® gbit* ® qbit

B ®
(A®B)—C qbit®" — qbitw

Fig. 4: proof net translation d¥ILLgm terms—part |



| [ F if meas M then Nelse L : A] |

reg: Qo+ na

[

00" Qi o g . WwhereI' = A, © and the derivation is

Ser n:A

SAFM:igbit OFN:A OFL:A
I'tifmeas M then Nelse L : A

Fig. 5: proof net translation d¥ILLgqm terms—part Il

Hence, regardinylLLgm proof structures as a rewriting system for quantum com-
putation, it is sufficient to consider solely proof nets. Stewriting system exhibits the
following pleasant properties (Thm. 3.9-3.10).

Theorem 3.9 (Termination of reduction) The reduction oMLLgm proof nets is ter-
minating. a

Regarding reduction of proof nets as cut elimination, itasunal to expect all the
cut nodes to disappear after reduction terminates. Thisfiertunately not the case
and we have the following restricted result (Thm. 3.10). Thadition in Thm. 3.10
corresponds to the condition that a term\dfLgm is closed i.e. has no free variable.
Intuitively, it states that a proof net “executes all congtign steps” if the whole input
is given.

Theorem 3.10 (Strong normalization) Let AV = (S, @, ) be anMLLgm proof net. If
no type containingbit occurs in the conclusions &, then every maximal sequence
of reductions from\/ reaches a proof net that contains no cut nodes, no unitarg gat
nodes, or naf nodes. O

Remark 3.11 For MLL proof nets, one of the purposes to introduce corress$ncri-

teria in [5, 6] is tocharacterizethose proof structures which arise from some proof in

sequent calculus. Therefore the converse of Lem. 3.8—Hedequentialization-is

also proved in [6]. It allows (re)construction of sequeritalus proofs from proof nets.
However, sequentialization fails fdiLLgm. Consider the following reduction; the

original proof net is the translation of the te@NOT (new|qy, new,g ).

CNOT

T @ ©
® '_)* gbit| gbit ~ abit ®
e

qbit @ gbit
After two ®-% reductions we do not yet get rid of tlidOT node; it is easily seen that
there is naviLLgm term that gives rise to the resulting proof net.

This is a phenomenon that reflects timnlocalcharacter oMLLgm; and ultimately
the nonlocality of quantum entanglement is to blame.

Sequentialization fails in general. Those proof nets wiaigh sequentializable in-
clude: the nefI" - M : A] (trivially); and the normal form of the ngt” - M : A] for
a closed term/. The latter is because Thm. 3.10 says that in that case theahform
is merely an MLL proof net witmew nodes.

gbit @ gbit — gbit ® qbit m/




reg: (al0y) + B[11)) ® (\/»\0203 + %\121@)

.................................

Fig. 6: quantum teleportation (after some reductionsexmht to the quantum part)

3.5 Examples and Discussion

As syntax sugar we Writér,, zo, x3) = (1, (T2, 23)) and \(@{, 252 x42). M

At yA2®43) (\(xf2, 253).M)y), wherey is a fresh variable. Let

B = A @i, bt 2958 (bl w9), (H v, w, 2)) (CNOT (2, 9)))

C = \(s9P1t, ¢t 4,P%) (if meas s then Z else |) ((if meast then X else ) u) , and
Boo := CNOT (H new|q), new|qy)
whereH is the Hadamard gat€NOT is the controlled = :
not gate] is the identity matrix, and andX are the Pauli—s— H |-
matrices. The terndyo denotes one of the Bell state; andy,
the termsB andC represent the quantum circuits on the———— Z
right, respectively. Quantum teleportation of one quliir) + 5|1) (wherea, 8 € C) is
then described asMLLgm termT := (Az%*.C(B(z, Boo))) newaoy+4|1) -

The termT is closed and has the tyggit. Its proof net translatiofi- T : gbit],
after some reductions that are irrelevant to the quantut)ipashown in Fig. 6.

Itis not hard to notice the similarity between the proof mefig. 6 and the presen-
tation by a quantum circuit. In general, when we translates&dirdetMLLgm term the
resulting proof net looks quite much like a quantum circhiibtice that the ternT" is
indeed first-order.

It is when higher-order functions are involved that our éintbgic based approach
shows its real advantage. For example, the proof net in theefipelow receives a
transformatiort of a qubit into a qubit as an input; and feeflsvith either H|y) or
|1}, according to the outcome of the measurement bf(It is straightforward to write
down anMLLgm term that gives rise to this proof net. Explicitly, the tesn i
if meas new|,y then (AfIIE9P £ (H new,,,)) else (A fPE—PIt fnew,,).) This is a
“quantum circuit with a hole,” so to speak; our currfitLgm framework can express,
execute and reason about such procedures in a structurabman

4 Token Machine Semantics foMLLgm Proof Nets

In this section we go on to introduce token machine semafuicklLLgm proof nets
and prove its soundness, that is, the semantics is invane®r reduction of proof nets.



reg:[x)

Token machineare one presentation of Girardjgometry of interactiofi7]. Un-
like the original presentation bg*-algebras, token machines as devised in [14] are
(concrete) automata and carry a strong operational flaeomere details see [20].

The MLLgm token machines are different from the usual MLL ones in thatm-
ploys multiple tokens. Intuitively one token corresporgl®he qubit; and they are re-
quired to synchronize when they go beyond a unitary gate .rihuie is one way how
quantum entanglement (hence nonlocality) can be takenafaretoken machine se-
mantics. Use of multiple tokens is already in [4] where thdesis calledwave-style
token machineMultiple tokens inevitably results inondeterminisnin small-step be-
haviors of machines (which token moves first?). We prove cenite of small-step
behaviors, and also uniqueness of big-step behaviors asntequence. This is like
in [4].

In the current work we go beyond [4] and interpret measurésntoo. For that
purpose we rely on the ideas developed in linear logic toszastommodating additive
connectives: namelgadditive) slicingof proof nets, andveightsin token machines.
See e.g. [8,13].

4.1 Tokens

We start with usual definitions. We follow [13] most closélfe presentation in [20] is
essentially the same.

Definition 4.1 (Context) A contextis defined by the following BNF:
C:=[]|CRA|AQC|CBA|ATC ,

whereA is a type ofMLLgm. Note that every context has exactly di@e[]. The type

obtained by substituting a typé for the hole in a context’ is denoted byC[4]. A

contextC is called acontext forA if the type A is obtained by substituting some type

B for the hole[], i.e. A = C[B]. The negatio©'* of a contextC is defined in a natural

way, e.g.(qbit ® [])" := gbit* ¥ [].

Definition 4.2 (Token) Given a proof net\" = (S,Q,1), a tokenis a 4-tuple
(A,C, D, ) where
— Ais anedge o (we abuse notations and identify an edge and the type ocware
A assigned to it; no confusion is likely),
— C'is a context for4,
— D is adirection that is an element dff}, |} }, and
- (eN.



Intuitively, a token is a particle moving around the giveoginet. The type oc-
currenceA of a token indicates on which edge the token is. The corfiedesignates
which base type inl the token is concerned about. An examplelis= qbit™ % gbit
andC = [] @ gbit; token machine semantics is defined in such a way that a teken’
context determines which edge to take when the token hitska fiamely a% node.
The directionD of a token specifies whether it is going up or down along theeedg

Finally, the natural numbeq is a feature that is not in usual MLL proof nets: it
records to which qubit of a quantum register the token cpoeds. When a token is
deployed the initial value of is 0, meaning that the token does not yet know which
qubit it corresponds to. When it hitshaw nodenew;;, its index; is recorded irg.

4.2 The Token MachineTxs

Our goal is to construct a transition system (calleken maching7,, for a given
MLLgm proof net\. As an example, one state of the token machine is depictedvbel

reg: [ip2) & (F510200) + J5l1a1a})

A state of7, is roughly the data that specifies the tokens in the proahh@tow many
of them, their locations, their contexts, etc.).

Inthe current setting d¥1LLgm a state carries much more data, in fact. For example
it has a slicing, which is depicted by hatching the unsetétiimnches in the above
figure. It may feel strange that the selection of branchespeeified even before the
relevant qubits are measuredpebability—that is also carried by a state of a token
machine p = 1/2 in the above figure)—represents the likelihood of the stjentually
taken. The formal definition is as follows.

Definition 4.3 (State) Given a proof nef\V" = (S, Qr, 1), astateof the token machine
Ta is a 5-tuple(Q, p, b, Ty, Trms) Where

— @ is a quantum register,

— pis a probability, i.e. a real number satisfyig< p < 1,

— bis aslicing,

— T, is a finite set of tokens (callgatincipal tokens,

— T is another finite set of tokens (calletkasurement tokens

A quantum registe€) of a state is related t@ - (that of the proof net) but not neces-
sarily the same—this will be clarified by definitions belowtloé transition relation and
the initial states off .

We go on to define the transition structurey of 7y (Def. 4.4). We note that
transitions— 5 form a binary relation between states—without any labelsrobabil-
ities assigned to transitions. Hengg is simply a Kripke frame. We shall refer to the
transitions— s in T also as themall-step semantiasf 7.



The rules in Def. 4.4 are fairly complicated so their intuits are stated first. The
rules mainly describe how token(s) “move around the netthddt every rule moves
only one token. An exception is th&Apply rule: it makes tokens “synchronized” and
moves them at once. ThfeMeas rule deletes one measurement token UFlAgply and
if-Meas rules also act on the quantum register and the prdatyaifia state, reflecting
the quantum effects of the corresponding operations. Anglit is left untouched by
transitions.

Definition 4.4 (Transition — s of the token machine7,) The transition relation
— between states of the token machihe is defined by the rules as in Fig. 7-8.
Each rule except thg-Apply andif-Meas rules is divided into two rules, one for prin-
cipal tokens and the other for measurement tokens.
For each rule, we informally depict the intended movemenbkén(s) too.
Hatching over a branch means the branch is not selected Isjitirey.

Lemma 4.5 (One-step confluencelet NV = (S,Q,!) be anMLLgm proof net. The
transition relation— s of its token machin&,, is one-step confluent. That is, if both
s = 81 ands — s so hold, then eithes; = s, or there exists a state¢’ such that
s1 — a8’ andsg —ar 8. |

4.3 Big-Step Semantics ofxr

We identify the “computational content” of a proof nktto be thebig-step semantics
of the token machin&, that is defined below. The big-step semantics is intuitively
the correspondence betweeniaitial state s € Iy and afinal states’ € Fj, such
thats reaches’ via a succession of> »r. By confluence of—+,r (Lem. 4.5) such’ is
shown to be unique if it exists (Prop. 4.12); hence the bég-siemantics is given as
a partial functionl,r — F)jr. Later in§4.4 we will showsoundnesshat is, the big-
step semantics is invariant under the reduction of prodf (et defined i§3), modulo
certain “quantum effects.”

We start with singling out some states®f asinitial andfinal.

Notation 4.6 Q}) Let N = (S, Qx, ) be anMLLgm proof net,b be a slicing of\/,
andv be anif node inS. By ()} we denote the quantum register associated with the
branch designated kiy

HenceQ); is a quantum register inside a dashed box attached i6 tfoelev.

Definition 4.7 (Initial states) Let N' = (S, Qxr, 1) be anMLLgm proof net. A state
s =(Q,p,b, Tor, Tms) Of Ty is said to benitial if:

-QRQ=0Qv® (X Q};) whereV is the set of alif nodes in the slicé(\) (of any

veV
level; recall Deef. 3.2).
— Atoken(4, C, D, () belongs tdl}, if and only if
e A is a conclusion edge of levél (recall that we denote an edge by its type
occurrence);
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e (C[gbit] = A; D =1;and¢ = 0.
— Atoken(A,C, D, () belongs tdl s if and only if
e A = gbit*, a query edge (one sticking left-down from @mode) in a branch
remaining in the slicé(\);
e C=[];D=1|;and¢ = 0.
The set of initial states is denoted by .

In an initial state, every principal token is at one of the aasion edges (of levdl),
waiting to go up. Measurement tokens are at query edges aeaal/(but only those
which are in the slicé(/\)). The quantum registép keeps track not only of the level-0
registerQ - but also of “internal” registers (again which are in thesh¢\)).

Definition 4.8 (Final states) Let N/ = (S, Qxs,1) be anMLLgm proof net. A state
s =(Q,p,b,Tpor, Tms) Of Ty is said to bdinal if:
— each principal toke4, C, D, ¢) € T, satisfies
e Ais aconclusion edge;
e (Cqbit] = A; andD =1.
= Ts = 0.

Therefore in a final state, all the principal tokens are baaoaclusion edges, and all
the measurement tokens are gone. Recall thatthkeas transition in Def. 4.4 deletes
a measurement token.

Definition 4.9 (Token machine) Thetoken machinéor anMLLgm proof net\ is the
4-tuple Ty = (Sar, Iy, Far, =) WhereSy, is the set of states (Def. 4.3y and
F) are the sets of initial and final states (Def. 4.7-4.8), andC Sxr x Sy is the
(small-step) transition relation (Def. 4.4).

In what follows, the transitive closure e# x- is denoted by .

Definition 4.10 (Big-step semantics)Let A" be anMLLgm proof net. Thebig-step se-
manticsof the token machin&,,, denoted byN], is the partial functiof N : Iy —
) [ eFnifs—=) s,
Fy defined by[NV](s) := {L otherwise
Prop. 4.12 below exhibits the legitimacy of this definiti@s @ partial function). It

is nottotal butpartial in general: partiality arises when the conclusion contaigisit .
For the proof nets translated fractosedMLLgm terms, it is always total (Cor. 4.16).

Lemma 4.11 (Termination of transition) LetN = (S, @, ) be anMLLgm proof net.
There is no infinite sequence of small-step transitieng in 7. O

Proposition 4.12 (Unique final state)Let N = (S, @Q,1) be anMLLgm proof net. If
s —)X/ sp ands —)X/ s1 With sg, s1 € Far, thensy = s1. O



4.4 Soundness of the Token Machine Semantics

Soundness of the big-step semantics—that it is invariadeuthe reduction of proof
nets—holds only modulo certain quantum effects. The laiterformalized as follows,
as suitable transformations of token machine states.

Definition 4.13 U) Let N = (S, Qnr,1) be anMLLgm proof net. Assume that there
is a unitary gate node in V' for which the unitary gate reduction rule in Fig. 3 can be
applied, resulting in the proof n&t”. In this case, we define a functidh: Sy — Sa~

byU(Qapa b, Tpl’7 Tms) = (Ujl '”"j’"Q,IL b, Tpra Tms)-

Definition 4.14 (meas) Let N' = (S, Qnr,1) be anMLLgm proof net. Assume that
there is anf nodev in A/ to which themeas0 andmeasl rules in Fig. 3 are applicable,
resulting in nets\Vy and A7, respectively.
First we define functionmf0> s Iy — Iy, and mﬁ) s Iy — Iy, by
meas|y, (|vo)+le1), p, b, Tor, { (gbit™, [1,4,0) } U Tms) = (I0), 03 [ |*, b0, Tor, Tins),
meas)), (o) +1e1), ps bs Tor, { (gbit™, [1,4,¢) } U Trs) == (1), 232 18517, b1, Tor, Tins) »
whereb; is defined byb;(u) := b(u) on everyif nodew in the proof net\; (j €
{0,1}). Here the tokerigbit™, [], |}, ¢) in the definition is on the query edge ofand
[v0), [€h), le1), [¢)) are registers as in (1) §8.2.
Finally we define a functiomeas” : Ins — In, +1Ia, by (4 denotes disjoint union)
e (s) = {mvo) (s) if b(v) =0,

wheres = 0,0, Tor, Tins)«
meas), (s) i b(v) = 1, s = (1), 7, b, Tor, To)

Intuitively, the functionmeas® “deletes” theif nodewv together with relevant entries
in the slicingb. A quantum register and a probability are updated too, intanons
manner.

Using these state transformations our main result is stgddllows.

Theorem 4.15 (Soundness).et N — A be a reduction oMLLgm proof nets. Then,

1. [N] = [N] if the reduction is by thex-cut or the®-% rule.

2. [N] = [N"] o U if the reduction is by the unitary gate rule, wheses the corre-
sponding unitary matrix.

3. [N] =~ ([No] + [N1]) o meas® if the reduction is by one of theeas rules. In this
case there must be another reduction possible due to the otk rule, and we
denote the resulting two proof nets by and A7 (A is one of these). The function
[No] + [N1] means case-distinction (recall the type — In;, + In, of meas’).

Here the equivalence: is a natural identification of final states @y, Tx,, and

T, Thatis,F ~ G &5 va.F(2) ~ G(z) and

, def, , . . L
s~s << s=3s disregarding slicings.

Pictorially, the statements. and3. say the following diagrams commute:

[N N
Iy —— Fy In Fyn
U‘L V] ” mu‘b INo]+IN1] ‘LN

Iyt —— Fv Ing + 1y, ———————= Fny + Fy O



Thm. 4.15 together with Thm. 3.10 yield the following coeol} (Cor. 4.16). This
corollary implies that the computation of a closed term anitls a result

Corollary 4.16 Let \ be a proof net with n@bit™ in its conclusions. Then the big-
step semanticfV] is total. 0

4.5 Example

As a concrete example we briefly look at the token machinei®ptroof net for quan-
tum teleportation (Fig. 6); we shall demonstrate that thigitqu01) + 5]11) (“stored”
in the nodenew, ) is transmitted correctly.

The initial states of our interests are the following four:

(Qa 17 b’Ljv { (qblta []7ﬂ7 O) }7 { (qbltmla []7“7 0)7 (qbitzla []7“7 O) }) )

where( is the quantum registée|01) + 8]11)) ® (%|0203> + \/%|1213)) andi, j €
{0, 1}. Each initial state (with a different slicinfg,;) corresponds to possible outcomes
of the two measurements. Note that each has the probahility

It is straightforward to see that each of the four initiakssais led to the final state
(a|0) + BI1),1/4, b5, {(abit, [],4, 3)},?), with the qubita|0) + 3|1) assigned to the
nodenews. The probabilities1/4 each) add up t@ with the four initial states together,
a fact which witnesses that the original qubit is succebsftansmitted with the prob-
ability 1.

5 Conclusions and Future Work

We introduced the notion dfILLgm proof net. It is the first one that accommodates
measurements as proof structures, and has suitable feéduexpressing higher-order
computation thus going beyond quantum circuits.

The Gol semantics with measurements in this paper is alsiréhene, which was
mentioned in [4] as one of future work. The ideas of using anfaf “weakening”
to capture measurements (qubits are deleted) and that sfadetoken machine carry
probabilities are new and clean, while the overall strietnfrthe machine follows the
usual notion of slice used in linear logic.

As future work, one direction is to accommodate duplicatdtadnamely théit
type. Although linear logic has a standard tool—thmodality—to handle such data,
there are subtle problems coming from the no-cloning prtgpapnlocality, etc. An-
other is to accommodate recursion. We expect to be able @ #duatechniques devel-
oped in [14] and [12].
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A Appendix

A.1 ProofoflLem. 2.5

Note that the rule right above a judgmeiit- M : A in its derivation is uniquely
determined by the structure o1.

LemmaA.1 If atype judgment” - M : A is derivable, thenl'| = FV(M).

Proof. By structural induction or/.
—If M = =z, then the derivation must b& . 1 ,.4 ®* and clearly
[I'| = FV(M) = {z}.
— If M = new),y or M = U, then the derivation is also unique and has empty context.
Thus|I'| = FV(M) = 0.
— If M = M\zB.N andA = B — C, then a derivation is in the form

Ix: BFN:C
IFXPN:B—oC
By the induction hypothesid’, z : B| = |I'|U {z} = FV(XV). Therefore
1T = (IF|U {z}) \ {z} = FV(N) \ {z} = FV(Az".N).
—If M = \zPB,y°).N andA = B ® C — D, the proof is similar.
- If M =(N,L)andA = B® C, then a derivation is

1.

AFN:B OFL:C
I'(N,L):BaC

&I

for some contextgl and®. By the induction hypothesigl| = FV(N) and|©| =
FV(L). Thus|I'| = |A, 0| = |A|U|©] = FV(N)UFV(L) = FV((N, L)).
— If M = NL, then a derivation is

AFN:B—oA OFL:B
I'NL:A
for some typeB and some contextd and®. By the induction hypothesig\| =
FV(N)and|®| = FV(L).HencdI'| = |A, 0| = |A|U|©®| = FV(N)UFV(L) =
FV(NL).
— If M = if meas N then L else K, a derivation is

—oF

AFN:gbit OFL:A OFK:A
I'FifmeasNthenLelse K : A

for some contextgl and®. By the induction hypothesigl| = FV(N) and|©)|
FV(L) = FV(K). Hence|I'| = |A,0| = |AlU @] = |Alu|B]U|O| =
FV(N)UFV(L) UFV(K) = FV(if meas N then Lelse K). 0

meas



Lemma A.2 If two type judgment§’ - M : AandI"' = M : A’ are both derivable,
thenA = A’

Proof. By structural induction or/.
— If M = z, then the derivation must be

x:AFx:AaXandx:A’Fx:A’ .

Sincel'=z: A=2x: A, we haved = A'.

— If M = new,,, or M = U, thenM’s type is clearly unique. Thud = A’.

—If M = \x”.N with A = B—- CandA’ = B — (', then derivations for the
judgments are in the form

F,I:B.FN:C' I, and F,x:B.FN:C” 7
rtMPN:B—-C " TI'tMPN:BoC
By the induction hypothesi§ = C’ and thusB —- C = B — C".
— If M = \B,y°).N, the proof is similar.
- If M = (N,L)ywith A = B CandA’ = B’ ® C’, then derivations for the
judgments are in the form

AFN:B @k);;c@ AFN:B OFL:C
I'+(N,L):BoC and™ N Y. B e O

®1I,

By Lemma A.1, the two contextd and® are uniquely determined by dividing the
contextI” according toFV(N) andFV(L). By the induction hypothesiB = B’
andC = C’, henceB® C = B' ®@ C'.

— If M = NL, derivations for the judgments are in the form

AFN:B—A OFL:B o andAl—N:.B’—oA’ OFL:B o
I'FNL:A I'FNL:A '
By Lemma A.1,A and© are uniquely determined. By the induction hypothesis
B=BandB — A = B’ — A’. Therefored = A’.
— If M = if meas N then L else K derivations are in the form

AFN:gbit OFL:A OFK:A
I'FifmeasNthenLelse K : A

meas

and AFN:gbit OFL:A OFK:A e
I'Fif meas N then Lelse K : A’ '

By Lemma A.1,A and@ is uniquely determined. Hencé = A’ by the induction
hypothesis. a0




Proof. (of Lem. 2.5) By structural induction of/.
— If M = z, then the derivation must be. 1~ .. 4 #*and thus unique.
— Similarly, if M = new),y or M = U then the derivation is clearly unique.
— If M = X\zB.N andA = B — C, then a derivation is in the form

Iz:BFN:C
%
I'+XB.N:B—-C
By the induction hypothesis the derivationfGfx : B+ N : C is unique. Thus the
derivation ofI" - AzZ.N : B — C'is also unique.
—If M = XaP,y%).N andA = B ® C — D, the proof is similar.
—If M =(N,L)andA = B® C, then a derivation is in the form

I

AFN:B OFL:C
T'F(N,L):B®C

®I

By Lemma A A.1A and® is uniquely determined, thus the judgmers- N : B
andO F L : C above the line are unique. Since the derivationdé¢f M : B and
O F N : C are unique by the induction hypothesis, the derivatiol’ ¢f (N, L) :
B ® C'is also unique.

— If M = NL, then by the typing rule<FE a derivation is in the form

AFN:B—-A OFL:B
I'-NL:A
The contextsA and® are uniquely determined by Lemma A.1 and the typés
unigue by Lemma A.2. Thus the judgments- N : B—o Aand® + L : B
are also unique. By the induction hypothesis the derivatimithem are unique,
therefore the derivation df - N L : A is unique.
— If M = if meas N then Lelse K : A then a derivation is in the form

—o k.

AFN:qgbit OFL:A OFK: A
I'Fifmeas NthenLelse K : A

The three judgments above the line are all unique and thealiems of them are
also unigue by the induction hypothesis. Hence the deomatiof
I' b if meas N then Lelse K : A is unique. a

meas.

A.2 Proof of Lem. 3.6

Proof. What we should show is about the correctness criterion, aotgm registers are
not relevant here. The statement of this lemma is well-kntahold for MLL proof
nets and the existence of quantum nodes does not affectd givax rule and thex-2
rule are purely local. For the remaining rules it is also easy



— For the unitary gate rule, consider correctness grapié ahd\’. The reduction
corresponds to the mapping

for eachnew node. It is clear that this does not break acyclicity and ectinity.

— For themeas rule 0 and 1, each branch is a proof net by definition. Reptpain
meas node with a proof net with the same conclusion preservegctmess crite-
rion. Thus if V' is a proof net A/ is also a proof net. O

A.3 Proofof Lem. 3.8

Proof. The factthaflI' - M : A] is a proof structure can be easily checked. It is proved
to be a proof net by straightforward structural induction.

— The correctness graph fif : A+ z : A] obviously satisfies the criterion.

— Connecting two conclusions of a proof structure 5y aode does not yield any cy-
cle nor disjoint components in its correctness graphs. Theigorrectness graphs
of [I" - \z?.M : A — B] satisfy the criterion if those dfl", = : A+ M : B] sat-
isfy the criterion.

— Similarly the correctness graphs[f - A(z4,y?).M : A® B — (] satisfy the
criterionif those of[ I,z : A,y : B+ M : C] do so.

— If all correctness graphs ¢fA - M : A — B] and[© F N : A] satisfy the crite-
rion, the construction ofA, ©® - M N : B] makes the whole structure connected
and does not yield any cycle in correctness graphs. Thusiitieatness graphs of
[A,©F MN : B] satisfies the criterion.

— In the same way, the correctness graphfafo + (M, N) : A ® B] satisfies the
criterion if both[A - M : A] and[© + N : B] do so.

— The correctness graph fif new|,, : qbit] clearly satisfies the criterion.

— The correctness graphs[pf U : gbit®" —o qbit®"] also satisfy the criterion.

— The correctness graphs pf\, © | if meas M then N else L : A] obviously satis-
fies the criterion if those offA+ M : qbit] do so. Both[© +F N : A] and
[©F L : A] are proof nets by the induction hypothesis. O

A.4 Proofof Thm. 3.9

Proof. Reductions of unitary gate nodes aifichodes can occur at most equal to the
number of them in a net. A reduction ly+? rule strictly decrease the length of types
on edges, a reduction lag-cut rule strictly decrease the numberafnode, which are
both finite. Therefore reduction can occur only finitely manyes. a

A.5 Proof of Thm. 3.10

Proof. When a proof netV" hasn if nodes (including those inside of branches) and
unitary gate nodes of levél, we write #A" = (n,m). The proof is done by nested
induction on them.



i) #N = (0,0). Simply because of cut elimination property of MLL. The é&izce
of new node is not relevant here: ifrew node is connected toat node, the other
edge of thecut node is necessarily connected toaxmode because of typing.

i) #N = (0,m) with 0 < m. We show that any sequenee N —* N’ of reduc-
tions that has no unitary gate reduction is not maximal.

— If ax rule or®-% rule can be applied t&/” then clearlys is not maximal.

— Suppose bothx rule and®-?% rule cannot be applied t&”. Then there are:
unitary gate nodes iV’ since any one of them is not reduced whileChoose
one of unitary gate nodes ik”. If it can be reduced thea is not maximal.
Otherwise there must be some edges of typie’ that are not connected to
new nodes via cut nodes. Choose one of those edges and staréesé&along
the chosen edge and go down the structure. Because of thagtasu that\/
does not have angbit™ in its conclusions, the traverse necessarily runs into
a cut node. The cut cannot be betweerand % by the assumption thab-

% rule cannot be applied. Similarly it cannot be connectechtaxdom node.
Moreover it cannot be connectedrtew node noiif node. Hence the cut must
immediately be connected to another unitary gate node, amsiaering types
it turns out that the connection is in the form below.

V U

qbkll-" lqbitl qbﬂi" mlqbn th{i"-"lqbnl thi-" lth

gbit qgbit+

If o is maximal, any unitary gate node cannot be reduced and teunust
be able to continue such traverse infinitely. Since a proofisiéinite, that
implies we will revisit a unitary gate node while the trawerslowever, if such
revisiting can be done then at least one correctness grafyfi bés a cycle in
it, which contradicts to the fact that” is a proof net. Therefore there exists at
least one unitary gate node that can be reducedraadhot maximal.

Hence by contraposition a maximal sequence of reductiors tmave a unitary

gate reduction. Thus: will necessarily decrease.

iy #N = (n,m)with0 < nand0 < m. Similarly to the casé), a maximal sequence
of reductions necessarily contains a unitary gate reduairoa meas reduction.
Thus eithem or m will strictly decrease. a

We introduce the following notation. It will be useful in tipeoofs later.

Definition A.3 If a transitions — s s’ is given by the rule for the nodev on the
tokent, we write s %5 s with a := (r,v,t). We also writes 1224 0 s/ jf

s I s By So oo 2y s for some statesy, so, ..., sm_1. Such a
sequence;as . .. a,, is denoted by, 7, etc.

LemmaA.4 LetN = (S,Q,!1) be a proof net, and a—bw s’. Assume further that
does not depend om that is, the token i is not yielded by the transitiofs -. Then

ba ’
we haves — s s/, t00.



Proof. Suppose ﬂw s1 ands b—“w s2. Observing transition rules, it can be checked
that the slicings and the sets of tokenssgfand s, are the same. Thus it suffices to
show that the quantum registers and the probabilities alsicle. If eithera or b does
not acts on quantum registers, it is clear. If both act on tjuamegisters, they act on
disjoint qubits. Then the order of applying such two operati(unitary transformation
or measurement) does not affect the resulting quantumteegisd probability since the
tensor® in vector space is monoidglF ® id)(id® &) = F® € = (id ® £)(F ®id)

for any quantum operations and€. Hences; = sa. O

A.6 Proof of Lem. 4.5(as a corollary of Lem. A.4)

Proof. Suppose = s ands iw s9. If a = bthen clearlys; = s5. If a # b, then
a andb are on different tokens (hence in particulatoes not depend at). In this case

it is obvious that afte’s x-, a transition - is possible. Let’ be such that 2% - s';
then by Lem. A.4, we have 2% v 5. i

A.7 Proofof Lem. 4.11

Proof. Movement of a token can be uniquely traced back using therrdton carried
by the token. Thus, given a token, the sequence of transitarthe token from initial
state is unique.

Assume there is an infinite sequence of transitions. It maa hwo states that have
the same token because of finiteness of the net and the nuriodeas. Both states
have the same sequence of transitions that starts from sitgmoin an initial state.
However, there is no transition that moves a token to itgainitosition, therefore such
sequence can occur only once. Contradiction. a

A.8 Proof of Prop. 4.12

Proof. Newman’s lemma states that, if a binary relation has no tefiséquence and
is locally confluent, then it is globally confluent. Hence bgnh. 4.11 and Lem. 4.5,
— IS globally confluent. It is obvious too that final states ar@drmal form (i.e. no

outgoing— xr). These two facts yield the claim. a

A.9 Proofof Thm. 4.15

The next lemma roughly says that, if an edge’s type conighits then a token with a
context that designates that occurrencglof will eventually visit it.

Lemma A.5 Let N = (S, Qnr, 1) be anMLLgm proof net andN](s) = s'. Let A be

an edge inS of level0 that A = Clqgbit]. Then any sequence of small-step transitions
s =N 81 =N - = s from s to s’ contains a stat€Q, p, b, T, Tis) in Which a
token(A4, C, 1, ¢) is in T OF Tins.



Proof. Assume such a token has just arrived the edge on whicbcurs. Tracing back

the transitions on that token yields a traverse alSnifithe traverse infinitely continues,

it necessarily contain an infinite loop alosg However, that situation implies there is
a cycle that remains in at least one correctness graph. Haeceaverse eventually

terminates and considering the type and context it endsémelgsion or a query node,
where a token start traveling in any initial state by defimitiHence indeed a token will

arrive. O

Corollary A.6 LetN = (S, Q,1) be anMLLgm proof net that contains a unitary gate
nodeU that can be reduced by the unitary gate rule in Fig. 3. Asslvig(s) = s’
Then any sequence of small transitions» o s1 —a - -+ —a s froms to s’ contains
a transition by theJ-Apply rule in Fig. 8.

Proof. By Lem. A.5, for eaclhew node that is connected to the nddeand is to be
reduced together, there must be a token that visit it. Thesens can only go beyond
the nodeU by the U-Apply rule in Fig. 8; and they must do so to reach a final state
s, O

The next lemma says that two different tokens cannot coore$to the same qubit.

Lemma A.7 Let N = (S, Q,1) be anMLLgm proof net. Lets; be an initial state of
Ty ands; —a s2 — a7 S3--- =N Sm41. FOrany states; (j =1,2,...,m + 1) and
any two distinct tokeng4,, C1, D1, (1) and(Asq, Cs, Do, (o), if they occur in the same
s; then they satisfy; # ¢ or (3 = (& = 0.

Proof. Since in an initial state all the tokens haye= 0, the condition(; = (s # 0
implies that the two tokens have reached the samenode. However, tracing back
transitions, it is easy to see that such tokens must have fromethe same conclusion
with the same context. This is prohibited by the definitiofndtial states. ad

Lemma A.8 Let N = (S,Q,!) be anMLLgm proof net with a unitary gate node
that can be reduced by the unitary gate rule in Fig. 3, resgliin the net\/’. Consider
the following transitions in the token machirfgg and 7.

u |
) | qbity,  gbit,

.qbit;

p— %

Herea; is aU-Through transitionp; andd; arecut transitions; and:; andz; are new
transitions. Then we have

Tai1bicidiasbacods - ambmcmdmu 12 TX1T2 " Tm

NS = U() 22T s

wheres is an initial state;r is an arbitrary sequence, andis a U-Apply transition that
involves the nod¥.



Proof. By induction on the numbeék of transitions contained in that affect quantum

registers. Let) be the quantum register of Let s; and s, be the states satisfying

b d b d2 - ambmemdm T o Tm, .
T e e T A Em i o 51 and U(s) Z22275m 0 so. It can easily be

checked thak; and s, are the same except their quantum registers. So it suffices to
show that their quantum registers coincide.
— Casek = 0. Sincer does not affect quantum registers, it is clear that the regis
of s; ands, coincide with the register obtained by applying the unitaatrix U to
Q. ThUSSl = So.
— Casek > 0. Thent can be written as;q172¢2 - - - 7w, Whereg; is a transition
that acts on quantum register (i.e. by unitary gate rule aisueement rule); is a
sequence of transitions that does not contain such quanamsitions. Considering
U can be reduced; andg, act on disjoint qubits, hende andq; act on disjoint
qubits. Thus manipulating a quantum register firstkgnd second by, yields the

T141

same quantum register as first pyand second by does. HencéJ(s) ——snn

516 5 — 5\ sy with U(s}) = s;. Therefore
Im 71917292 TkqrkT1Z2 " Tm ’
U(s) N7 S

7292 TkqrT1L2" "Tm

o5 20 s andU(s)

N8
oo T1q1 N S T2q2-Trqrai1bicidiazbaceda - ambmemdmu " § (by induction hy—
pothesis.) a

Proof. (of Thm. 4.15) Proof sketch: fdiV](s) = s/, there exists a sequence of tran-
sitionss 25 5. Permutings by Lem. A.4, we obtairs’ in which all the relevant
transitions adjoin and U—_W s’. For such a sequeneg we can easily verify that
INI(s) = " (or ([N"] o U)(s) = s" or ([N'] o measj,)(s) = ') also holds. Con-

versely, if[A"](s) = s’ we can build a sequeneeZs »r s’ froms T s'.
Details:

1. We prove the case aik-cut rule; the case of-% rule can be proved in similar
way. Letv andw be theax node and theut node that are under reductianandy

v

be the nodes that are connected endw respectively.
In casev has a pending edge, regard that it is connected to a dummywitidene
incoming edge and no outgoing edge. [&f](s) = s’ for s € Iy. Then there is
a transition relation —>]\L/ s’ by definition of[A/]. Since we have only one ground
type qbit, either A or A+ contains typeybit. Thus a token will necessarily come

ogi1ao3bos

by Lem. A.5. Assume a token comes framand goes tq;. Thens ——— s
s’ wherea corresponds to the transition ferandb to the transition forw. By

orabosos

Lem. A.4,s ———— s s’ also holds sincer, cannot contain any transition on
t. Theax-cut reduction does not change conclusions nor quantum regjistethe
initial states of A is also an initial state ol ands 2227\~ s’ holds. Hence
[N'](s) = s'. The case the token comes frgnand goes ta: is similar.

Conversely, assunigV’](s) = s’ for s € Iy If s ands’ are related by a sequence

1 2

of transition relations 2% s” 22, s’ wheres” contains a token on the edge be-



tweenx andy, thens Lb‘”w s’ also holds, where corresponds to the transition
for v andb to the transition forw.
. By Cor. A6, if [N](s) = s’ then the sequence of relations can be written as

s 2% s wherew is the transition by théJ-Apply rule for the unitary gate
node on the tokens,...t,,. Moreover, considering the fact thatcan be re-

G’jlajdjgbj0j3CjUj4de]‘5uU]‘g S/

duced, for a token; the sequence of relationsds
wherea;, bj, ¢;, d; are transitions shown in the figure in Lem. A.8. By Lem. A.4,

G’jlG’sz’ng’j40’j5ajbjdequ'j5

A~ ¢ also holds since 2, 03,044, 0,5 cannot con-
tain any transition ont;. Repeating this argument, it can be checked that

orai1bicidiazbacadaambmcmdmuos ’

s N s’ holds. By Lem. A.S8
U(s) ZH222m?2, ) s holds, hencé[N'] o U)(s) = s'.
Conversely, if([N”] o U)(s) = s/, Then by definition there is a relation—,, s'.

By Lem. A.4,U(s) 2 ttmda i BBET, | s holds wherer; is by
new rule anda; is on the same token as is. By Lem. A.8,[N](s) = s'.

. Letv andw be theif node and th@ew node under reduction respectively. Assume
[N](s) = &' for s € Ix.By Lem. A.5, a token necessarily visits the edge between
v andw in the transitions reaching. Hence any sequence of transition relations
s L s’ contains a transition by thié-Meas rule forv. By Lem. A.4, there is a
relations =222 - " 2 s s’ wherex, z9, 25 are transitions depicted in Fig. 9
andm is a transition by théf-Meas rule forv. By definition ofif-Meas rule and

Fig. 9: transitionscy, z2, 3

meas’, it can easily be checked thdt ~ meas’(s), i.e. s” andmeas’(s) are the
—— o ! / 1
same except. Thusmeas’(s) —n~ s, Wheres(, ~ s'.
Conversely, if([AV"] o meas’) (s) S, s}, thens =225 &' wheres/ is the
same as’ excepth.
O



