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Abstract

A method for the generation of globally attractive limit cycles for
nonlinear systems is presented. It consists in designing an output
that, when regulated through a suitable feedback, forces a limit cycle
in the zero dynamics. Conditions are then given to ensure that a
globally attractive limit cycle in the zero dynamics results in a globally
attractive limit cycle in the whole system. The method is illustrated
on the torque control of an induction motor.

Keywords: Limit cycles, feedback linearization, zero dynamics, in-
duction motor.

In many applications, the natural operating mode of a control system is an
oscillating one. However, the oscillations are not always present in the open-
loop dynamics. Therefore, it is relevant to study new control design methods
forcing the internal system dynamics (or a given output) to present a pre-
specified limit cycle. Examples of such systems are: walking mechanisms
(the full system state should behave periodically), rotating machines (the
internal states, i.e. current and flux, are oscillatory if the torque output is
kept constant), the synchronization of a vertically landing aircraft with the
oscillation of a platform (e.g. an aircraft carrier), etc.



There exist some published works addressing problems in this category.
Under the hypothesis of the existence of a limit cycle, Hauser and Choo (see
[6]) present a setup for the computation of Lyapunov functions, allowing to
determinate if the given limit cycle is exponentially stable. Nevertheless no
procedure is presented for the generation of the limit cycle itself. This latter
problem has recently been addressed by the works of Marconi et al [9], and by
Canudas de Witet al [3]. In [9], the authors deal with the problem of tracking
an oscillatory signal. The addressed problem is the motion synchronization
of a vertically landing aircraft with the oscillation of a platform. In [3],
a feedback law that generates globally stable orbits for an underactuated
inverted pendulum is presented. This later work is motivated by the walking
mechanism, for which the natural operating mode is a periodic one.

In certain cases, the oscillatory internal behavior is a byproduct of an out-
put regulation problem. An example is the torque and flux norm regulation
problem for the induction motor. The linearization of these two outputs(as
originally proposed by [4]), leads to an oscillating behavior in the internal
dynamics. Indeed, under this particular frame, the flux and current vector
asymptotically converge to a linear stable oscillation (see [1]). In [3], an out-
put is designed and regulated such that the resulting zero dynamics of the
system present a limit cycle. Evenmore, the family of outputs that is pro-
posed allows for enough freedom such that the solutions of the zero dynamics
can converge towards any prespecified closed curve.

In this paper, we will present a methodology for the design of such out-
puts that, when regulated through a suitable feedback, force the presence of
attractive limit cycles in the zero dynamics. We consider a class of nonlinear
systems having a larger number of inputs than outputs such that we have
the freedom of generating new outputs. The outputs can then be decom-
posed into two categories: the regulated outputs, and the auxiliary outputs.
Regulated outputs are the ones that reflect the main control objective (i.e.
velocity or torque regulation). Auxiliary outputs are free functions of the
state to be designed such that the resulting zero dynamics presents a stable
limit cycle (i.e. flux).

Also we give a condition for the global attractivity of the limit cycle to
be retained in the dynamics of the whole system. This result is presented in
the more general setting where the limit cycle is replaced by a compact set.

This paper is structured as follows. In Section 1, we present a class of
cascade systems in normal form. We first present a known result for the
global stabilization of the origin of this class of systems by partial state
feedback, and then we introduce our results about the global attractivity of
limit cycles in such structures. In Section 2, we introduce a methodology for
the design of an output that forces the system to present limit cycles. The



system is then controlled by using input-output feedback linearization, so
that the resulting system is in the form presented in Section 1. We consider
the induction motor in Section 3 as an example in which we generate an
attractive limit cycle by designing a suitable output using the methodology
of Section 2. Finally, we give some simulations and a conclusion.

1 Attractive limit sets in cascade systems

In this paper, we will consider the problem of generating a limit cycle in the
zero dynamics of affine nonlinear systems. In order to also have a globally
attractive limit cycle in the dynamics of the complete system, some conditions
need to be satisfied on the interconnection between the zero dynamics and
the rest of the system, and on the stability of the limit cycle in the zero
dynamics. Therefore, we analyze the nonlinear system in normal form

= fa)+9(z¢)
{g‘ = A+ Bu (1)

where £ € IR", z € R* ", u € IR™ (m < n), and the functions f and v
are locally Lipschitz continuous on their domains of definition. Function v
is such that v(z,0) = 0 for all z (without loss of generality; indeed, if it were
not the case, f is redefined as f(z) +1(z,0) and ¢ as ¢¥(z,£) —1¥(2,0)). The
zero dynamics are represented by Z = f(z).

Many stabilization designs are known for this particular normal form.
We will present a result of [11] about the stabilization of the origin of this
system by partial state feedback. This result will be needed in the proofs of
the main theorems of this paper. It supposes that the interconnecting term
(2, €) is linearly bounded in z when |[|z]| > M for some M > 0, so that finite
escape time cannot occur. Also, there exists a positive semidefinite radially
unbounded function W(z), that decreases along the solutions of the system
when ||z is large:

Assumption 1 Suppose that there exists M > 0, ny and ny class IKC functions

such that
[ (z, O < m €D =[] + ma([1€]])
for ||z|| > M.

Assumption 2 Suppose that there exists a positive semidefinite radially un-
bounded function W(z) and positive constants C' and M such that, for all
|z|| > M, the following holds:



(a) L;W(z) <0;
(b) 1521 Izl < CW(2);

Point (b) of Assumption 2 is classically satisfied by Lyapunov functions W (z)
produced by converse theorems for exponentially stable systems ([8]).

Theorem 1 ([11]) Suppose that Assumptions 1 and 2 are satisfied for system
(1) for which f : R"" — IR"" and ¢ : R" " x IR" — IR" " are locally
Lipschitz continuous functions. If (A, B) is controllable, then any feedback
in the form u = k(&) guaranteeing global asymptotic stability (GAS) and
local exponential stability (LES) of the origin of system £ = A¢ + BE(§)
yields bounded solutions for the resulting closed-loop system

z o= f(2) +9(z%)
{f = Af + BE(€) 2

Moreover, if the equilibrium z = 0 of 2 = f(z) is GAS, then the origin of
system (2) is GAS.

This theorem is proven by first showing that W (z) stays bounded. Bound-
edness of z then comes from the radial unboundedness of W (z). Global sta-
bility and global attractivity follow from the Barbashin-Krasovskii principle.

Almost global attractivity of a compact set

Nonlinear systems can present many different kinds of w-limit sets other than
an equilibrium point (e.g. see [5]). In this paper, we are interested in the case
where one w-limit set is a limit cycle. An important property of the limit
cycles is that they are compact sets; therefore, we will analyze the situation
where one w-limit set is a compact set 7.

Two situations will be considered to extend Theorem 1: the case where
the z-dynamics (2 = f(z)) is globally defined, and the case where the z-
dynamics is defined everywhere except for one value of z. Both of these
situations are considered because, in the context of partially linearizable sys-
tems, system (1) is often the normal form corresponding to a given affine
system with m inputs and m outputs. The second situation may arise when
the change of coordinates leading to this normal form is not a global dif-
feomorphism. However, we want attractive compact sets in 2 = f(z) to be
captured by system (1) whether there are singularities or not. To cover both
cases, the notion of almost global attractivity of a compact set is used.



Definition 1 A compact set v s “almost globally attractive” for the dynam-
s

&= f(z) (3)

with x € IR™, if it is attractive with basin of attraction containing the whole
state space minus a set of Lebesque measure zero.

In dimension 2, the simple situation where a limit cycle v attracts every
solution except those starting at the mandatory equilibrium inside the area
circumscribed by « fits into Definition 1: ~ is almost globally attractive
because the equilibrium is of Lebesgue measure zero.

1.1 Globally defined dynamics

In this section, we consider the special case where the union of the w-limit
sets of (3) is made of an almost globally attractive compact set v and an
equilibrium z such that v and ¥ are disjoint.

Remark 1 Note that T is unstable. Indeed, if T is stable without being
asymptotically stable, there are solution whose w-limit set is neither T nor -y.
On the other hand if T is asymptotically stable, the regions of attraction of
T and 7y are open, non empty, connected sets (see [8]). Therefore, IR" needs
to be covered by two disjoint, non empty, open sets, which is a contradiction.
Therefore T is unstable.

If we consider the existence of an almost globally attractive compact set
in the z-dynamics, the next theorem gives conditions for the almost globally
attractivity of v to translate into almost global attractivity of I' = {(2,¢) €
IR"|z € v and £ =0} in the interconnected system.

Theorem 2 Suppose that Assumptions 1 and 2 are satisfied for system (1)
for which f : R™" — IR" " and v : IR" " X IR" — IR™™" are locally Lipschitz
continuous functions. Let the only invariant sets of 2 = f(z) be 2 = 0 and
v, respectively an equilibrium and an almost globally attractive compact set
(0 & ). If (A, B) is controllable, then any feedback in the form u = k(&)
guaranteeing that the origin of € = A& + Bk(€) is GAS-LES yields

(i) convergence of the solutions of

z o= f(2) +v(2,9)
{f = AE + Bk(E) @)

to the unstable equilibrium (z,&) = (0,0) or to the compact set I.
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(ii) If the set of initial conditions of solutions converging to (0,0) is of
Lebesgue measure zero, the compact set I' 1s almost globally attractive.

(iii) If the equilibrium of 2 = f(z) is hyperbolic, and if the global stable
manifold of the origin (0,0) is a manifold whose dimension is globally
defined and constant, the compact set ' is almost globally attractive.

(iv) If v is an exponentially stable periodic orbit for z = f(z), then T is an
exponentially stable periodic orbit for (4).

Proof: Boundedness of the solutions directly comes from Theorem 1. In-
deed, Assumptions 1 and 2 are still satisfied.

Every solution of (4) converges to the set £ = {(2,£) € IR"|{ = 0}.
LaSalle’s invariance principle then asserts that every bounded solution con-
verges to the largest invariant set of E. This set is defined by the largest
invariant set of Z = f(z): the origin z = 0 and the compact set . Because
every solution of (4) is bounded, every solution either converges towards the
origin (0,0) or towards the compact set I'. Moreover, Remark 1 implies
that z = 0 is an unstable equilibrium in the z-dynamics. The fact that
(2,€) = (0,0) is unstable directly follows, which shows (i).

The basin of attraction of the origin (0,0) is the set of initial conditions
of solutions not converging to ['. Because it is of Lebesgue measure zero, the
compact set I is almost globally attractive, which shows (ii).

If the origin z = 0 is a hyperbolic fixed point for 2 = f(z), the set of
eigenvalues of the Jacobian linearization %(0) contains n, > 1 (resp. ng <
n—r—1) eigenvalues with positive (resp. negative) real parts (ns+mn, = n—r).

Since the origin € = 0 is locally exponentially stable for & = A€ + Bk(€),
the Jacobian linearization A + B g—g(O) has r eigenvalues with negative real

parts. The Jacobian linearization of the complete system (4) is then

7 [ FO+30,0 50,0
B 0 A+ Bg(0)

Because ¢(z,0) = 0 for all z, ‘Z—f((), 0) = 0. Therefore, the eigenvalues of J
are those of %(0) and of A+ Bg—’g(O). J has then ng +r < n—1 eigenvalues
with negative real parts and n, > 1 eigenvalues with positive real parts.
The stable manifold theorem for a fixed point (see [5]) then states that there
exists a local stable manifold M, of dimension n, + r and a local unstable
manifold M, of dimension n, at the origin. If the dimension of the global
stable manifold is globally defined and constant, this global stable manifold
also has a dimension n,+r. Therefore the set of initial conditions of solutions



that converge to the origin (0, 0) (and not to I') lies in a manifold of dimension
smaller or equal to n — 1. Because a manifold of dimension smaller or equal
to n — 1 is of Lebesgue measure zero in IR", the compact set [' is almost
globally attractive, which proves (iii).

Exponential stability of v implies the existence of a Lyapunov function
Vi(z) that is decreasing along the solutions of Z = f(z). This function
satisfies

LiVi < —kil]l3

where ||z|l, = inf,e, ||z — y|| ([6]). On the other hand, a similar Lya-
punov function V5(€) can be found for the & subsystem (my[|€||* < V5(€) <
mo||€|1%, Lagrnre)Va < —msll€]]?). As in [8], we then define the Lyapunov
function:

Vi(z,6) = Vi(z) + 2k\/V5(€)

with £ > 0, whose derivative is

LyVa(2) + LyVa(2) + k=200

k|22 + (2, €) — homg S

—kal|z[l — Z’”‘”’IISII + EU(z,€)
—kallz |l = 2 NEl + M€

V

VANVANRVAN

where the last inequality is valid in a small neighborhood of I' because
4)(z,€) is continuously differentiable. Taking k > ™ ensures negative
definiteness of the derivative of V. The closed orbit I' is therefore exponen-
tially stable. This proves (iv). O

The origin of the complete closed-loop system behaves like a saddle point:
it is attractive in some directions and repulsive in others. This is illustrated
in Figure 1, where v is a limit cycle, n = 3, and r = 1. In this figure, the
z system is of dimension 2 with an almost globally attractive limit cycle ~.
In order to clarify the figure, we suppose that the stable manifold M, of the
origin is the £ axis. Therefore, every solution starting on that axis converge
to the origin (0,0,0)7. All the other solutions converge to the limit cycle
because the origin is only attractive in the & direction.

1.2 Almost globally defined dynamics

As previously stated, we will consider another situation where almost global
attractivity of a compact set is necessary: the case where the union of the
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Figure 1: Almost global attractivity of a limit cycle. Solutions starting on
the £ axis converge to the origin. All others converge to ~.

w-limit sets of the z dynamics only consists of an almost globally attractive
compact set . Instead of the z-dynamics presenting an equilibrium at z = 0,
we now consider that these dynamics are not defined at z = 0. However,
we must now impose that solutions of the closed-loop (z, &) never go through
z = 0. This is ensured by assuming that the origin of the z subsystem
is repulsive in the interconnected system: this can be obtained by having
W > 0 when z is small. Therefore we now assume

Assumption 3 For every compact set C of IR", there exists 0 > 0 such that
for any vector z # 0 and any vector £ satisfying

0<W(z)<dand& €C

where the function W is from Assumption 2, the following inequality

ow
Lo () = 20 1) 02,8 > 0

!This problem may come from the potential state singularities that arise while trans-
forming a nonlinear system into the normal form (1). An example is given in Section
3



holds.

This assumption yields solutions which stay away from the axis z = 0. In-
deed, when the & subsystem is stabilized, & evolves in a compact set C, so
that Lyyyp-,0)W (2) > 0 when 2 is close to 0. Assumption 3 can be satisfied
if L.y (2) tends to 400 as z goes to zero (the origin is “strongly” repulsive
for 2 = f(2)) while, for any fixed &, Ly ¢W (2) stays bounded as z goes to
zero (which is coherent with the linear boundedness of ¢ with respect to z
that is imposed in Assumption 1). An example of such a function is given in
Section 3.

Theorem 3 Suppose that Assumptions 1, 2, and 3 are satisfied for system
(1) with f : R;™" — IR™ " and ¢ : IRy " x IR" — IR™", locally Lipschitz
continuous functions. Let the only invariant of 2 = f(z) be v (0 & 7), an
almost globally attractive compact set. If (A, B) is controllable, then any
feedback in the form u = k(&) guaranteeing that the origin of € = A&+ BE(€)
1s GAS-LES yields convergence of the solutions of

o= f(2)+ (28
{é = A&+ Bk() ®)

to the compact set I (if the initial condition (2(0),£(0)) is such that z(0) # 0).
Therefore, I' is almost globally attractive.

Proof: Boundedness of the solutions directly comes from Theorem 1.

The stability of the controlled £ subsystem implies that £(¢) is bounded.
This boundedness implies that £(t) lies in a compact set C for all ¢ > 0. The
proof of the impossibility of z to go through or converge towards z = 0 is now
made considering only the system 2 = f(z) + ¢(z,&) , with £ a time-varying
signal belonging to C:

Assumption 3 ensures that there exists 6 > 0, defining a bounded set
A={z € RI"|0 < W(z) < §}, such that W (z) = Lzyiupze)W(2) > 0 for
z inside A and ¢ inside C.

This implies:

(a) the positive invariance of IR"™" \ A, so that z(t) never enters A (if

2(0) ¢ A);

(b) if 2(0) € A, so that there exists 0 < §y < ¢ such that W(z(0)) = dy, we
have W (z(t)) > do for all ¢ > 0.

Both those points show that z(¢) cannot go through or converge towards
z=0. The set {(z,&) € IR"|z # 0} is then a positive invariant set of (5).

9



Every solution of (5), with z(0) # 0, then converges to the set £ =
{(2,€) € R"|¢ = 0and z # 0}. LaSalle’s invariance principle states that
every bounded solution converges to the largest invariant set of E. This set
is defined by the largest invariant set of the z-dynamics: the compact set .
Every solution of (5), with z(0) # 0, then converges to the compact set T'.

The set {(z,&)|z = 0} is of Lebesgue measure zero in IR". Therefore the
set of initial conditions that produce undefined solutions, so that they do
not converge towards the compact set, is of Lebesgue measure zero. [ is an
almost globally attractive compact set. O

This proof also shows that the absence of definition of the vector field in
z = 0 is not a problem for the definition of solutions. Indeed, whether the
initials conditions are inside or outside A, there exists dy such that W (z) > d,
along the corresponding solution. The state z stays inside an open subset of
IR™™" inside which the vector field is locally Lipschitz continuous.

The picture of the complete closed-loop system is similar to that of Figure
1, the only difference being the absence of definition of solutions on the &
axis instead of the convergence to the origin.

Limit cycles

In the particular case where the compact limit set v is an almost globally
attractive limit cycle for the z-dynamics, it remains to show that the almost
globally attractive compact limit set I' is a limit cycle for the complete dy-
namics. This fact is based on the definition of a limit cycle in forward time

(18D):

Definition 2 A limit cycle is a closed orbit v such that v is the positive limit
set of a positive semiorbit v (y) for some y & .

Because 7 is a limit cycle for 2 = f(z), there exists zy such that 7 is the
positive limit set of a positive semiorbit with initial condition z;.

In the complete dynamics, T" is obviously a closed orbit (because the
dynamics on [' are 2 = f(z), £ = 0). It then suffices to take (z,0) as
initial condition of a positive semiorbit, and I' is the positive limit set of this
semiorbit. The almost globally attractive compact set I' is then a limit cycle.

2 Design of orbitally stable zero dynamics

In this section, we consider the main problem of this paper: the generation of
limit cycles through the design of orbitally stable zero dynamics. Therefore,

10



we consider an affine nonlinear system with more inputs than outputs:

{z i io(x)+g(x)u (6)

()

with x € R, y = (Y1, Ym—p)’ = (h1(x), +, hinp(x))T € R™ P, u =
(U1, um)? € R™ (m < mn, 0 <p < m). The functions f, : R" — IR",
g:IR"— IR™, and h : IR" — IR™P are smooth.

Example 1 In this section, we will illustrate our design method on the
following system in the form (6):

.’ifl = T3+ Uy

.’ifz = —I1T3+ ToUy (7)
.’i73 = I1Ty + T3Us

Y= T1—T1

If y; is regulated, and the second input uy is not used (uy = 0), the (x4, x3)
subsystem behaves like an harmonic oscillator with angular velocity Z;. There
is no attractive limit cycle. The oscillations are neutrally stable.

The excess of inputs with respect to the outputs leaves the possibility of
designing p supplementary outputs. Those p outputs will be designed so that
the zero dynamics of the system presents a limit cycle; as a consequence, the
regulation of the outputs induces a limit cycle in the dynamics of the control
system. The outputs can be divided into two classes: the regulated outputs:
those are given by y = h(z) (the regulation of these outputs is required for
the solution of the given control problem); the auxiliary outputs: those are
designed to generate a limit cycle in the dynamics. The control approach
that will be used includes an input-output linearization by feedback ([7]).

Linearization by feedback The design of zero dynamics presenting an
almost globally attractive limit cycle requires the construction of p new out-
Puts (Ym—pit, > Ym)' = (Mm—pi1(z), -+, h(z))’. The addition of these
new outputs to y allows for the definition of relative degree of the output
(Y1, -+, ym)T as integers (ry,---,r,,) that satisfy

Ly, L% hi(z) =0 (8)
for1 <i,j5 <m,and 0 <k <r; —2. Also, the matrix
Ly L~ hy(x) -+ Ly, L™ hy(x)
R(z) = o L (9)
Ly, L}~ 11hm_1(a;) cov Ly, L 11hm_1(x)
Lo L7 “hy(z) oo Ly, L hy(2)

11



must be regular. If the relative degree is globally defined and constant, the
linearization by feedback of the relation

y" L (2)
. . U1
T: = _— : + R(x) : = a(x) + R(z)u
T Ly 1 () "
Yo LS ()

can be achieved by defining v = —R™'(z) (a(z) + v). This input linearizes
the system from the input v to the output y. If there exists a global diffeo-
morphism that globally puts the system in normal form:

z = f(z)+w(zay17"'7yirlil)7"'7ym7"'7y7(1:m71))
A= )
yT(TTl‘m) = Un

where ¢(z,0) = 0, then a choice of v(§) = v(yy, - - -, le*”, R y,(fbmfl))
can easily be made so that the origin of the £ subsystem is globally asymptot-
ically and locally exponentially stable. The existence of an almost globally
attractive limit cycle for the complete control system then depends on the
dynamics of

2= f(2) (11)
and on the verification of the different hypotheses of Theorems 2 and 3.

Choice of (Y _pi1, ", Um)’ = (hm_pr1(x), -+, hp(z))”  In order to facil-
itate the analysis of the presence of a limit cycle, z should be of dimension
2. Because the dimension of the system (10) is n and the £ subsystem is of
dimension Y"1 r;, this sum > 7", r; should be equal to n — 2. For system
(7), an output of relative degree 0 should be designed because the dimension
of the system is 3 and the relative degree of y; is 1.

Particular case When p = 1, only one auxiliary output can be designed.
Its relative degree should be n — 2 — Z;Zl Ti.

A practical way of choosing this output consists in picking two state vari-
ables (x,, ) that are independent of the existing outputs and their deriva-
tives (up to their relative degree minus one). A positive definite function
W (z,,xp) is then built and a level W (x,, z,) = L, which represents a closed

12



curve, is chosen. A limit cycle is imposed on this curve by forcing the dy-
namics

W(xa,:rb) = —v(W(z,,xp) — L) (12)

to be satisfied. Function v is picked so that W globally converges to L. The
dynamics (12) are then forced by picking the last output as

Ym = hp(x) = Wz, xp) + v(W (240, x) — L)

For y,, to have a relative degree n — 2 — Zf:ll r;, the function W (x,,x)
should have a relative degree n — 1 — Zf:ll r;. If this output results in zero
dynamics of dimension 2, and if these dynamics can be expressed in the
(x4, zp) plane, these dynamics must satisfy (12), which forces a limit cycle
inside the (z,,x;) plane. A limit cycle must then be present in the zero

dynamics and in the complete system.

Example 1 (continued) We can take (z,,z) = (w9, x3), W(xy, x3) =

w;ws and v(s) = 2ks (with k > 0). This result in

ys = (a5 + a3)us + k(a5 + a3 — L)

The output y, can be set to 0 by fixing u, as long as (z3 + x3) > 0. The y;
dynamics are fixed by u;. The linear part of the system then resumes to

Y= (13)

The remaining dynamics can be expressed with the (zs,x3) states by replac-
ing uy in (7) by the value imposed by y, = 0. It comes to

—kxy(x3+w3—L)

Ty = —.’i‘ll'g —+ 22422 — Y173

(14)
. - —kaz(xz3+x5—L)
T3 = Ty + —— St T Y1l

3Ty

The first term of &, and @3 induces the oscillation (with an angular velocity
71), the second term induces the attractivity of the level 2L of W, and the
third term is the interconnecting term with the linear part. A limit cycle is
present if L > 0 and Z; # 0. In order to prove almost global attractivity of
the limit cycle in the normal form (13)-(14) of system (7), Theorem 3 should
be used, because the dynamics are not defined everywhere.

This method is illustrated on the following case study.

13



3 The induction motor

To illustrate the previously proposed methodology, we consider the case of
velocity control in an induction motor. Let a fifth-order model? of the motor
in stator (o — )-coordinates : the state vector x includes the coordinates
of the stator current (I, and Iz), the coordinates of the rotor flux (¢, and
¢p), as well as the mechanical angular velocity w. The input vector is the
two-dimensional stator voltage. The Park’s model of the induction motor is:

Iy = —Cla+nlaga +vwds] + 73-Ua
Is = —(ls+nlads — vwoa| + ;1-Us
(?a = _a¢a - Uw¢ﬂ + bIa (15)
(ﬁ/g = —a¢/3 + Uw¢a + b[/g
| Jo = clsba — clads

where (,n,0,a,b, and ¢ are constants depending on the electrical parameters
of the motor, L, is the stator inductance, and v is the number of pair of poles
([10]). 7o = clgpa — clapp is the electrical torque produced by the motor.

The natural primary control design goal is to regulate the motor rota-
tional velocity (or position), to a target velocity wy. This objective can be
formulated by defining the primary output y; as

Yy =w — Wy

and finding a linearizing feedback for such an output. Since the control vector
is of dimension two, it is still possible to define another (auziliary) output ys
that can also be regulated according to secondary goals. If the second output
is chosen to be the flux normii.e.

y2 = |[¢]]

so that its regulation preserves the machine operation under nominal condi-
tions, it has already been proven that there exists static linearizing feedback
that linearizes the output vector y = (yi, y2), see [4].

In the context of field oriented control, this auziliary output is typically
regulated to a constant value. For constant motor velocity operation condi-
tion, this operation mode leads to a flux vector that rotates with constant
frequency, thus to a behavior that is oscillatory. This results also in an
oscillatory behavior of the zero dynamics.

2For simplicity of the presentation, we have assumed absence of load. This allows us
to work with a model of smaller dimension.
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Nevertheless it is possible to track any arbitrary trajectory. In [2], the
authors have proposed to control y, such as to minimize the internal motor
energy.

This example will show that it is possible to define auxiliary output y»,
having a more general structure, such that the motion of the internal dy-
namics described by the flux trajectories (not their norm) presents a possible
family of limit cycles.

For this we will apply the method of the previous section: the output y; is
given and has a relative degree 2. Therefore, { = (y1,91) = (w —wy, c(LgPs —
I,¢s3). The states (x,,2) should be chosen independent of &,. Like in [4],
we choose (24, ) = (¢a, ¢p)-

As suggested in the previous section, we consider an auxiliary output in
the form

Yz = W(¢aa ¢ﬂ= 9) +v (W(¢aa ¢/37 9) - L)

where W(a, ¢3,0) is a positive definite, radially unbounded function. 6 is
a parameter influencing the shape of the function. The positive scalar L is
chosen such that the level set W (¢a, ¢g,0) = L characterizes a closed curve
in the state-space (¢q, ¢3). v(s) is a scalar Lipschitz function, which has its
image inside the first and third quadrant, with lim,_. ;v(s) = —oo (Figure
2).

v(s)

Figure 2: The function v

The main differences with [4] are that W does not need to be quadratic,
and the fact that the relative degree of y, is 1 (compared to 2 when y, is the
norm of the flux), which increases the dimension of the zero dynamics, making
more explicit the presence of a limit cycle. The expression W(gba, ¢p,0) can
be written as an algebraic function of the state x of our system (through the
expressions ¢, and @3)
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The induction motor is then a MIMO system with two inputs
Uy, and Upg
and two outputs

Y = w — Wo
Yz = ( a¢o¢ Uw¢[3 + bloa) (16)
I (aghy v+ bI3) + ¥ (W ($as65,0) — L)

The relative degree of this MIMO system is {2,1} because u first appears in
the second and first derivative of y; and 5, respectively: this implies that the
dimension of the zero dynamics is 2. In order to partially linearize system
(15) by feedback, the matrix

1 —CPg  Chq
R(z) = oL ( baw bgg&; >

of (9) needs to be globally regular because a feedback in the form u =
—R7Y(z)(a(x) + v) must be applied. The determinant of this matrix is
_020_23(57"‘;% + %qsﬁ). Therefore, the input-output linearization is globally
achievable if and only if

ow
¢ a¢

for all (¢a, ¢g). Obviously, such a condition is not satisfied for (¢a, ¢g) =
(0,0) (which is natural because an induction motor is not controllable in the
absence of flux), and at the minimum of W (¢,, ¢3, 0), so that the hypotheses
of Theorem 2 are not satisfied. Therefore, we have to make use of Theorem
3. The change of relative degree at (¢q,¢s) = (0,0) is structural to the
problem. The incidence of the minimum of W can be reduced by imposing
it in (¢a, ¢s) = (0,0). If W is chosen such that aw i oW ¢5 = 0 only at
the origin, this function is negative everywhere except the orlgln or positive
everywhere except the origin (by continuity). In fact, only the latter is
possible when we consider positive definite functions W with a minimum
at the origin. Condition (17) then reduces to

ow ow
0. ¢a+%¢g>0 (18)

for all (¢, ¢s) # (0,0).

Pa + ¢,6’ # 0 (17)
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Remark 2 Condition (18) amounts to having the image of the function
W (¢a, 93, 0) on any straight line going through the origin in the plane (¢, ¢s)
“like a parabola”, with its minimum at the origin. Any positive definite poly-
nomaial, which is the sum of homogeneous positive semidefinite polynomaials,
satisfies (18). Indeed, let

W ($as $5) = ZP Bas B5)

with P; a positive semzdeﬁmte homogeneous polynomial of order p; € INy. It
can easily be seen that

ow
Dba ¢a 3¢ 3 ¢ﬂ

:'1:1 piPi(¢aa ¢ﬂ)
PW (P, b5) + 3211 (i — p) Pi(ba, P3)
pW(¢aa ¢ﬂ)
0 when (6, és) # (0,0)

VIVl

where p = min;p;.

The linear part of system (15) with the linearizing feedback is in the form

5:1 = &
§2 = U
53 = V2

with & = y1, & = 91 = c(Ippa — Lads), & = yo. We write the rest of
the system, that is the zero dynamics and the interconnection, on the basis
of the (¢q, ¢g) subsystem of the original system (15). Because the original
interconnection is made through the current variables, while it should be
made through the £ variables to obtain a normal form, we need to substitute
those current variables in the expression of (gz.ﬁa, @3) In order to do so, we
reconsider the equalities

§2 = (Iﬁ%—l ¢5)
§ = ( apq — U(fl + w0)¢g + bIa)
+8¢5( a¢g+v(€1+L(J0)¢a+b[g)+l/(W(¢a,¢g,9) —L)

which can be inverted to obtain the currents as functions of £ and ¢ and
which, injected into the (¢,, ¢5) subsystem of (15), yields:

bo = agraigray [ T+ )G
—char (W (6ay 83,0) = L) = bILE + c6us]
by = W [CU(& +wo) (42 + 5) 5o

—csv (W (s #9,9) — L) + 386 + ot
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Theorem 3 can be applied in this case. Indeed, the zero dynamics

é(x = W |:—C’Uu}0(¢(2x + Q%)((;TV[; - C¢o¢l/ (W(¢a7 ¢57 9) - L):|

Soa Gati5529)

by = g [+ BLE — o W (9 09.0) — L)
o 5

yield global convergence to the closed curve v = W (¢, ¢3,0) = L (except
if the initial condition is at the origin, where the dynamics are not defined)
since

W(¢o¢7 Qbﬁa 9) = v (W(¢a7 ¢[37 9) - L) (19)

If cowo(P2 + ¢3) # 0 when W (da, ¢p,0) = L, there is no equilibrium on -y
(this is the case when wy # 0). Therefore, v is an almost globally attractive
limit cycle.

In order to apply Theorem 3 and have I' be an almost globally attractive
limit cycle for the whole system, Assumptions 1, 2, and 3 need to be satisfied:

e It can easily be checked that the linearity condition of Assumption 1
is satisfied when W is a positive definite polynomial, sum of positive
semidefinite polynomials. Indeed, there exists 1,7, > 0 constants such

6W
34704 ¢O‘+8¢ﬁ ¢B)

that
—cvb1($a+93) 5g; Vg Eetedads
6W ¢o¢+ aW ¢B) ¢
34704 «
et s || <mll | (92 )] +mlen

e Assumption 2 is satisfied with W (¢,, ¢35, ) because of (19) and because
W is polynomial.

e Assumption 3 is verified because

Lf(z)+w(z,§) =V (W(¢a7 ¢[37 9) - L) + 53

For any initial condition, &3(¢) is bounded, so that & belongs to an
interval (with B as lower bound). We can then take § > 0 such that
Liyspze) > 0 for W(pa, ds,0) < 6. Indeed, lim, ., v(s) = —oo,
implies that, for W small enough, there is v (W (¢a, ¢3,0) — L) < B.

In order to illustrate this example, we present some simulations. The
parameters of the simulated motor are those of the motor of the L.A.G ([10]).
The target angular velocity is the nominal angular velocity of that motor:
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150 rad/s. We have chosen to create a limit cycle using for W a positive
definite polynomial, sum of homogeneous positive semidefinite polynomials,
as suggested in Remark 2:

W ($a, bp) = (o + 05) + 5000(¢7, — 05) P

and L = 0.001. Regulating the outputs, this results in a limit cycle in the
(¢a, ¢p) plane having an octogone-like shape (see Figure 3). The convergence
of w and W towards their set-points is shown in the first two figures of Figure
4. The other two represent the evolution of ¢, and I, once W and w have
reached their target. The time-span for those last two figures is a period of
the mechanical rotation of the motor (%) From those figures, we see that
the flux states oscillations look like sinusoids, except at the peaks where the
nonlinearities can be noticed. On the other hand, the current states oscillate

much more.

((ba‘a ¢5)

0.2

0.15F

0.11

0.05

-0.05

-0.15[

-0.2 | | | | | | |
-0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2

Figure 3: Limit cycle in the phase plane of the (¢,, ¢3) states
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Figure 4: Time evolution of the outputs and the states of the induction motor

Conclusion

In this paper, we have presented two results about the existence of an almost
globally attractive limit cycle in a nonlinear system when there is an almost
globally attractive limit cycle in the zero-dynamics. Those results are then
used to present a methodology for the design of limit cycles in systems having
more inputs available than outputs to regulate. Finally, this methodology
is illustrated on the induction motor, where the presence of a limit cycle is
somewhat natural. It has also been applied to the orbital stabilization of
underactuated mechanical systems in [3].
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