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Normality and Nondegeneracy for Optimal
Control Problems with State Constraints∗

Fernando A.C.C. Fontes† & Hélène Frankowska‡

October 27, 2014

Abstract

In this paper we investigate normal and nondegenerate forms of
the maximum principle for optimal control problems with state con-
straints. We propose new constraint qualifications guaranteeing non-
degeneracy and normality that have to be checked on smaller sets of
points of an optimal trajectory, than those in known sufficient con-
ditions. In fact, the constraint qualifications proposed impose the
existence of an inward pointing velocity just on the instants of time
for which the optimal trajectory has an outward pointing velocity.

Keywords. optimal control maximum principle state constraints
constraint qualifications normality degeneracy nonsmooth analysis ori-
ented distance.

1 Introduction

We consider optimal control problems with pathwise state constraints. For
these problems, we study necessary conditions of optimality in the form of
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a maximum principle that, in some situations, are able to provide more
information, by avoiding the abnormality or the degeneracy phenomena.

We say that the maximum principle is abnormal when the scalar multi-
plier associated with the objective function (ahead denoted by λ) is equal to
zero. In this case the necessary conditions cannot use the information of the
objective function to select minimizers.

The degeneracy phenomenon arises when the state constraint is active
at the initial time. Then, a possible choice of multipliers are the so-called
degenerate multipliers, for which the adjoint multiplier (denoted by q) and
therefore the hamiltonian are equal to zero for almost every time. This
implies that all conditions in the maximum principle are satisfied for any
candidate to solution we might test. Thus, with the degenerate multipliers,
the maximum principle is useless to select minimizers.

Nondegenerate and normal forms of the maximum principle are estab-
lished when the problems satisfy a suitable constraint qualification. In addi-
tion to helping, in some situations, to find minimizers or to eliminate some
candidates for optimality, the normal maximum principle is also useful to es-
tablish regularity properties of the minimizes [6, 12, 17] or to deduce second
order optimality conditions [11, 18, 19].

The degeneracy of the maximum principle for state constrained problems
has already been well identified and studied in the literature even for non-
smooth data, see e.g. [1, 2, 8, 9, 24, 21, 22]. Previous investigations on
nondegenerate and normal forms of the maximum principle involved vari-
ous types of constraint qualifications. The relations between some of them
is discussed for instance in [10, 14, 21]. In [22] an integral-type constraint
qualification was introduced. There, it was shown that to avoid degeneracy,
an inward pointing condition has to be satisfied for some, not all, instants of
a neighborhood of the initial time.

In the present paper, we introduce new constraint qualifications that just
have to be satisfied for times at which the optimal trajectory has an outward
pointing velocity. Furthermore, we remove the convexity assumption on the
problem data imposed in [22]. We also provide, in a corollary, additional
sufficient conditions to avoid having the adjoint multiplier q equal to zero,
or to avoid having q and λ both equal to zero. In this way, we show that a
nondegeneracy condition derived previously in a different context in [4] holds
true also in our case.

Normality for optimal control problems with state constraints has also
been extensively studied, see for instance [10, 13, 16, 20, 24] and references
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therein. In the literature it was shown that normality might be guaranteed
by assuming constraint qualifications with the inward pointing inequalities
imposed on a neighborhood of times for which the optimal trajectory belongs
to the boundary of the state constraint. The new constraint qualification
CQn proposed in Section 3 involves the last instant τ for which the multiplier
associated with the state constraint – a measure denoted by µ – is active and,
again, the inward pointing inequality has to be satisfied only for times t < τ
from a neighborhood of τ at which the trajectory has an outward pointing
velocity.

The constraints qualifications here proposed also help to understand the
relations between previous constraints qualifications reported in the litera-
ture. Namely, we discuss conditions involving different generalized gradients
and, in the smooth case, we compare different types of constraint qualifica-
tions.

The outline of the paper is as follows. In Section 2 we recall some notions
of nonsmooth analysis, the nonsmooth maximum principle and compare var-
ious gradients of distance functions. In Section 3 we state our main results.

2 Preliminaries

2.1 Notations and Definitions

Throughout B denotes the closed unit ball in IRn, Sn−1 the unit sphere in
IRn, B(x, r) the closed ball in IRn of center x and radius r, p · v the usual
scalar product of p, v ∈ IRn and | · | the Euclidean norm. The sets coK, coK,
bdyK, Kc and intK stand for the convex hull, closed convex hull, boundary,
complement and interior of a set K ⊂ IRn, respectively.

For a Borel measure µ on [0, 1] we denote by supp{µ} its support and we
use `(I) for the Lebesgue measure of a Lebesgue measurable set I ⊂ IR. The
product σ-algebra generated by the Lebesgue subsets L of [0, 1] and the Borel
subsets of IRm is denoted by L×Bm and the norm in the space of essentially
bounded functions from [0, 1] into IRn by ‖ · ‖L∞ . Finally, W 1,1([0, 1]; IRn)
denotes the space of absolutely continuous functions from [0, 1] into IRn.

Let Θ be a metric space. For a family of subsets Aτ ⊂ IRn with τ ∈ Θ
and any τ̄ ∈ Θ, the upper set limit of Aτ at τ̄ is defined by

Limsupτ→τ̄ Aτ := {v ∈ IRn : ∃ τi → τ̄ , vi ∈ Aτi such that lim
i→∞

vi = v}.
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We recall next the notion of limiting normal cone to a closed set K ⊂ IRn

at x̄ ∈ K. Define first the contingent cone to K at x by

TK(x) = Limsupr→0+

1

r
(K − x)

and consider its negative polar

N̂K(x) = {p | p · v ≤ 0, ∀ v ∈ TK(x)} .
The limiting normal cone to K at x is defined by

NK (x̄) := Limsupx→x̄ N̂K(x).

The negative polar of NK (x̄) is the Clarke tangent cone to K at x̄:

TK(x̄) := {y ∈ IRn : y · p ≤ 0 for all p ∈ NK (x̄)}.
Given a lower semicontinuous function f : IRn −→ IR∪{∞}, the limiting

subdifferential of f at a point x̄ ∈ IRn with f(x̄) < +∞ is the set

∂f(x̄) := {η ∈ IRn : (η,−1) ∈ Nepi f (x̄, f(x̄))},
where epi f := {(x, α) : α ≥ f(x)}. If f is differentiable at x, then we denote
by ∇f(x) its gradient.

For a locally Lipschitz h : IRn → IR the reachable gradient of h at x is
defined by

∂∗h(x) := Limsupy→x{∇h(y)}.
Recall that co ∂∗h(x) is equal to the generalized gradient ∂Ch(x) of h at x
and that co ∂h(x) = ∂Ch(x), see for instance [26, Proposition 4.7.6].

The reachable hybrid subdifferential of h at x is defined as

∂∗>h(x) := {ζ | ∃xi → x such that h(xi) > 0 ∀ i and lim
i→∞
∇h(xi) = ζ} ⊂ ∂h(x)

and the hybrid subdifferential ∂>h(x) is defined as

∂>h(x) := co ∂∗>h(x).

Observe that ∂∗>h(x) ⊂ ∂∗h(x).
Similarly, for a locally Lipschitz f : IRn → IRm and x ∈ IRn the reachable

Jacobian is defined by

∂∗f(x) = Limsupy→x{f ′(y)},
where f ′(y) denotes the Jacobian of f at y (which exists a.e. in IRn).

We refer to [3, 26] for further concepts of nonsmooth and set-valued anal-
ysis, the last one using notations similar to those of the present paper.
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2.2 Generalized Gradients of Distance Functions

For a closed nonempty set K ⊂ IRn and x ∈ IRn, the distance dK(x) from x
to K is given by dK(x) := miny∈K |x− y|.

For K different from IRn, the oriented distance function is defined by

d(x) := dK(x)− dKc(x).

When K = IRn we set d(x) = 0 for every x ∈ IRn.
These two functions are Lipschitz continuous with Lipschitz constant

equal to one.
Therefore, we get ∂d(x) ⊂ B. Also, ∂∗>dK(·) = ∂∗>d(·). By [25, Example

8.53] we know that

∂dK(x) = NK(x) ∩ B, ∀ x ∈ K. (1)

Proposition 2.1 Let x ∈ bdyK. If 0 /∈ ∂>dK(x), then TK(x) has a
nonempty interior and is equal to the negative polar cone of ∂∗>dK(x).

Proof. If 0 /∈ ∂>dK(x), then the set IR+ (∂>dK(x)) is closed, see for instance
[25, 3.48 (a)]. Consequently IR+ (∂>dK(x)) is a closed convex cone spanned
by a convex compact set not containing zero. For this reason its negative
polar cone has a nonempty interior.

By [5, Proposition 2.4 and Corollary 2.5], ∂CdK(x) = co{0, ∂∗>dK(x)}.
Thus from (1) we deduce that

∂>dK(x) ⊂ co ∂dK(x) = co(NK(x)∩B) = ∂CdK(x) = {λ∂>dK(x) | λ ∈ [0, 1]}.

This implies that
IR+ (∂>dK(x)) = coNK(x). (2)

Since TK(x) is equal to the negative polar of coNK(x) the proof follows.

Lemma 2.2 Let x ∈ bdyK be such that intTK(x) 6= ∅. Then

∂∗dK(x) = ∂∗>dK(x) ∪ {0}

and

∂>dK(x) ⊂ ∂CdK(x) = {λ∂>dK(x) | λ ∈ [0, 1]} ⊂ B.
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Furthermore,

NK(x) ∩ Sn−1 = ∂∗>dK(x) = ∂dK(x) ∩ Sn−1

and
∂∗d(x) = ∂∗>dK(x) = ∂∗>d(x).

In particular, ∂Cd(x) = ∂>dK(x).

Proof. Fix any v ∈ intTK(x). By [3], there exists ε > 0 such that

y + [0, ε](v + εB) ⊂ K, ∀ y ∈ K ∩B(x, ε).

Thus for all small s > 0 and any b ∈ B, dK(y + s(v + εb)) = 0. This implies
that 〈∇dK(y), v + εb〉 = 0 for any b ∈ B whenever dK is differentiable at
y ∈ K ∩ B(x, ε). Hence for any such y we have ∇dK(y) = 0. Consequently,
if xi → x are such that dK(xi) = 0 and ∇dK(xi) exist and converge to some
ζ ∈ IRn, then ζ = 0.

Clearly, ∂∗>dK(x) ⊂ ∂∗dK(x). Let xi ∈intK converge to x. Then
∇dK(xi) = 0 and therefore 0 ∈ ∂∗dK(x).

Pick any ζ ∈ ∂∗dK(x) and let xi → x be such that ∇dK(xi) exist and
converge to ζ when i → ∞. If dK(xik) = 0 for a subsequence {xik}, then
ζ = 0 by the first part of the proof. Otherwise ζ ∈ ∂∗>dK(x). This implies
the first equality of our Lemma.

The second relation can be easily deduced from the first one.
Let ζ ∈ ∂∗>dK(x) and xi → x be such that xi /∈ K and ∇dK(xi) → ζ.

Then for some yi ∈ bdyK,∇dK(xi) ∈ N̂K(yi) ∩ Sn−1 and we deduce that
ζ ∈ NK(x) ∩ Sn−1. On the other hand, for any ζ ∈ ∂>dK(x) \ ∂∗>dK(x) we
have |ζ| < 1, because ∂∗>dK(x) ⊂ Sn−1 and B is a strictly convex set. Hence
∂CdK(x) ∩ Sn−1 = ∂∗>dK(x). Consequently, by (1),

∂∗>dK(x) ⊂ NK(x) ∩ Sn−1 ⊂ ∂dK(x) ∩ Sn−1 ⊂ ∂Cd(x) ∩ Sn−1 = ∂∗>dK(x).

To prove the last statement, observe that ∂∗>dK(x) = ∂∗>d(x) ⊂ ∂∗d(x).
Let xi ∈ K be such that d(·) is differentiable at xi and xi converge to x while
∇d(xi) converge to some ζ. Then there exists a unique projection yi of xi
on bdyK. Using that for all large i, intTK(yi) 6= ∅, applying the same proof
as the one of Proposition 5 in [15] on a neighborhood of x, we deduce that

∇d(yi) ∈ N̂K(yi)∩Sn−1 for all large i. Hence ζ ∈ NK(x)∩Sn−1 = ∂∗>dK(x).
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2.3 Maximum Principle

Consider the following optimal control problem with state constraints:

(P )


Minimize g(x(1))
subject to

ẋ(t) = f (t, x(t), u(t)) , u(t) ∈ U(t)a.e. t ∈ [0, 1]
x(0) = x0, x(1) ∈ K1

x(t) ∈ K for all t ∈ [0, 1].

The data for this problem comprise functions g : IRn → IR, f : [0, 1] ×
IRn × IRm → IRn, an initial state x0 ∈ IRn, sets K,K1 ⊂ IRn of the state and
the end-point constraints, and a set-valued map U : [0, 1] ⇒ IRm. The set of
control functions for (P ) is

U := {u : [0, 1]→ IRm : u is Lebesgue measurable, u(t) ∈ U(t) a.e. t ∈ [0, 1]}.

We say that a trajectory-control pair (x̄, ū) of the above system is a local
minimizer of (P) if for some δ > 0 and every trajectory-control pair (x, u)
satisfying ‖x− x̄‖L∞ < δ we have g(x̄(1)) ≤ g(x(1)).

Using the distance or the oriented distance functions, the state constraint
x(t) ∈ K can be written equivalently as the inequality constraint

d(x(t)) ≤ 0 for all t ∈ [0, 1]

or as
dK(x(t)) ≤ 0 for all t ∈ [0, 1].

We impose the following hypotheses which refer to a fixed local minimizer
(x̄, ū) and a δ′ neighborhood of x̄.

H1 The function (t, u) → f(t, x, u) is L × Bm measurable for each x and
U(·) is measurable with closed nonempty images.

H2 There exists Cf ≥ 0 such that

|f(t, x, u)− f(t, x′, u)| ≤ Cf |x− x′|

for x, x′ ∈ x̄(t) + δ′B, u ∈ U(t) and a.e. t ∈ [0, 1].

H3 There exists Cu ≥ 0 such that |f(t, x, u))| ≤ Cu for x ∈ x̄(t) + δ′B,
u ∈ U(t), and t ∈ [0, 1].
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H4 The function g is Lipschitz on x̄(1) + δ′B.

H5 The sets K and K1 are closed.

The maximum principle for problems with state constraints has been
reported in different versions with different degrees of generality (see e.g.
[23, 7, 27]). The version in the next theorem can be deduced from [26,
pp. 329 and 204] applied to the state constraints described by an inequality
involving the oriented distance function d(·).

Theorem 2.3 Let (x̄, ū) be a local minimizer and assume H1-H5. Then,
there exist p ∈ W 1,1([0, 1]; IRn), a non-negative (finite) Borel measure µ on
[0, 1] and a scalar λ ∈ {0, 1} such that

µ ([0, 1]) + ‖p‖L∞ + λ 6= 0, (3)

−ṗ(t) ∈ q(t)co ∂∗xf(t, x̄(t), ū(t)) a.e. t ∈ [0, 1], (4)

−q(1) ∈ λ∂g(x̄(1)) +NK1(x̄(1)),

γ(t) ∈ ∂>d(x̄(t)) µ− a.e.,

supp{µ} ⊂ {t ∈ [0, 1] | x̄(t) ∈ bdyK},

and, for almost every t ∈ [0, 1], and all u ∈ U(t)

q(t) · (f(t, x̄(t), ū(t))− f(t, x̄(t), u)) ≥ 0, (5)

where

q(t) :=


p(t) +

∫
[0,t)

γ(s)µ(ds), t ∈ [0, 1)

p(1) +

∫
[0,1]

γ(s)µ(ds), t = 1.

The relation γ(t) ∈ ∂>d(x̄(t)) is equivalent to γ(t) ∈ ∂>dK(x̄(t)). It
follows from Lemma 2.2 that at every t ∈ [0, 1] such that int TK(x̄(t)) is
nonempty, it can be equivalently written as γ(t) ∈ ∂Cd(x̄(t)).

Since µ is a finite Borel measure on [0, 1], it is regular and therefore q(·)
is left continuous on (0, 1).
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2.4 Abnormality and Degeneracy Phenomena

The above maximum principle is called normal if λ = 1.
In this paper we say that a maximum principle is nondegenerate if

µ((0, 1]) + ‖q‖L∞ + λ 6= 0.

The degeneracy phenomenon arises when the state constraint is active at the
initial time, i.e. when x0 ∈ bdyK. Then a possible choice of multipliers, here
called degenerate multipliers, is

λ = 0, µ = δ{0}, p ≡ −ξ, with ξ ∈ ∂>d(x̄(0)),

where δ{0} is the Dirac unit measure concentrated at 0. We note that with
such multipliers, the expression p(t) +

∫
[0,t)

ξµ(ds), which features in the con-

ditions of the maximum principle, vanishes for almost all times. So, the max-
imum principle holds true for any pair (x̄,ū) we might test. Such multipliers
are useless to identify minimizers.

Previous works on the nondegeneracy of the maximum principle mainly
differ by the constraint qualification used, in addition to assumptions on
the data of the problem. We can identify, in the literature, four types of
constraint qualifications (CQ), which we adapt here to the context of state
constraints x(t) ∈ K for all t ∈ [0, 1]:

1. Inward pointing velocity CQ.
If x0 ∈ bdyK, then there exist δ > 0, ε > 0 and a control function
û ∈ U such that

max
γ∈∂>dK(x0)

γ · f(t, x0, û(t)) < −δ a.e. t ∈ [0, ε).

2. CQ involving the optimal control.
If x0 ∈ bdyK, then there exist δ > 0, ε > 0 and a control function
û ∈ U such that

max
γ∈∂>dK(x0)

γ · (f(t, x0, û(t))− f(t, x0, ū(t)) < −δ a.e. t ∈ [0, ε).

3. Integral-type CQ.
If x0 ∈ bdyK, then there exist δ > 0, ε > 0 and a control function
û ∈ U such that∫ t

0

max
γ∈∂>dK(x0)

γ · (f(s, x0, û(s))− f(s, x0, ū(s)) ds < −δt ∀ t ∈ [0, ε).
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4. CQ involving a strictly feasible initial trajectory.
If x0 ∈ bdyK, then there exists ε > 0 such that

x̄(t) ∈ intK ∀ t ∈ (0, ε).

The relation between the first two types of constraint qualification is
discussed for instance in [10, 13, 21], where some bibliographical references
for each type of constraint qualifications are provided. The third type is
described in [22]. The fourth type appears, for instance, in [8].

Let us underline that, by Proposition 2.1, the constraint qualifications 1,
2, 3 imply that int TK(x0) is nonempty. Thus, by Lemma 2.2, the first three
constraints qualifications can be written in an equivalent form by replacing
∂>dK(x0) by ∂∗d(x0) or by ∂Cd(x0).

3 Nondegeneracy and Normality

At the end of this section, we provide sufficient conditions for normality of the
maximum principle. But first we show how the previous maximum principle
can be strengthened to avoid the degeneracy by introducing a new type of
constraint qualification.

CQd (Constraint Qualification to avoid degeneracy) If x0 ∈ bdyK, then
there exist ε > 0, δ > 0 satisfying

inf
u∈U(t)

max
γ∈∂∗d(x0)

γ · (f(t, x0, u)− f(t, x0, ū(t))) < −δ, (6)

for a.e. t ∈ {r ∈ [0, ε] : maxξ∈∂∗d(x̄(r)) ξ · f(r, x̄(r), ū(r)) ≥ 0}.

Remark 3.1 If the set {r ∈ [0, ε] : maxξ∈∂∗d(x̄(r)) ξ · f(r, x̄(r), ū(r)) ≥ 0} has
a positive Lebesgue measure, then CQd implies that the interior of TK(x0)
is nonempty. Indeed, by (6), there exists t ∈ [0, 1] such that

inf
u∈U(t)

max
γ∈∂∗d(x0)

γ · (f(t, x0, u)− f(t, x0, ū(t))) < −δ.

Hence, by Proposition 2.1, int TK(x0) 6= ∅.
Consequently, by Lemma 2.2, we can replace ∂∗d(x0) in (6) by ∂∗>dK(x0).

Since the scalar product is bilinear, CQd takes then the form of a more
classical constraint qualification :

10



CQd′ Suppose that the set {r ∈ [0, α] : maxξ∈∂∗d(x̄(r)) ξ · f(r, x̄(r), ū(r)) ≥ 0}
has a positive Lebesgue measure for any α > 0.

If x0 ∈ bdyK, then there exist ε > 0, δ > 0 such that

inf
u∈U(t)

max
γ∈∂>dK(x0)

γ · (f(t, x0, u)− f(t, x0, ū(t))) < −δ

for a.e. t ∈ {r ∈ [0, ε] : maxξ∈∂>dK(x̄(r)) ξ · f(r, x̄(r), ū(r)) ≥ 0}.

We would like to underline that if for some α > 0 the Lebesgue measure
of the set {r ∈ [0, α] : maxξ∈∂∗d(x̄(r)) ξ · f(r, x̄(r), ū(r)) ≥ 0} is equal to zero,
then the proof of Theorem 3.2 below concerning the nondegenerate maximum
principle does not use any constraint qualification at all, beside the assump-
tion intTK(x0) 6= ∅. For this reason the additional requirement imposed in
CQd′ is not restrictive to derive a nondegenerate maximum principle.

We note that CQd′ requires less than the constraint qualifications of
type 2 from Section 2.3 because the relevant inequality does not have to be
satisfied a.e. in the whole time interval [0, ε], but just for a.e. instant for
which the optimal trajectory has an outward pointing velocity, i.e. when
maxξ∈∂∗dK(x̄(r)) ξ · f(r, x̄(r), ū(r)) ≥ 0.

We state our first main result.

Theorem 3.2 Let (x̄, ū) be a local minimizer, int TK(x0) 6= ∅ and assume
that H1-H5, CQd are satisfied. Then, the maximum principle of Theorem
2.3 holds true with the nontriviality condition (3) strengthened to

µ((0, 1]) + ‖q‖L∞ + λ > 0. (7)

Remark 3.3 Since q(·) is left continuous on (0, 1), if q(·) = 0 a.e., then
q(t) = 0 for all t ∈ (0, 1). In this case, the maximum principle (5) holds true
for all t ∈ (0, 1) and u ∈ U(t). Furthermore, from the adjoint equation it
follows that p(·) ≡ p(0). Since p(0) +

∫
[0,t)

γ(s)µ(ds) = 0 for all t ∈ (0, 1),

we deduce that for all 0 < t1 < t2 < 1,
∫

[t1,t2)
γ(s)µ(ds) = 0 and, because µ is

regular, that for all 0 < t1 < t2 < 1∫
[t1,t2]

γ(s)µ(ds) = 0. (8)
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Assume that int TK(x̄(t)) 6= ∅ for every t ∈ [0, 1] satisfying x̄(t) ∈ bdy K.
If µ((0, 1)) > 0, then the above implies that ‖q‖L∞ 6= 0. Indeed, if ‖q‖L∞ = 0,
then, using Lemma 2.2, that µ is nonnegative and that ∂>d(x̄(·)) is upper
semicontinuous on the compact interval [0, 1], we derive a contradiction with
(8) for a choice of 0 < t1 < t2 < 1.

We next observe that if moreover µ((0, 1]) > 0 and

coNK(x̄(1)) ∩ (−NK1(x̄(1))) = {0}, (9)

then ‖q‖L∞+λ 6= 0. Indeed, assume for a moment that ‖q‖L∞+λ = 0. Then
µ((0, 1)) = 0 and, therefore, µ({1}) > 0. We deduce that p(·) ≡ −γ(0)µ({0})
and therefore

q(1) = p(1) + γ(0)µ({0}) + γ(1)µ({1}) = γ(1)µ({1}).

Since γ(1) ∈ ∂>d(x̄(1)), Lemma 2.2 and (2) yield q(1) ∈ coNK(x̄(1)). On
the other hand, −q(1) ∈ NK1(x̄(1)) in contradiction with (9). This proves
our claim.

Furthermore, ‖q‖L∞ 6= 0 if in addition

coNK(x̄(1)) ∩ (−∂g(x̄(1))−NK1(x̄(1))) = ∅. (10)

Indeed, otherwise λ = 1, µ((0, 1)) = 0, −q(1) ∈ ∂g(x̄(1)) + NK1(x̄(1)). In
the same way as before we show that q(1) = γ(1)µ({1}) ∈ coNK(x̄(1)), which
contradicts (10).

Hence we have proved the following corollary.

Corollary 3.4 Let (x̄, ū) be a local minimizer. Assume H1-H5, CQd, (9)
and that int TK(x̄(t)) 6= ∅ for every t ∈ [0, 1] satisfying x̄(t) ∈ bdy K.
Then, the maximum principle of Theorem 2.3 holds true with the nontriviality
condition (3) strengthened to

‖q‖L∞ + λ 6= 0. (11)

Moreover, if also (10) is satisfied, then ‖q‖L∞ 6= 0.

Another main result in this section provides sufficient conditions for the
maximum principle to be normal. Namely, under the constraint qualifica-
tion CQn proposed below, the nondegenerate maximum principle is in fact
normal whenever x̄(1) ∈ intK1.
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CQn (Constraint Qualification to guarantee normality) Consider µ as in the
maximum principle and define

τ := inf {t ∈ [0, 1] : µ{[t, 1]} = 0} .

Assume that there exist ε > 0, δ > 0 such that

inf
u∈U(t)

max
γ∈∂∗d(x̄(τ))

γ · (f(t, x̄(τ), u)− f(t, x̄(τ), ū(t))) < −δ, (12)

for a.e. t ∈ {r ∈ (τ − ε, τ ]∩ [0, 1] : maxξ∈∂∗d(x̄(r)) ξ · f(r, x̄(r), ū(r)) ≥ 0}.

Remark 3.5 In the proof of Theorem 3.6 below we show that for a nonde-
generate multiplier we always have τ > 0 and that the set {r ∈ [τ − ε, τ ] :
maxξ∈∂∗d(x̄(r)) ξ · f(r, x̄(r), ū(r)) ≥ 0} has a positive Lebesgue measure. Thus,
as in Remark 3.1, CQn implies that int TK(x̄(τ)) is nonempty. Then, by
Lemma 2.2, we can replace ∂∗d(x̄(τ)) in (12) by ∂>dK(x̄(τ)) and to obtain a
more classical constraint qualification :

CQn′ Consider µ as in the nondegenerate maximum principle and define

τ := inf {t ∈ [0, 1] : µ{[t, 1]} = 0} .

Assume that there exist ε > 0, δ > 0 such that

inf
u∈U(t)

max
γ∈∂>dK(x̄(τ))

γ · (f(t, x̄(τ), u)− f(t, x̄(τ), ū(t))) < −δ,

for a.e. t ∈ {r ∈ [τ−ε, τ ]∩[0, 1] : maxξ∈∂>dK(x̄(r)) ξ·f(r, x̄(r), ū(r)) ≥ 0}.

We note that CQn′ is less restrictive than the constraint qualification
proposed in [20, (8)] because the relevant inequality does not have to be
satisfied a.e. in the whole time interval [τ − ε, τ ], but just for a.e. instant
for which the optimal trajectory has an outward pointing velocity, i.e. when
maxξ∈∂>d(x̄(r)) ξ · f(r, x̄(r), ū(r)) ≥ 0.

Theorem 3.6 Let (x̄, ū) be a local minimizer. Assume H1 - H5 and that
the maximum principle of Theorem 2.3 holds true with the strengthened non-
triviality condition (7). If CQn is satisfied, then λ+|q(1)| 6= 0. In particular,
if x̄(1) ∈ intK1, then λ = 1.
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Remark 3.7 When the oriented distance d(·) is continuously differentiable
on a neighborhood of x0, then ∂>d(x0) = {∇d(x0)} is the outer unit normal
to K at x0 and we can establish interesting connections between the various
types of constraint qualifications discussed previously.

Namely, consider the following constraint qualification:

CQd1 If x0 ∈ bdyK, then there exist ε > 0, δ > 0 and a control û ∈ U
satisfying

∇d(x0) · f(t, x0, û(t)) < −δ, (13)

for a.e. t ∈ {r ∈ [0, ε] : ∇d(x̄(r)) · f(r, x̄(r), ū(r)) ≥ 0}.

This constraint qualification involving an inward pointing inequality (13) and
not depending on the optimal control is akin to the constraint qualifications
of type 1 mentioned above.

Using Lipschitz continuity of d(·) and H2, H3, we deduce that for a suffi-
ciently small ε > 0 and for a.e. t ∈ {r ∈ [0, ε] : ∇d(x̄(r))·f(r, x̄(r), ū(r)) ≥ 0}
we have

∇d(x̄(t)) · f(t, x̄(t), û(t)) < −δ/2.

Thus for a.e. t ∈ {r ∈ [0, ε] : ∇d(x̄(r)) · f(r, x̄(r), ū(r)) ≥ 0},

∇d(x̄(t)) · (f(t, x̄(t), û(t))− f(t, x̄(t), ū(t))) < −δ/2.

By the measurable selection theorem, CQd is also equivalent to the fol-
lowing constraint qualification

CQd2 If x0 ∈ bdyK, then there exist ε > 0, δ > 0, and a control û ∈ U
satisfying

∇d(x0) · (f(t, x0, û(t))− f(t, x0, ū(t))) < −δ, (14)

for a.e. t ∈ {r ∈ [0, ε] : ∇d(x̄(r)) · f(r, x̄(r), ū(r)) ≥ 0}.

We deduce that in the case when the oriented distance function d(·) is con-
tinuously differentiable on a neighborhood of x0 and either CQd1 or CQd2
holds true, then we can write the maximum principle with the stronger non-
triviality condition (7).

Recalling that the support of µ is contained in the set of times for which
the optimal trajectory is on the boundary of K, for the normality results, we
may consider the following two constraint qualifications

14



CQn1 Let µ be as in the nondegenerate maximum principle, µ((0, 1]) > 0
and define

τ := inf {t ∈ [0, 1] : µ{[t, 1]} = 0} > 0.

Assume that d(·) is continuously differentiable on a neighborhood of
x̄(τ) and that there exist ε > 0, δ > 0 such that

inf
u∈U(t)

∇d(x̄(τ)) · f(t, x̄(τ), u) < −δ,

for a.e. t ∈ {r ∈ [τ − ε, τ ] ∩ [0, 1] : ∇d(x̄(r)) · f(r, x̄(r), ū(r)) ≥ 0}

and

CQn2 Let µ, τ be as in CQn1. Assume that d(·) is continuously differen-
tiable on a neighborhood of x̄(τ) and that there exist ε > 0, δ > 0 such
that

inf
u∈U(t)

∇d(x̄(τ)) · (f(t, x̄(τ), u)− f(t, x̄(τ), ū(t))) < −δ,

for a.e. t ∈ {r ∈ [τ − ε, τ ] ∩ [0, 1] : ∇d(x̄(r)) · f(r, x̄(r), ū(r)) ≥ 0}.

Using Lipschitz continuity of the functions involved with arguments as
above, we can show that the constraint qualification CQn1 implies CQn2.

Also, since the support of µ is contained in the set of times for which the
optimal trajectory is on the boundary of K, we have x̄(τ) ∈ ∂K.

We can, therefore, write a constraint qualification that is less explicitly de-
pendent on the optimal control and the corresponding multipliers (and might
be simpler to verify whether it is satisfied).

CQn1 For every τ ∈ (0, 1] such that x̄(τ) ∈ ∂K there exist ε > 0, δ > 0,
and a control û ∈ U such that

∇d(x̄(τ)) · f(t, x̄(τ), û(t)) < −δ,

for a.e. t ∈ {r ∈ [τ − ε, τ ] ∩ [0, 1] : ∇d(x̄(r)) · f(r, x̄(r), ū(r)) ≥ 0}.

We have established as a corollary of Thm. 3.6 that, under the hypotheses
of Thm. 3.2 and x̄(1) ∈ intK1, if we assume that either CQn1, CQn2, or
CQn1 are satisfied, then the maximum principle is normal.
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