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Abstract—Clustering of a graph is the task of grouping its nodes in such a way that the nodes within the same cluster are well connected, but they are less connected to nodes in different clusters. In this paper we propose a clustering metric based on the random walks’ properties to evaluate the quality of a graph clustering. We also propose a randomized algorithm that identifies a locally optimal clustering of the graph according to the metric defined. The algorithm is intrinsically distributed and asynchronous. If the graph represents an actual network where nodes have computing capabilities, each node can determine its own cluster relying only on local communications. We show that the size of clusters can be adapted to the available processing capabilities to reduce the algorithm’s complexity.

I. INTRODUCTION

A community of nodes (or a cluster of nodes) in a network is a group of vertices that are well connected to each other, but are less connected with the remaining part of the network. Detecting clusters in networks has many applications. Communities in social networks are formed by people having common interest. Clusters in the web graph can group pages with similar topics. E-commerce, classification, computer vision, bioinformatics, and machine learning are only few areas of application of network clustering.

Comparing different possible graph clustering outputs and selecting the best outcome are carried out by introducing a quality metric that serves as an objective function. There is still no consensus in the literature on which quality metric for graph clustering is the best one. One of the most used metrics is the modularity [1] which gives a score to the cluster density. Some graph partitioning algorithms based on the concept of inter-cluster conductance, but it ignores internal communities in social networks are formed by people having common interests. If the graph represents the topology of a network where nodes have computing capabilities, the algorithm can run in parallel at each node without the need of a central unit. Being local, clusters can be formed in parallel and the computation complexity is distributed among clusters. The algorithm can also find small clusters that are more difficult to be detected by the global clustering methods. We present in the next section the notation used across the paper.

II. NOTATION

Let \( G = (V, E) \) be an undirected unweighted connected graph without self-loops, where \( V = \{1, \ldots, n\} \) is the set of vertices and \( E \) is the set of \( m = |E| \) edges. Let \( d_G(i) = |\{j \in V, (i,j) \in E\}| \) be the degree of a node \( i \) in \( G \), \( D_G \) be a diagonal matrix having on its diagonal the degree of the nodes in \( G \) and let \( A_G \) be the adjacency matrix of the graph \( G \) where \( a_{ij} = 1 \) if \( (i,j) \in E \), and \( a_{ij} = 0 \) otherwise. For any set \( S \subseteq V \), let \( D_G(S) \) (resp. \( A_G(S) \)) be the sub-matrix of \( D_G \) (resp. \( A_G \)) obtained considering only rows and columns corresponding to the vertices in \( S \). Let \( G(S) = (S, E(S)) \) be the subgraph induced by \( S \subseteq V \) where \( E(S) = \{(i,j) \in E | i, j \in S\} \). Observe that in general \( D_G(S) \neq D_{G(S)} \) because \( D_G(S) \) contains the degree of nodes in the original graph \( G \) which are different from their degrees in the induced subgraph.
When $1$, let $P$ be a substochastic matrix (a square matrix with nonnegative entries so that every row adds up to at most $1$), let $\sigma(P) = |\lambda_1(P)|$ be the largest eigenvalue in module of $P$. When $P$ is stochastic, let $s(P) = 1 - |\lambda_2(P)| \in [0, 1]$ be its spectral gap where $|\lambda_2(P)|$ is the second largest eigenvalue in module of $P$. Finally, $I$ is the identity matrix.

A clustering $C_G$ of a graph $G$ is a partition of the vertices such that $C_G = \{C_1, \ldots, C_k\}$ where $C_1 \cup \ldots \cup C_k = V$ and $C_i \cap C_j = \phi$ for all clusters $C_i$ and $C_j$ in $C_G$. Let $C(i) = \{C(u) \in C_G; i \in C(u)\}$ be the cluster that contains node $i$. Let $f : V \rightarrow \mathbb{R}$ be a scoring function for the nodes, define a cluster score $f(C_u) = \sum_{i \in C_u} f(i)$, and a clustering algorithm score $f(C_G) = \sum_{i = 1}^{k} f(C(u)) = \sum_{i = 1}^{n} f(i)$.

III. THE RANDOM WALK FITNESS MEASURE

In this section, we introduce a new scoring function $f(.)$ that can serve as a quality measure for a clustering algorithm. A good clustering algorithm identifies clusters that are well connected internally, but weakly connected with the rest of the network. Inspired by this intuitive definition, the function $f$ should have the following properties:

1) A cluster whose induced subgraph is disconnected should receive the minimum score.
2) A clique graph clustered as a single cluster should have the highest score among all clusterings for graphs with the same number of nodes.
3) For a given clustering, adding links within clusters should increase the score while removing them should only decrease the score.
4) For a given clustering, adding links between different clusters should decrease the score while removing them should increase the score.
5) Within a cluster, the higher the degree of a node, the more it contributes to the score.
6) Boundary nodes in a cluster that have links to other clusters have less score than internal nodes.

Given a graph clustering $C_G = \{C_1, \ldots, C_k\}$, we define the score of a vertex $i \in V$ is given by

$$
f(i) = \alpha_i \times s_{C(i)} \times \sigma_{C(i)},$$

where $s_{C(i)}$ quantifies how fast a random walk on $G(C(i))$ (and then constrained to the cluster $C(i)$) reaches its steady state distribution, $\sigma_{C(i)}$ corresponds to the probability that a random walk on the whole graph $G$ that starts inside the cluster $C(i)$ keeps staying inside the cluster at a following step (see below for a more formal definition), and finally $\alpha_i$ differentiates among different nodes in the same cluster according to the last two properties. Given this definition of the scoring function, the score of cluster $C_u$ is:

$$f(C_u) = \left( \sum_{i \in C_u} \alpha_i \right) \cdot s_{C_u} \cdot \sigma_{C_u},$$

Below we define formally the different quantities $\alpha_i$, $s_{C_u}$ and $\sigma_{C_u}$ and show that $f(.)$ satisfies the required properties of a good clustering function.

First, we define $s_{C_u}$ as

$$s_{C_u} \triangleq s \left( \left( D_{G(C_u)} + I \right)^{-1} \left( A_{G(C_u)} + I \right) \right),$$

that is the spectral gap of the transition probability matrix of a simple random walk on the subgraph induced by the cluster nodes $C_u$ adding self-loops \cite{10}. This value ranges between $0$ for a disconnected graph and $1$ for a fully connected network (a clique). Given a random walk starting at time $0$ from a node in the cluster, the difference between the probability distribution of the position of the random walker at time $t$ and its stationary distribution can be bounded by $A(1 - s_{C_u})^t$, with $A$ being an appropriate constant. Then the larger $s_{C_u}$, the faster the distribution converges to its stationary distribution, i.e. the faster the random walk mixes. The spectral gap of the transition probability matrix is then also a measure of how well connected the network within a cluster is. The presence of $s_{C_u}$ as a multiplicative factor in the scoring function guarantees that the first two properties are satisfied. Moreover, due to the interlacing property of eigenvalues \cite{11}, adding more links between the nodes of the same cluster usually increases the spectral gap while removing links decreases it, which supports the third property of a good clustering function.

Second, we define

$$\sigma_{C_u} \triangleq \sigma \left( D_{G(C_u)} A_{G(C_u)} ^{-1} \right).$$

Given that $D_{G(C_u)}$ considers the degrees of the nodes\footnote{If $P$ is a scalar, we consider $s(P) = 1$ by convention.} in the original graph $G$, $Q = D_{G(C_u)}^{-1} A_{G(C_u)}$ is a substochastic matrix. If we consider the transition probability matrix of a random walk on the whole graph $G$, $Q$ is the submatrix obtained by extracting only the rows and the columns corresponding to the nodes in $C_u$. Given a random walk on $G$ starting at a node $i$ in $C_u$, and assuming that $Q$ is a primitive matrix, it is possible to show \cite{12} that the conditional probability distribution given that the random walk does not exit from $C_u$ converges to $\pi \in [0, 1]^{|C_u|}$ (we consider only the probabilities for the nodes in $C_u$, for all the other nodes the probability is clearly $0$ under the conditioning event), that satisfies the following equation $\pi^T Q = \pi^T \sigma(Q)$. Then $\sigma(Q)$ can be interpreted as the probability that at each step the random walker does not exit from $C_u$, given that it has already spent a long time in $C_u$\footnote{The inverse $D_{G(C_u)}^{-1}$ always exists because $D_{G(C_u)}$ is a diagonal matrix having strictly positive diagonal values (its rows are $1$ because $G$ is connected).}. The term $\sigma_{C_u}$ quantifies then the effect of outer links connecting the cluster $C_u$ to other clusters. Obviously, it ranges between $0$ and $1$. It is equal to $1$ when there is no link between nodes in $C_u$ and nodes in $V \setminus C_u$ and then in particular when $C_u = V$ since the graph is connected. It is equal to $0$ if the subgraph $G(C_u)$ has no links. Adding links between clusters can only decrease $\sigma$ while removing

\footnote{Otherwise if we consider that the random walk initial position in $C_u$ follows the probability distribution $\pi$, $\sigma(Q)$ is simply the probability that the random walker does not exit from $C_u$ at each step.}
them can only increase it. The factor \( \sigma_{C_u} \) guarantees that the fourth property is satisfied.

Finally, \( \alpha_i \) represents the contribution of a node to the final score depending on its connectivity to other clusters. To satisfy the last two properties required for the function \( f \), the value \( \alpha_i \) is chosen as follows:

\[
\alpha_i \triangleq \frac{d_{in}^i}{1 + d_{out}^i},
\]

where \( d_{in}^i \) is the number of nodes in \( C(i) \) connected to \( i \) and \( d_{out}^i \) is the number of nodes in \( V \setminus C(i) \) connected to \( i \).

IV. CLUSTERING ALGORITHM

The function \( f \) presented in the previous section gives a scoring mechanism to evaluate a clustering algorithm. In particular, the optimal clustering algorithm can be written as follows:

\[
\text{Argmax } f(C_G).
\]  

(1)

Let \( C_G \) be the solution of (1) and \( f^* = f(C_G^*) \) be its value. The optimal clustering and its value are computationally difficult to find, so we will give first some bounds on the optimal value \( f^* \) and we will propose a local search clustering algorithm that can be implemented with an acceptable complexity and in a distributed way.

A. Bounds on \( f^* \)

**Proposition 1.** For the clustering optimization problem (1), the following bounds hold for the optimal value \( f^* \):

\[
2 \times m \times s_V \leq f^* \leq 2 \times m,
\]

where \( s_V \) is the spectral gap of the simple random walk on all the graph \( G \) (\( s_V = 1 - \lambda_2 ((D + I)^{-1}(A + I)) \)).

**Proof:** For any clustering \( C_G = \{C_1, \ldots, C_k\} \) of the graph \( G \) we have,

\[
f(C_G) = \sum_i f(i) = \sum_i \frac{d_{in}^i}{1 + d_{out}^i} \sigma_{C(i)} \sigma_{C(i)} \leq \sum_i \frac{d_{in}^i}{1 + d_{out}^i} \leq \sum_i d_{in}^i \leq \sum_i d_{in}(i) = 2 \times m,
\]

where \( m \) is the number of links in the graph \( G \) and the first inequality follows from both \( s_{C_{in}} \) and \( \sigma_{C_{in}} \) being at most equal to one. From this upper bound, it follows that \( f(C_G^*) \leq 2 \times m \).

The optimal clustering has a value greater than any possible clustering. Taking the graph as one cluster \( C_G = \{V\} \) is a valid clustering of \( G \). Thus, a lower bound on the optimal value is given as follows:

\[
f^* \geq f(C_G = \{V\}) = \sum_i d_{in}^i \times s_V \times 1 = 2 \times m \times s_V,
\]

where \( s_V \) is the spectral gap of the simple random walk on all the graph \( G \) (\( s_V = 1 - \lambda_2 ((D + I)^{-1}(A + I)) \)).

We observe that both of the bounds are tight for the fully connected graph (let us denote it \( K_n \)). Indeed nodes in \( K_n \) are grouped in a single cluster \( C_G = V \) and \( f(V) = 2m \) since \( d_{out}^i = 0 \) for any vertex \( i \) and \( s_V = \sigma_V = 1 \).

Due to the following proposition, the subgraph induced by a cluster of the optimal clustering is connected as long as it has at least an internal link.

**Proposition 2.** Let \( C_G^* = \{C_1, \ldots, C_k\} \) be an optimal clustering for a graph \( G \), then for any \( C_u \in C_G^* \), if the subgraph \( G(C_u) \) has at least one link, it is connected.

**Proof:** We sketch a proof of the proposition by contradiction. Suppose there exists a graph whose optimal clustering \( C_G^* \) outputs a cluster \( C_u \) such that \( G(C_u) \) has at least one link, but it is disconnected. It follows that \( f(C_u^*) = 0 \) since \( s_{C_u} = 0 \) for disconnected graphs. However, there is a subset of vertices \( H \subseteq C_u \) such that \( |H| \geq 2 \) and \( G(H) \) is connected (because there is at least one link in \( G(C_u) \)) and it holds \( f(H) > 0 \). Now if we replace \( C_u \) with two clusters \( H \) and \( C_u - H \), the new clustering has a strictly higher value than \( C_G^* \) (contradiction).

B. Local Search Clustering Algorithm

The optimal clustering can be computationally costly because calculating the spectral gap of a random walks has complexity \( O(n^3) \). In this section, we present a local clustering algorithm that allows the clustering to be done in a distributed way. The algorithm applies the generic local search approach. Let \( X \) be the set of all possible clusterings of graph \( G \). We define two cluster \( x \) and \( y \) belonging to \( X \) to be neighbors if and only if they differ only for a single vertex that belongs to two different clusters in \( x \) and in \( y \). A local search algorithm for clustering operates as follows:

1) Let \( x \) be some initial clustering;
2) While there is a neighboring \( G \)-clustering \( y \) with higher score value \( (f(y) > f(x)) \), set \( x := y \);
3) Return the final (locally optimal) solution \( x \).

The algorithm is an iterative one. In our local clustering algorithm we follow the above steps but we add some randomness in choosing the neighbor in step two. In fact, at every iteration, a cluster, say it \( C_u \), is chosen uniformly at random. This random cluster selects one of the outgoing links uniformly at random and proposes to the endpoint node \( j \) in the adjacent cluster, to disconnect from that cluster and to join \( C_u \). If joining \( C_u \) can increase the value of the clustering then \( j \) will accept the proposal, otherwise it will reject it and no change in the clustering will take place. In particular, a detailed description of the local clustering algorithm is given in Algorithm 1. The algorithm runs at most for \( T_{stop} \) iterations, but it can easily changed so that it stops after a given number of consecutive iterations without any change of the clustering.

Algorithm 1 presents some interesting features. In fact, at every iteration, only two clusters are involved in the algorithm, while the others are idle. It is then simple to distribute the algorithm among the different clusters that can work asynchronously and in parallel as follows: at any time an
clique-like graphs. The following simple lemma will prepare
the result:

Lemma 1. Let $g : A \to \mathbb{R}$ be a scalar strongly convex
function, then for any $x$ and $y$ such that $x, x + 1, y, y - 1 \in A$
and $x \geq y$, we have:

$$g(x + 1) + g(y - 1) > g(x) + g(y).$$

Proof: Let $h(x) = g(x + 1) - g(x)$, since $g$ is strongly convex, then $g'(x)$ is strictly increasing, so

$$x + 1 > x,$$

$$\Rightarrow g'(x + 1) > g'(x),$$

$$\Rightarrow h'(x) > 0, \text{ so } h(x) \text{ is strictly increasing},$$

and adding that $x \geq y$ we can write:

$$x > y - 1,$$

$$\Rightarrow h(x) > h(y - 1),$$

$$\Rightarrow g(x + 1) - g(x) > g(y) - g(y - 1),$$

and the lemma follows.

Proposition 3. The local clustering Algorithm 1 calculates
the optimal clustering for a clique graph $K_n$ in a finite
number of iterations almost surely if $T_{stop}$ is large enough,
.i.e., Algorithm 1 on $K_n$ outputs a single cluster $C_G = \{V\}$.

Proof: First note that the optimal clustering on a clique
$K_n$ is $C^*_G = \{V\}$ since $f(C_G = \{V\}) = 2m$ that is an upper bound on $f^*$. It remains to prove that the local algorithm terminates with one cluster of all nodes. Let $C_u$ be any cluster in this graph, and let $n_u = |C_u|$ be its number of vertices, so $s_{C_u} = 1$ since the subgraph induced by $C_u$ is also a clique, and $\sigma_{C_u} = \frac{n_u - 1}{n_u}$ since the matrix $D_G(C_u) - A_G(C_u)$ has dimensions $n_u \times n_u$ and any of its elements has the value $\frac{1}{n_u}$ except the diagonal elements that are equal to 0, therefore

$$f(C_u) = \left(\sum_{i \in C_u} \frac{d_{i}^{n_u}}{1 + d_{i}^{out}}\right) s_{C_u} \sigma_{C_u},$$

$$= \left(\sum_{i \in C_u} \frac{n_u - 1}{1 + n - n_u}\right) \times 1 \times \frac{n_u - 1}{n - 1},$$

$$= \frac{n_u(n_u - 1)^2}{(n - 1)(n - n_u + 1)},$$

and it depends only on the size of the cluster. Let $g(n_u) = f(C_u)$, since $g(n_u)$ is strongly convex in $n_u$ when $n_u \in [1, n]$, then according to the algorithm and due to Lemma 1, any node $j$ (that belongs to the cluster $C_v$) receiving a proposal from a cluster $C_u$ will accept this proposal if $|C_u| \geq |C_v|$ and will reject otherwise due to the following equation,

$$f(C_u \cup \{j\}) + f(C_v \setminus \{j\}) = g(|C_u| + 1) + g(|C_v| - 1) > g(|C_u|) + g(|C_v|) \quad (3)$$

$$> g(|C_u|) + g(|C_v|) \quad (4)$$

$$= f(C_u) + f(C_v). \quad (5)$$

The transition from (3) to (4) is due to Lemma 1. Therefore, any proposal from the cluster with largest number of vertices to other nodes is accepted (let $C_{max}^k$ be the cluster with maximum number of vertices at iteration $k$), $|C_{max}^k|$ cannot decrease while it can increase by one with a probability larger
than $1/n$. The algorithm terminates when $|C_{\text{max}}^k| = n$, so with probability 1 there is an iteration $K$ such that all the nodes form a single cluster and the algorithm terminates. It is easy to check that $E(K) \leq n^2$.

V. NUMERICAL EXAMPLES

In this part, we study the performance of our local clustering algorithm. We consider real world networks whose ground truth is known. We apply our algorithm (we perform multiple independent runs of the Algorithm 1 and select the best local maximum) on these networks and compare the algorithm’s results with actual clustering. The results are shown using the graph visualization platform Gephi [13]. We also compare our results with the built-in modularity clustering algorithm [14] in Gephi. Our first example is the Zachary’s Karate Club [15], it is a social network of friendships between 34 members of a karate club at a US university in the 70s. Fig. 1 shows the partition of the karate club.

We apply our local clustering algorithm to the karate club network and the results are given in Fig. 2. Starting from 34 different clusters as initial input (every node is considered a cluster) and based on the connection and the spectral gap of the clusters, our algorithm identifies 3 clusters (one more than the ground truth). Moreover the two nodes 31 and 9 are not assigned to the correct cluster. Notice that this is just a local maximum for the optimization problem. For comparison, Fig. 3 shows the results of clustering using the modularity clustering algorithm, we see that it identifies even more clusters than our method (4) and node 10 is not correctly assigned in comparison to the ground truth.

The other example we consider is the network of American College football teams in Division I during Fall 2000 regular season [16]. Division I was made up by 115 teams divided in 12 conferences. A link in the graph corresponds to a game played between the two teams. Teams in the same conference are more likely to play games than teams from different conferences. Fig. 4 shows the teams grouped according to the conference they belong to. While most of conferences have good clustering properties (good connections inside the clusters and weak connections among them), there are some conferences for which this is not true. For conference 1 for example there is only one game (one link) among its members,
between the ground truth and the spectral gap clustering is as follows: cluster 7 was divided into two clusters, cluster 12 was also divided into two clusters. Even though conference 1 is very difficult to identify, our algorithm clustered together the only two connected nodes and clustered the disconnected nodes into different clusters. In total there are only 6 nodes that are not well clustered\(^4\) (out of the 115 nodes).

We also present the results of clustering using the modularity algorithm of [14]. This allows us to compare the performance with other clustering algorithm and to check if the errors were due to failure of the algorithm or due to the ground truth graph structure. In the Fig. 6, the modularity algorithm classified the network into only 10 clusters (2 less clusters than the ground truth). Cluster 7 nodes were divided between two already existing clusters. Cluster 1 disappeared. Note that the same 6 nodes that were miss-classified by our algorithm were also here miss-classified which suggests that the errors are due to the structure but not to the algorithm.

VI. CONCLUSION

In this paper we proposed a new clustering metric based on the spectral gap of a random walk on clusters. We also proposed a randomized local clustering algorithm that outputs a locally optimal clustering of the graph. The algorithm can be distributed in a network and clusters are iteratively updated on the basis of local communication and processing. One of the strengths of our algorithm is its ability to detect small clusters. The complexity can also be adapted to available processing capabilities.

\(^4\)The bad clustered nodes by Algorithm 1 in comparison to the ground truth are: 3 nodes in cluster 1, 2 nodes in cluster 9, and 1 node in cluster 5 which gives a total of 6 error nodes (without taken into consideration the split of the clusters 7 and 12).
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