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Abstract This paper presents an approach to build a com-

munication behavioural semantic model for heterogeneous

distributed systems that include synchronous and asyn-

chronous communications. Since each node of such system

has its own physical clock, it brings the challenges of cor-

rectly specifying the system time constraints. Based on the

logical clocks proposed by Lamport, and CCSL proposed by

Aoste team in INRIA, as well as pNets from Oasis team

in INRIA, we develop timed-pNets to model communica-

tion behaviours for distributed systems. Timed-pNets are tree

style hierarchical structures. Each node is associated with a

timed specification which consists of a set of logical clocks

and some relations on clocks. The leaves are represented

by timed-pLTSs. Non-leaf nodes (called timed-pNets nodes)

are synchronisation devices that synchronize the behaviours

of subnets (these subnets can be leaves or non-leaf nodes).

Both timed-pLTSs and timed-pNets nodes can be translated

to timed specifications. All these notions and methods are il-

lustrated on a simple use-case of car insertion from the area

of intelligent transportation systems (ITS). In the end the

TimeSquare tool is used to simulate and check the validity

of our model.

Keywords ITS, logical time, formal method, timed specifi-

cation, synchronous and asynchronous communication
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1 Introduction

Heterogeneous distributed systems, as targeted in this paper,

can be characterized by the fact that the processors are spa-

tially separated and that a common time base does not exist.

Distinct processes in such systems communicate with each

other by exchanging messages with unpredictable (but non-

zero) transmission delays. Intelligent transportation system

(ITS) is one typical application in this area. It consists of dis-

tributed vehicles which are equipped with their own indepen-

dent clocks. Despite each vehicle has a common time base

(e.g. local physical clock), there is no global physical clock

shared by these vehicles. In such a context, it is impossible

to build time constraints (e.g. action α from process A and

action β from process B happens at the same time) since the

processes have no consistent view of the time.

In this paper, we propose a timed model that is able to spec-

ify time constrains based on logical time. It has been proven

that logical time brings benefits to several domains. It was

first introduced by Lamport to represent the execution of dis-

tributed systems [1]. Then it was extended and used in dis-

tributed systems to check the communication and causality

path correctness [2]. Logical time has also been intensively

used in synchronous languages [3,4] for its multiform nature.

The multiform nature of logical time consists in the ability to

use any repetitive event as a reference for the other ones. It is
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then possible to express temporal properties between various

references. In the synchronous domain it has been proven to

be adaptable to any level of description, from very flexible

causal time descriptions to very precise scheduling descrip-

tions [5]. Logical time can be multiform, a global partial or-

der built from local total orders of clocks. Inspired by the

CCSL model [6], we design clock relations to specify the

systems logical time constraints. The logical time constraints

in this paper do not rely on global physical clocks. We con-

sider the constraints as dependency relations. For example, a

coincidence relation in this paper forces two actions to occur

simultaneously (e.g. they wait for the same data to be ready

to trigger the execution of the two actions), which means that

one action (e.g. “α”) can occur if and only if another action

(e.g. “β”) occurs. Thus the term “simultaneous” (or “at the

same time”) in this paper does not mean the two actions re-

ally occur at the same timestamp (e.g. at 20:30 of the same

global physical clock), but they must logically coincide (i.e.

α occurs if and only if β occurs, but the timestamps of them

may not be the same). So our model is a logical constrained

model that is expressed by a set of logical clocks and clock

constraints. In a heterogeneous distributed system design cy-

cle, from an initial set of abstract time relations, and through

architecture and platform-dependent design decisions, time

refinement steps take place which solve in part the constraints

between clocks, committing to schedule and placement deci-

sions. The final version should be totally ordered, and then

subject to physical timing verifications and to physical con-

straints.

Our model is based on pNets (parametrized networks of

synchronized automata) [7], an expressive and flexible se-

mantic model for the modeling and verification of (untimed)

distributed systems. The pNet model describes the behaviours

of concurrent systems in terms of value-passing labelled tran-

sition systems (LTSs), and expresses communications and

synchronisation with synchronisation vectors (originating in

[8]). It allows to model a large variety of synchronisation

mechanisms and has been traditionally used for systems of

either synchronously or asynchronously communicating ob-

jects, and of distributed components [7]. The flexibility of

the synchronisation vector mechanism naturally provides de-

scriptions of heterogeneous systems, from point-to-point or

multipoint synchronisation, to sophisticated asynchronous

queuing policies. Parametrization and hierarchy also make

pNet models compact, and close to the program structure,

and as a consequence easy to generate in a compositional

way [9]. All these advantages attracted us to choose it for

modelling the systems. However, pNets have no mechanism

to describe time constraints neither to explicitly define asyn-

chronous communication behaviours. We propose a novel

timed model called timed-pNets by introducing timed spec-

ifications into pNets. The timed specifications represent sys-

tem logical clocks and their relations so that the system time-

related behaviours can be specified.

In recent work about ITS, or more generally on cyber-

physical systems (CPS), people use models with continu-

ous time, that is required for expressing the system physi-

cal behaviour evolution and control. In this paper, we con-

centrate on abstract models, that are appropriate to reason

about the communications, synchronisation, and overall tim-

ing constraints of heterogeneous systems. We assume that in

our model physical signals can be well sampled and trans-

formed to digital signals. Therefore, even though we do not

build continuous time model for the physical world, we do

not isolate our model from it. Our model is capable to mon-

itor and control physical behaviours by taking samples from

the physical world.

In our previous work [10] we proposed the first version of

timed-pNets, including the notion of logical clocks directly

imported from CCSL. A set of clock constraints related to

the logical clocks were built to describe the system casual re-

lations. We also represented a simple use-case inspired from

ITS systems, and illustrated the simulation results with ex-

ecution traces by the TimeSquare tool [11]. However, this

model was not sufficient to build hierarchical timed speci-

fications starting from timed-pLTSs.

In this paper, we enhance the compositional aspects of our

specification methodology: a system is modelled as a hier-

archy of timed-pNets as shown in Fig. 1, where leaves are

timed-pLTSs (i.e. finite state machines with logical clocks on

the transitions), and nodes are synchronisation devices. Prod-

ucts between subnets can be synchronous (modelling local

components sharing synchronous clocks), or involve asyn-

chronous communications between unrelated events, that we

model as channels.

Fig. 1 Timed-pNets tree structure

From such a hierarchical model, we propose the proce-
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dures as follows:

• At the bottom level, analyzing timed-pLTSs, and build-

ing the timed specifications (sets of clocks and clock

relations) to specify the temporal behaviours,

• For each timed-pNet node, building an abstract timed

specification (= at level N), from its lower-level timed

specifications (level N–1).

One important point is that timed specifications (TSs) are

logical characterizations, that can be either provided by the

application designers, or computed from the model. The con-

sequence is that the procedures above can be used arbitrarily

in a bottom-up fashion, starting with detailed timed-pLTSs

and assembling them in a compatible way; or in a top-down

fashion, constructing TSs for abstract timed-pNets, using

their holes TSs as hypotheses in an assume-guarantee style,

and providing later some specific (compatible) implementa-

tions for these holes in various contexts.

At each level, we are able to use the TimeSquare tool [11]

to simulate the possible executions of timed specifications.

The remainder of the paper is organized as follows. Sec-

tion 2 represents the technical background including the def-

initions of pLTS and pNets. Section 3 describes the mean-

ing of timed specifications including the formal definitions

of timed-actions, logical clocks and their relations. Then we

give the definition of timed-pLTSs in Section 4. In Section

5 we discuss how to build timed-pNets. The issue of check-

ing the compatibility of timed-pNets is discussed in Section

6. The procedures of generating timed specifications from

timed-pLTSs and timed-pNets are presented respectively in

Sections 7 and 8. In Section 9 we discuss how to build multi-

layers timed-pNets systems. Then in Section 10 we represent

the simulations by using the TimeSquare tool. Related works

are listed in Section 11. Finally, we summarize the current

results and outline future work.

2 Technical background

The pNets model [7] is a formalism to represent the be-

haviours of distributed applications in terms of value-passing

labelled transition systems (LTSs) [12]. The behaviours are

modelled hierarchically by composition of classical LTSs

[13] using a variant of synchronisation vectors [8]. To encode

both families of processes and data value passing communi-

cations, LTSs and synchronisation vectors are enriched with

parameters [14] that are used as communication arguments,

in state definitions, and in synchronisation operators. This en-

ables compact and generic description of parametrized and

dynamic topologies. In the following we recall definitions

of pLTS and pNets [7]. We start by giving the notion of

parametrized actions that are basic elements for pLTSs.

Definition (parametrized actions) Let P be a set of names,

LA,P a term algebra built over P, including at least a distin-

guished sort A for actions, and a constant action τ. We call

v ∈ P a parameter, and a ∈ LA,P a parametrized action, BA,P
is the set of boolean expressions (guards) overLA,P.

Definition (pLTS) A parametrized LTS is a tuple 〈P, S ,

s0, L,→〉 where:

• P is a finite set of parameters, from which we construct

the term algebra LA,P.
• S is a set of states; each state s ∈ S is associated to a

finite indexed set of free variables f v(s) = x̃Js ⊆ P.

• s0 ∈ S is the initial state.

• L is the set of labels, → the transition relation →⊂
S × L × L.

• Labels have the form l = 〈α, eb, x̃Js := ẽJs〉 such that if

s→ s, then:

1) α is a parametrized action, expressing a combina-

tion of inputs iv(α) ⊆ P (defining new variables)

and outputs oe(α) (using action expressions).

2) eb ∈ BA,P is the optional guard.

3) The variables x̃J′s are assigned during the transi-

tion by the optional expressions ẽJ′s with the con-

straints: f v(oe(α)) ⊂ iv(α) ∪ x̃Js and f v(eb) ∪
f v(̃eJ′s) ⊆ iv(α) ∪ x̃Js ∪ x̃J′s .

The networks of pLTSs (called pNets) are inspired by the

synchronisation vectors of Arnold and Nivat [8], that is used

to synchronise a (potentially infinite) number of processes.

The holes in pNets can be indexed by a parameter, to repre-

sent (potentially unbounded) families of similar arguments.

We represent the definition of pNets taken from [7] as below:

Definition (pNets) A pNet is a tuple 〈P, pAG, J, p̃J, ÕJ,
−→
V 〉

where: P is a set of parameters, pAG ⊂ LA,P is its set of

(parametrized) external actions, J is a finite set of holes, each

hole j being associated with (at most) a parameter p j ∈ P

and with a sort Oj ⊂ LA,P.
−→
V = {−→v } is a set of synchro-

nisation vectors of the form: −→v = 〈αg, {αt}i∈I,t∈Bi〉 such that:

I ⊆ J ∧ Bi ⊆ Dom(pi) ∧ αi ∈ Oi ∧ f v(αi) ⊂ P.

Each hole in the pNet has a parameter p j , expressing that

this “parametrized hole” corresponds to as many actual pro-
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cesses as necessary in a given instantiation of its parameter.

In other words, the parametrized holes express parametrized

topologies of processes synchronised by a given Net. Each

parametrized synchronisation vector in the pNet expresses a

synchronisation between some instances ({t}t∈Bi ) of some of

the pNet holes (I ⊆ J). The hole parameters being part of the

variables of the action algebra can be used in communications

and synchronisations between the processes.

3 Timed specification

In this section, we present the preliminary denotations and

definitions of timed-actions, logical clocks, clock relations

and timed specifications.

We shall use one example (Fig. 2) to illustrate all defini-

tions and results. We choose a small scenario taken from the

field of ITS. It is about an autonomous lane change involv-

ing three smart cars. These cars are equipped with sensors

to detect the physical environment and parameters (e.g. such

as cars’ speeds, cars distances, etc.). And they communicate

among each other to coordinate their movements and avoid

collisions. Assume the three vehicles (car0, car1 and car2)

are running on a road as Fig. 2.

Fig. 2 Car insertion

The scenario of inserting car0 between car1 and car2 may

follow the following steps: 1) car0 gets a change-lane request

(e.g. from a human user); 2) car0 sends “notify” requests to

car1 and car2 to ask for an agreement; 3) car1 (resp. car2)

acknowledges car0 “yes” or “no”; 4) car0 collects the results

from car1 and car2; 5) if both car1 and car2 answer “yes",

car0 signals the consensus to car1 and car2 and then goes

to step 5, otherwise car0 aborts the procedure; 6) car1 slows

down and/or car2 speeds up to leave more space between

them for car0; 7) car0 changes its direction and moves to

lane 2; 8) car0 notifies the end of the procedure with a ”fin-

ish” signal.

As we do not want to limit ourselves to a specific language

and a specific communication model, we follow the pNets as-

sumption on action algebra LA,P which includes all required

operators for building action expressions in the language (P
is a set of parameters that are used to build open expres-

sions, typically expressing data variables) [7]. In our model,

we define LA,P,T as the timed-action algebra, in which T is

a set of (discrete) timed variables. We denote for example α

(∈ LA,P,T ) as an action name, then we consider α, !α(m) and

?α(m) as timed-actions. α means that the timed-action exe-

cutes locally but not delivers messages. !α(m) (m ∈ P) is de-

noted as sending a message and ?α(m) (m ∈ P) as receiving

a message.

Definition 1 (timed-actions) Let T be a set of discrete

time variables with domains in the non-negative natural num-

bers N. The timed-action algebraLA,T ,P is an action set built

over T and P. We call α(p)t ∈ LA,T ,P a timed-action in

which α ∈ A is an action, p ∈ P is a parameter, t ∈ T is

a time variable describing a time delay before the action can

be executed.

We set α0 = α, which means the action α is always ready.

We define a Clock as a sequence of occurrences of a timed-

action. The clock, in the sense of CCSL, is a logical clock,

which is firstly proposed by Lamport [1]. The logical clock

means the distance between occurrences is not related with

the passage of real time.

To preserve this independence with respect to any notion

of global time, in the following definitions and proofs, we

use only the notions of co-occurrence (α_i ≡ β_ j), and of

precedence (α_i ≺ β_ j) of action occurrences. This will stay

valid in any interpretation of the logical time scales.

Definition 2 (clock) A Clock Cα is a sequence of occur-

rences of a timed-action α(p)t. We write:

Cα = {α(p1)tα1 _1, α(p2)tα2 _2, . . . , α(pi)tαi _i, . . .} (i ∈ N), in

which α(pi)tαi _i denotes the ith occurrence of clock Cα.

For simplification, in our paper, an occurrence α(pi)tαi _i

can be denoted as α_i for short when not ambiguous.

The assignment of the delay variable tαi in each occur-

rence α(pi)tαi _i can be different. The delay variable captures

the minimum time (delay) that an action must wait before

it can occur after the previous action. More precisely when a

clock is independent (has no precedence relation with another

clock), the delay is counted from the previous occurrence of

the same action as shown in the Fig. 3.

If a clock Cβ directly precedes a clock Cα, then the delay

of the ith occurrence of the timed-action α is counted from

the ith occurrence of the timed-action β as shown in the Fig.

4. The relation of coincidence (discussed in the next subsec-
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tion) does not effect on the way of counting the delay. For

example, if there is another clock Cγ that coincides with the

clock Cα, then the delay tαi is still be counted as shown in the

Fig. 4.

Fig. 3 Count the delay tαi when Cα is an independent clock

Fig. 4 Count the delay tαi when Cβ ≺ Cα

For convenience, we define here two operators on clocks,

expressing respectively time shift, and filtering:

Definition 3 (clock offset) Let Cα be a clock built over

a timed-action α, Cα[i] be the ith occurrence of the clock

Cα. The nth offset of the clock Cα is the clock defined as:

CΔ(n)
α = {Cα[n + 1]_1,Cα[n + 2]_2, . . . ,Cα[n + i]_i, . . .}.

From the definition we can see that the (n + 1)th occur-

rence of Cα becomes the first occurrence of the new clock

CΔ(n)
α , and so on.

Definition 4 (clock filtering) Assume N′ is a subset of

N. Let Cα be a clock built over a timed-action α. The new

clock that is filtered from the clock Cα by N′ is denoted as

CN′
α = {Cα[i1]_1,Cα[i2]_2, . . .Cα[ik]_ j, . . .}(i1, i2, . . . ik, . . . ∈

N′, i1 < i2 < . . . < ik, . . . , j, k ∈ N).

For convenience, we will write the filter N′ either as a

boolean function over N, or as a subset of N, e.g.: C{2n−1}n∈N
α

accepts only the odd occurrences of the clock Cα. C{n�8}α fil-

ters out the first 8 occurrences.

More clearly, if Cα = {α(p1)tα1 _1, α(p2)tα2 _2, . . .,

α(pi)tαi _i, . . .}, then C{2n−1}n∈N
α = {α(p1)tα1 _1, α(p3)tα3 _2,

. . . α(p(2n−1))
tα(2n−1) _n, . . .}.C{n�8}α = {α(p8)tα8 _1, α(p9)tα9 _2, . . .}

Finally in this section we define timed specifications. A

timed specification is composed of a set of logical clocks, to-

gether with a set of clock relations, expressing the temporal

ordering constraints between the clocks. This is an abstract

specification in the sense that it captures just enough informa-

tion to check the time safety (validity of time requirements) of

a system, and the compatibility required for assembling sub-

systems together. In the following sections we shall describe

procedures to compute the Timed Specifications of systems

(timed-pLTSs and timed-pNets), and to check their compati-

bilities.

Definition 5 (timed specification) Let IC be the set of oc-

currences of the clockC. A rimed specification is a pair 〈C,R〉
whereC is a set of clocks,R is a set of clock relations on

⋃
C∈C

IC .

3.1 Syntax and semantic of clock relations

A clock relation defines the relation between two clocks.

With respect to the original definition of clock relations in

CCSL [6], we have slightly different goals, and different

needs. In particular we do not need exclusion (that is most

important with some families of reactive formalisms). We do

not define “subclock” relation in this paper because we need

a more concrete way to define how to build a new subclock

from original one. Instead, we defined “clock filtering” which

can specify the way of selecting action occurrences. There-

fore, here we only define two relation operations (‘≺’, ‘=’) to

describe the constraints between clocks.

• The relation ‘Cα = Cβ’ (Cα coincides with Cβ) de-

scribes the strict synchronization of clocks. It means

that the occurrence of Cα appears if and only if the

occurrence of Cβ appears. In other words, the two

clocks are synchronized. Formally, �Cα = Cβ� = ∀i ∈
N, (α_i ≡ β_i) (shown in Fig. 5(a)). This operator can

naturally be used to describe synchronous communica-

tions.

• The relation ‘Cα ≺ Cβ’ (Cα precedes Cβ) describes the

precedence relation of clocks. It says that the action β

from the clock Cβ cannot occur until the correspond-

ing action α in the clock Cα occurs. In other words,

clock Cα ticks always earlier than clock Cβ. Formally

�Cα ≺ Cβ� = ∀i ∈ N, (α_i ≺ β_i). As shown in Fig.

5(b), the ith occurrence of the clock Cα always appears

earlier than the ith occurrence of the clock Cβ. The re-

lation usually relates to the causalities induced by asyn-

chronous communications.

3.2 Properties of the logical clock relations

Not surprisingly, these relations have their expected proper-
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ties: coincidence is an equivalence relation, and precedence

is a strict pre-order.

Fig. 5 Clock relations. (a) [Cα = Cβ] = ∀i ∈ N, (αi ≡ βi); (b)
[Cα ≺ Cβ] = ∀i ∈ N, (αi ≺ βi)

Proposition 1 (properties of the coincidence relation ‘=’)

Given a set of clocks C. The relation ‘=’ on the set C is re-

flexive, symmetric and transitive.

Proof This follows from the fact that ≡ is an equivalence

relation on timed-action occurrences.

1) Choose any clock Cα ∈ C. Let the ith (i ∈ N) occurrence

be α_i. The occurrence α coincides with itself (Cα = Cα). So

we know the coincidence relation is reflexive. 2) Now choose

another clock Cβ ∈ C. If we have the relation of Cα = Cβ,

then we know that ∀i ∈ N, α_i ≡ β_i, which means the

action α occurs if and only if the action β occurs. Accord-

ing to the symmetric relation of the operator “≡”, we know

that the action β occurs if and only if the action α occurs.

So we have ∀i ∈ N, β_i ≡ α_i (Cβ = Cα). Thus the coinci-

dence relation is symmetric. 3) Choose another clock Cγ ∈ C.

If we have relation Cα = Cβ and Cβ = Cγ, then ∀i ∈ N,

α_i ≡ β_i ∧ β_i ≡ γ_i. From the transitivity relation of “≡”,
we infer ∀i ∈ N, α_i ≡ γ_i (Cα = Cγ). Thus the coincidence

relation is transitive.

Proposition 2 (the properties of precedence relation ‘≺’)
Given a clock set C. The relation ‘≺’ on the set C is tran-

sitive, but not reflexive, not symmetric.

This follows from the same properties on the relation ≺ on

occurrences. The proofs are similar to those of Proposition 1.

Proposition 3 (substitutivity of "=") Given four clocks

Cα, Cβ, Cγ, Cη which are built on the timed-action α, β, γ

and η separately. Let Cα = Cβ and Cγ = Cη. If Cα ≺ Cγ, then

we have Cβ ≺ Cη.

Proof According to the coincidence definition, Cα = Cβ

⇒ ∀i, α_i ≡ β_i, and Cγ = Cη ⇒ ∀i, γ_i ≡ η_i. If

Cα ≺ Cγ, then according to the precedence definition, we

know ∀i, α_i ≺ γ_i, which means the action α always occurs

earlier than the action γ. Since ∀i, α_i ≡ β_i tells us the ac-

tion α occurs if and only if the action β occurs, we know β

always occurs earlier than γ (∀i, β_i ≺ γ_i). Similar, since

∀i, γ_i ≡ η_i tells us the action γ occurs if and only if the ac-

tion η occurs, we furthermore have the relation ∀i, β_i ≺ η_i.

According to the definition of precedence relations, we get

Cβ ≺ Cη.

Example 1 In this part, we illustrate how to represent

timed-actions, clocks, and clock relations for our “car insert-

ing” scenario.

As shown in the Fig. 6, on-board car systems are mod-

eled by several components including “Initial”, “CommIni”

“CommRes”, “Control”, etc. In the figure we only show the

components that participate in the protocol.

User’s requests are received by the “Initial” component.

For example, the “user” has sent an insertion order, encoded

here as a “!Request(Ins)tq” timed-action occurrence. The pro-

cedure then runs in two phases:

1) The agreement phase: car0 sends a noti f y(Ins) mes-

sage to the other two cars, and waits for their answers. This

phase is managed by the “CommIni” process, that communi-

cates to the “ComRes” processes of other cars through asyn-

chronous channels. In the model, there is one such channel

for each type of messages, and for each pair of communicat-

ing processes; we use the parametrized structure of timed-

pNets to represent such families of processes in the figure,

e.g. “channelNtf[m]”. The “CommIni” process is in charge

of collecting the answers from the other cars asynchronously,

and sending a final decision to “Initial” component. If it is

negative, then “Initial” aborts and signals Cancel to the user,

otherwise the procedure goes to the next phase.

2) The execution phase: this phase is triggered and

controlled directly by the “Initial” process. It sends

C!Consensus(ExpRes)to to all cars including itself to initiate the

execution and to tell each car the final expected result (“Ex-

pRes”). The “Control” process of each car is in charge of

the local execution of the movement (that we leave unspec-

ified here), till the expected result is observed ([ExpRes =

CurData]). Then the !Finish signals are collected by “Ini-

tial”, and a termination signal is notified to the user.

We use label transition systems (LTSs) to model each com-

ponent. Each transition will be triggered by a clock. Prece-

dence relations are used to specify the causality relations of

LTSs. For example, in the “CommRes” component, the clock
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Fig. 6 Timed-pNets: communication behaviour model of cars insertion scenario

“C?noti f y(Ins)tn ” occurs earlier than the clock “C!ack(rm)ta ”. We

denote the clock relation as “C?noti f y(Ins)tn ≺ C!ack(rm)ta ”. For

simplification, in the following sections, we will omit the pa-

rameters and time variables when expressing a clock relation

if it is not ambiguous. For example, we use the short version

“C?noti f y ≺ C!ack” instead of “C?noti f y(Ins)tn ≺ C!ack(rm)ta ”.

In this use-case, we assume for simplicity that the commu-

nication inside a car is synchronous (in realistic modern car

systems, this hypothesis would have to be refined, since the

onboard systems include several processes communicating

through data buses). Here, the timed-action “!Cmd(par)tc”

in the “Initial” process and the timed-action “?Cmd(par)tc”

in “CommIni” are always synchronous when the two compo-

nents communicate and transmit the message “par”. So these

two clocks coincide (CInitial.!Cmd(par)tc = CCommIni.?Cmd(par)tc ).

By contrast, communications between two different cars

are asynchronous (typically over some wireless ad-hoc net-

work). Since we want to be able to take into account the com-

munication time in our analysis, we insert a specific asyn-

chronous channel (built as a special timed-pLTS) for each

type of messages exchanged between cars.

These two mechanisms illustrate our approach of mod-

elling heterogeneous synchronous/asynchronous systems. In

the next section, we show how we formalise this by using our

timed-pNets formalism.

4 Timed-pLTS semantic model

This section introduces timed transition systems (timed-

pLTS), including their special case channels. We illustrate

each definition with a piece of our running example.

Definition 6 (timed-pLTS) A timed-pLTS is a tuple

〈P, S , s0, A,C,→〉, where

• P is a finite set of parameters.

• S is a set of states.

• s0 ∈ S is the initial state.

• A is a set of timed-actions.

• C is a set of clocks over the timed-action set A.

• → is the set of transitions: →⊆ S × C × S . We write

s
Cα−−→ s′ for (s,Cα, s′) ∈→, in which α ∈ A.

Example 2 Consider the “CommIni” component in Fig.

7. The clock relations will correspond to the precedence

(causality) relations between the transitions of the LTS, with

a special case for the loops on states s1 (a state for sending no-

tifications) and s2 (a state for receiving “ack” signals), where

the communication events are indexed by k ∈ [1, 2, . . . ,N] (N

is the (fixed) number of neighbors of the initiating car (here

N = 2)). The first loop on s1 means that car0 sends a noti-

fication signal to car1 and car2, separately. The second loop

on s2 means that car0 collects “ack” signals from car1 and

car2. Moreover, we use the silent action τ to build a clock

Ctτ
τ that labels the transition to state s2 when the component

finishes sending two notifications. We build the timed-pLTS

elements as:

• Parameters P = {k, Ins, rm, b,N}.
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• Action algebra A = {?Cmd(par)tc , !noti f y(par)tn ,

?ack(k, rm)ta , !R(b)tR , τtτ }.
• Clocks C = {C?Cmd , C!noti f y,C?ack, C!R,Cτ}.
• We do not detail the clock relations here, they can be

easily deduced from the figure.

Fig. 7 The timed-pLTS of the CommIni component

Note that the system designers only need specify the timed-

pLTSs. The clock relations can be automatically deduced

from the timed-pLTSs (see Section 6).

4.1 Channels

We introduce channels to model asynchronous communica-

tion behaviours. A channel is defined as a special transi-

tion system with two timed-events: one for receiving mes-

sages, another for sending messages. A precedence relation

is applied on the two events to model a delay of message

transmissions. For simplification, the definition of channels

here just describes a simple one place asynchronous buffer,

sufficient to illustrate the heterogeneity of synchronous and

asynchronous communications. More realistic asynchronous

mechanisms are possible (e.g. n-places buffers, lousy chan-

nels, or ProActive/GCM request queues with futures [15] but

they are not the topics of this paper.

Definition 7 (channel)

A channel is a transition system with tuple 〈P, S , A,C,≺,→
〉 in which

• P is a finite set of parameters.

• S is the state set in which S = {sempty, sdata}.
• A = {?in(par)ti , !out(par)to} (par ∈ P) is the timed-

action set.

• C is the set of clocks over timed-actions A.

• → is the set of transitions: sempty
C?in−−−→ sdata and

sdata
C!out−−−→ sempty.

In the channel definition, the timed-action ?in(par)ti is an

action for receiving messages from one component, while the

timed-action !out(par)to is an action for sending the messages

to another component as shown in Fig. 8.

Fig. 8 The timed-pLTS of channel component

5 Timed-pNets semantic model

Here we define timed-pNets that are the nets of timed-pLTSs.

Similar to the (untimed) pNets, a timed-pNet is a generalized

composition operator, defining the synchronizations between

a number of subsystems (holes). In timed-pNets, holes are

characterized by timed-specifications. Building timed-pNets

to represent a full system requires filling holes with (compat-

ible) sub-nets.

Definition 8 (timed-pNets) A timed-pNet is a tuple

〈P, AG,CG, J, ÃJ, C̃J , R̃J,
−→
V 〉, where:

• P is a finite set of parameters.

• AG is a set of global timed-actions, and CG is the set of

global clocks that are built over AG.

• J is a countable set of argument indexes: each index

j ∈ J is called a hole and is associated with a set of

local timed-actions Aj, and an associated Timed Speci-

fication 〈C j,R|〉.

• −→V = {−→v } is a set of synchronization vectors of the form:

1) (binary communication between holes j1 and j2)
−→v 1)= 〈. . . ,C!α, . . . ,C?α, . . .〉 → Cg,

in which {C!α = C?α = Cg},Cg ∈ CG,C!α ∈ C j1 ,C?α ∈
C j2 , j1, j2 ∈ J;

2) or (visibility from hole j)
−→v = 〈. . . ,Cα, . . .〉 → Cg, in which {Cα = Cg},Cg ∈
CG,C?α ∈ C j, j ∈ J.

Furthermore, each global clock can be generated by only

one synchronization vector:

∀ −→vi ,
−→vi′ ∈

−→
V , Cgi = Cgi′ =⇒ −→vi =

−→vi′

(Cgi(resp. Cgi′ ) be a global clock generated by the vector −→vi

(resp. −→vi′), i, i′ ∈ N)

Remark We define timed-pNets in a form inspired by the

1) where “. . .” represents an arbitrary number of holes that do not participate in this synchronization
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synchronisation vectors of Arnold and Nivat [8], that we

use to synchronise clocks from different processes. One of

the main advantages of using its high abstraction level is

that almost all interaction mechanisms encountered so far

in the process algebra literature become particular cases of

a very general concept: synchronisation vectors. We struc-

ture the synchronisation vectors as parts of network. Con-

trary to synchronisation constraints, the network allows dy-

namic reconfigurations between different sets of synchro-

nisation vectors. In our timed-pNets, we define two kinds

of synchronous vectors. One is the communication vector

(〈. . . ,C!α, . . . ,C?α, . . .〉 → Cg). The vector represents the

communication of two holes through clock C!α and C?α. The

two local clocks that come from different holes are put be-

tween the two symbols “〈” and “〉”. The last element of the

vector appears behind the symbol “→”, and specifies the

global clock generated by this synchronous vector. Another

vector (〈. . . ,Cα, . . .〉 → Cg) makes the local clock Cα visi-

ble by generating a global clock Cg. For both kinds of syn-

chronous vectors, the local clocks (that appear between “〈”
and “〉”) are transparent to the upper layer nodes. Only the

global clocks (the last elements in the synchronous vectors)

can be observed from the upper level. These global clocks

can be used for building a higher level timed-pNets node.

Moreover, from the Definition 8 we can see that the syn-

chronous vectors only catch the coincidence relations be-

tween clocks (for describing synchronous communications),

which makes our timed-pNets models cannot directly spec-

ify asynchronous communications. So when modelling asyn-

chronous communications, we need introduce channels into

systems. The two subsystems that asynchronously communi-

cate with each other are connected by a channel in which a

communication delay is modelled. Example 3 shows us how

to take advantage of channels to specify asynchronous com-

munications.

Notations for parameterized systems. In practice, we use

parametric notations, both for holes and for synchronization

vectors, making the notations more compact and more user-

friendly (see next example). These are only abbreviations,

their meaning must be understood as a (finite) expansion of

the structure.

Using such abbreviations, for a timed-pNet in which j1, j2,

j are parametric holes with indexes k1, k2, k, with respective

domains Dom1, Dom2, Dom, the synchronization vectors will

look like:

1) Binary communication. Depending on the combina-

tion of actions from j1 and j2, this vector will gen-

erate a family of global actions indexed by a pa-

rameter m, that is a function of k1 and k2. The

domain of m is a subset of the product Dom1 ×
Dom2. 〈. . . ,C!α[k1], . . . ,C?α[k2], . . .〉 → Cg[m], in which

{C!α[k1] = C?α[k2] = Cg[m]}, Cg[m] ∈ CG,C!α[k1] ∈
C j1 ,C?α[k2] ∈ C j2

2) Visibility. Each visible action from hole j generates a

corresponding global action. 〈. . . ,Cα[k], . . .〉 → Cg[k], in

which {Cα[k] = Cg[k]},Cα[k] ∈ C j,Cg[k] ∈ CG.

Example 3 We take our use case to illustrate how to build

a timed-pNets model. To make the example smaller, we have

extracted here the respective “communication” subnets of

those cars, and the channels by which they communicate.

Hereafter, we show how to build the timed-pNets of this small

subsystem.

As shown in the Fig. 9, the subsystem consists of com-

ponents “CommIni”, “CommRes[m]”, “ChannelNtf[m]” and

“ChannelAck [m]”. The components “ChannelNtf[m]” and

“ChannelAck[m]” are channels in which the parameter “[m]”

denotes to which car the corresponding channel transmits

data. By using the parameter “m”, we give a more com-

pact representation of the model. According to our scenario,

car0 sends a notification to car1 (resp. car2) via “Chan-

nelNtf[1]” (resp.“ChannelNtf[2]”), and then car1 (resp.car2)

answers an “ack” to car0 via “ChannelAck[1]” (resp. Chan-

nelAck[2]”). So in the upper layer timed-pNets node, we can

link these components by building synchronous vectors. For

example:

1) The vector2) 〈−,C!ack[1] ,−,Cc.?ack[1]〉 → Cackg3[1]
repre-

sents the communications between the components “Comm-

Res[1]” and “ChannelAck[1]” and generates the global clock

“Cackg3[1]
”. Notice that even though we actually have 7 sub-

nets (CommIni, CommRes[1], CommRes[2], ChannelNtf[1],

ChannelNtf[2], ChannelAck[1], ChannelAck[2]), using pa-

rameters we represent our pNet and its synchronous vectors

with only 4 holes.

2) the vector 〈C{2s−1}s∈N
!noti f y ,−,Cc.?noti f y[1]

,−〉 → Cnoti f yg1[1]

represents the communications between the components

“CommIni” and “ChannelNt f [1]” and builds a global clock

“Cnoti f yg1[1]
” (remember C{2s−1}s∈N

!noti f y is the clock built from the

clock C!noti f y by choosing the occurrences with the odd in-

dexes).

Following the timed-pNets definition, we can formalize

this timed-pNets with details as:

2) where “−” represents a single hole that does not participate in this synchronization
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Fig. 9 A Timed-pNets with one of its implementations

• P = {k, Ins,m, rm, b}.
• AG = {noti f y(Ins, k)

tg1

g1[m]
, noti f y(Ins, k)

tg2

g2[m]
, ack(rm,

k)tg3

g3[m]
, ack(rm, k)

tg4

g4[m]
, ?Cmd(Ins)tg5

g5 , !R(b)(tg6

g6 }.

• CG = {Cnoti f yg1[m]
,Cnoti f yg2[m]

,Cackg3[m]
,Cackg4[m]

,C?Cmdg5 ,

C!Rg6 }.
• J = {CommIni,CommRes[m],ChannelNt f [m],

ChannelAck[m]}(m := 1, 2).

Next we formalize the Timed Specifications of these holes

as:

• For the hole “CommIni”:

ACommIni = {?Cmd(Ins)tc , !noti f y(Ins, k)tn , ?ack(k, rm)ta ,

!R(b)tR}
CCommIni = {C?Cmd ,C!noti f y,C?ack,C!R}
RCommIni = {C?Cmd ≺ C{2s−1}s∈N

!noti f y , C{2s−1}s∈N
!noti f y ≺ C{2s}s∈N

!noti f y,

C{2s−1}s∈N
!noti f y ≺ C{2s−1}s∈N

?ack , C{2s}s∈N
!noti f y ≺ C{2s}s∈N

?ack ,

C{2s−1}s∈N
?ack ≺ C{2s}s∈N

?ack , C{2s}s∈N
?ack ≺ C!R ≺ CΔ(1)

?cmd}
• For the hole “CommRes[m]” (m := 1, 2):

ACommRes[m] = {?noti f y(Ins, k)tn[m], !ack(k, rm)ta[m]}
CCommRes[m] = {C?noti f y[m]

,C!ack[m] }
RCommRes[m] = {C?noti f y[m]

≺ C!ack[m] ≺ CΔ(1)
?noti f y[m]

}
• For the hole “ChannelNtf[m]” (m := 1, 2):

AChannelNt f [m] = {c.?noti f y(Ins, k)tn1

[m], c.!noti f y(Ins,

k)tn2
[m]}

CChannelNt f [m] = {Cc.?noti f y[m]
,Cc.!noti f y[m]

}
RchannelNt f [m] = {Cc.?noti f y[m]

≺ Cc.!noti f y[m]
≺ Cc.?noti f yΔ(1)

[m]
}

• For the hole “ChannelAck[m]” (m := 1, 2):

AChannelAck[m] = {c.?ack(k, rm)ta1
[m], c.!ack(k, rm)ta1

[m]}
CChannelAck[m] = {Cc.?ack[m] ,Cc.!ack[m] }
RchannelAck[m] = {Cc.?ack[m] ≺ Cc.!ack[m] ≺ CΔ(1)

c.?ack[m]
}

In the end, we specify the synchronous vectors:
−→
V = {
V1 : 〈C{2s−1}s∈N

!noti f y(Ins,k=1),−,Cc.?noti f y(Ins)[1]
,−〉 → Cnoti f yg1[1]

,

V2 : 〈−,C?noti f y[1]
,Cc.!noti f y[1]

,−〉 → Cnoti f yg2[1]
,

V3 : 〈−,C!ack[1] ,−,Cc.?ack[1]〉 → Cackg3[1]
,

V4 : 〈C{2s−1}s∈N
?ack(k=1,rm),−,−,Cc.!ack(rm)[1]

〉 → Cackg4[1]

V5 : 〈C{2s}s∈N
!noti f y(Ins,k=2),−,Cc.?noti f y(Ins)[2]

,−〉 → Cnoti f yg1[2]
,

V6 : 〈−,C?noti f y[2]
,Cc.!noti f y[2]

,−〉 → Cnoti f yg2[2]
,

V7 : 〈−,C!ack[2] ,−,Cc.?ack[2]〉 → Cackg3[2]
,

V8 : 〈C{2s}s∈N
?ack(k=2,rm),−,−,Cc.!ack(rm)[2]

〉 → Cackg4[2]

V9 : 〈C?Cmd ,−,−,−〉 → C?Cmdg5 ,

V10 : 〈C!R,−,−,−〉 → C!Rg6 }

Discussion Timed specification of holes. Let us now argue

how the timed specifications of the holes in the upper-level
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timed-pNet node may have been specified, in a top-down ap-

proach, before building their timed-pLTS implementations.

This, intuitively, is done from the informal description of the

scenario and the architecture knowledge of the top level com-

ponents and communications:

Take the “CommIni” component as an example, the sce-

nario related to the component is:

1) the component “CommIni” gets a change-lane request

by clock C?cmd from the “Initial” component;

2) the component “CommIni” sends requests by clock

C!noti f y, in sequence, to car1 and car2 to ask for agree-

ments;

3) the component “CommIni” collects results from car1

and car2 by clock C?ack;

4) the component reports a result to “Initial” component

by clock C!R.

Since step 1) happens earlier than the step 2), the clock

C?cmd must precede the clock C!noti f y. Then, in our use case,

the component “CommIni” sends a notification signal twice,

so we have clock relation {C?Cmd ≺ C{2s−1}s∈N
!noti f y ≺ C{2s}s∈N

!noti f y}. In

generally, if there are N neighbors, the clock relation should

be {C?Cmd ≺ C{Ns−(n−1)}s∈N
!noti f y ≺ C{Ns−(n−2)}s∈N

!noti f y ≺ . . . ≺ C{Ns}s∈N
!noti f y }.

Similar to the step 2), since the component receives the “ack”

signal twice, so we have the clock relation {C{2s−1}s∈N
?ack ≺

C{2s}s∈N
?ack }. Furthermore, the clock C!noti f y in step 2) should

precede the clock C?ack in step 3), so we have the relation

C{2s−1}s∈N
!noti f y ≺ C{2s−1}s∈N

?ack and C{2s}s∈N
!noti f y ≺ C{2s}s∈N

?ack . Finally the sce-

nario goes to step 4), we have the relation {C{2s}s∈N
?ack ≺ C!R}.

Since the scenario is repeatable, we specify the clock relation

{C!R ≺ CΔ(1)
?cmd}. In the end, we conclude:

RCommIni = {C?Cmd ≺ C{2s−1}s∈N
!noti f y , C{2s−1}s∈N

!noti f y ≺ C{2s}s∈N
!noti f y,

C{2s−1}s∈N
!noti f y ≺ C{2s−1}s∈N

?ack , C{2s}s∈N
!noti f y ≺ C{2s}s∈N

?ack ,

C{2s−1}s∈N
?ack ≺ C{2s}s∈N

?ack , C{2s}s∈N
?ack ≺ C!R ≺ CΔ(1)

?cmd}

In Section 6, we will show that the timed specifications of

the holes in Fig. 9 are indeed fulfilled by the corresponding

timed-pLTS of “CommIni”, “ComRes”, “ChannelNtf”, and

“ChannelAck”.

6 Compatibility

When assembling timed-pNets, the architect has to ensure

that the timed-pLTSs that will be plugged into holes indeed

match the timed specifications of these holes. The ultimate

goal is to provide a refinement-based approach: the time

properties proved on an open (abstract) timed-pNet system

will be preserved by the refinements of Timed Specifications.

One of the basic approaches for building such refinements is

to ensure the compatibility of a subsystem with the enclosing

holes before composing the system. For example, in Fig. 10,

the timed specification (TS) of the subsystem “A_Impl” must

be compatible with TS A, and each of the “C_Impl” must be

compatible (individually) with TSC .

Our notion of compatibility is based on the inclusion rela-

tions between the clock relation sets. Before giving its formal

definition, we introduce the concepts of “saturated relation

set” and “relation set inclusion”.

Definition 9 (saturated relation set) Let TS = 〈C,R〉 be

a timed specification with a set of clocks C and a set of re-

lations R. The saturated relation set (denoted as R+) is the

clock relation set R augmented by all relations possibly de-

duced from R, by transitivity of precedence and reflexivity,

symmetry, and transitivity of coincidence.

For example, if R = {C1 ≺ C2 ≺ C3} (C1,C2,C3 ∈ C), then

according to the transitivity property of the relation ≺, we

can get the saturated relation set R+ = {C1 ≺ C2 ≺ C3,C1 ≺
C3,C1 = C1,C2 = C2, . . .}

Definition 10 (inclusion of time specifications) Given two

timed specifications TS 1 = 〈C1,R1〉 and TS 2 = 〈C2,R2〉. Let

R+1 (resp. R+2 ) be the saturated relation of TS 1 (resp. TS 2).

We say TS 2 includes TS 1 (denoted as TS 1 � TS 2) if and

only if C1 ⊆ C2∧ R1 ⊆ R+2 .

According to the definition, TS 1 � TS 2 means that the

relation existing in the timed specification TS 1 must exist in

Fig. 10 Partial instantiation of a timed-pNets subsystem
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TS 2 or can be deduced from the relations in TS 2. For exam-

ple, assume TS 1 = {C1 ≺ C3}, TS 2 = {C1 ≺ C2 ≺ C3}.
According to the transitivity property of the “≺”, we can get

the the saturated relation set of the TS 2 as R+2 = {C1 ≺ C2 ≺
C3,C1 ≺ C3,C1 = C1,C2 = C2, . . .}. Since the relation in

TS 1 can be deduced from the relations in TS 2, we say TS 2

includes TS 1 (TS 1 � TS 2).

Lemma 1 If TS 1 = 〈C1,R1〉 and TS 2 = 〈C2,R2〉 are two

timed specifications, then TS 1 � TS 2 =⇒ R+1 ⊆ R
+
2

Proof Taken any two relation r1, r′1 ∈ R1. Let r+1 ∈ R
+
1 be

the relation deduced from the two relations r1, r′1 in terms

of the property P proposed in Section 3. Assume r+1 � R
+
2 .

Since TS 1 � TS 2, from the definition of inclusion we know

R1 ⊆ R+2 . Furthermore, we know r1, r′1 ∈ R
+
2 . So in the set R+2

we can get the relation r+1 by using the same property P. So

we have r+1 ∈ R
+
2 that is in contradict with our assumption.

Therefore, we have r+1 ∈ R
+
2 . Moreover, because r+1 ∈ R

+
1 , we

can get R+1 ⊆ R
+
2 .

Definition 11 (compatibility) Let TS be the timed speci-

fication of a timed-pNets hole H, and TS ′ be the timed spec-

ification of an implementation H_Impl. We say H_Impl is

compatible with H, denoted by H_Impl � H if and only if

TS � TS ′.

Theorem 1 Let TS be the timed specification of hole H.

Let TS ′1 (resp. TS ′2) be the timed specification of an imple-

mentation H_Impl1 (resp. H_Impl2). If H_Impl1 � H and

TS ′1 � TS ′2, then H_Impl2 � H.

Proof Assume TS ′1 = 〈C
′
1,R

′
1〉, TS ′2 = 〈C

′
2,R

′
2〉 and TS =

〈C,R〉. Let R′+1 (resp. R′+2 , R+) be the saturated relation from

TS ′1 (resp. TS ′2, TS ). Since H_Impl1 � H, according to the

refinement relation, we have TS � TS ′1. Furthermore, ac-

cording to the Inclusion definition, we have R ⊆ R′+1 . More-

over, because we know that TS ′1 � TS ′2, according to the

Lemma 1, we have R′+1 ⊆ R
′+
2 . According to the set theory,

we know that R ⊆ R′+2 . Finally, according to the Inclusion

and refinement relation definition, we get H_Impl2 � H.

7 Generating the timed specification of a
timed-pLTS

As we see in the Fig. 9, timed-pLTSs are concrete implemen-

tations of those holes. In order to check the compatibility,

we need to generate timed specifications for those concrete

timed-pLTSs. Here we propose rules to automatically gener-

ate the timed specifications from the timed-pLTSs. More pre-

cisely, given the action algebras and the transition relations

of a timed-pLTS, we can get a set of clocks, and the relations

between these clocks.

This procedure runs in 4 phases as shown in the Fig. 11.

The inputs of the procedure include a timed-pLTS and a set

of rules that tell how to set the occurrence relations and its

index functions. In Step 1, we traverse the timed-pLTS and

generate a “symbolic” table that gathers all possible causally

related pairs of transitions of the timed-pLTS, and the corre-

sponding relations between clock occurrences. In Step 2 we

go through the symbolic table and build a “concrete” table

in which each column represents one specific “round” of ex-

ecution through the symbolic table (with concrete index as-

signments). In the concrete table guards of the timed-pLTS

can be resolved, so some of the symbolic transitions may be

eliminated. In Step 3 we generate a general formula for each

relation. In the end (Step 4), we lift those occurrence relations

to clock relations, and generate the timed specification.

Fig. 11 Steps for generating the TS of a timed-pLTS

7.1 Auxiliary functions: Pre/Post sets

Before describing Step 1, we need to define the functions of

computing the pre/post sets of the timed-pLTS states.

For a timed-pLTS transition system 〈P, S , s0, A,C,→〉, we

denote PreAct(s, s′) as the set of direct preceding timed-
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action occurrences of s from s′, and PostAct(s, s′) as the set

of direct succeeding timed-action occurrences of state s to-

wards state s′. Then we denote PreAct(s) (resp. PostAct(s))

as the set of all direct preceding (resp. succeeding) timed-

action occurrences of state s. Furthermore, we define

PreActIndex(s) (resp. PostActIndex(s)) as the sum of the in-

dexes of the set of preceding (resp. succeeding) timed-action

occurrences of state s. The sum corresponds to the cases

where branches in the LTS allow some executions to go sev-

eral times through alternative transitions out of some states.

Definition 12 (preceding timed-action occurrences) Let

〈P, S , s0, A,C,→〉 be a timed-pLTS transition system. For

s ∈ S and α(p)tα ∈ A, (p ∈ P), the direct preceding

timed-action occurrence of s is defined as PreAct(s, s′) =

{α_i|s′
Cα−−→ s, α_i ∈ Cα, } (s, s′ ∈ S ). The set of direct preced-

ing timed-action occurrences of s is defined as PreAct(s) =⋃
s′∈S PreAct(s, s′). Furthermore, we denote the index of a

preceding timed-action occurrence as PreActIndex(s, s′) =

{i|s′
Cα−−→ s, α_i ∈ Cα(s, s′ ∈ S )}, and the sum of the indexes of

a set of preceding timed-action occurrences of state s as

PreActIndex(s) =
∑

s′∈S PreActIndex(s, s′).

Definition 13 (succeeding rimed-action occurrences] Let

〈P, S , s0, A,C,→〉 be a timed-pLTS transition system. For

s ∈ S and α(p)tα ∈ A, (p ∈ P), the direct succeeding timed-

action occurrence of state s is defined as PostAct(s, s′) =

{α_i|s
Cα−−→ s′, α_i ∈ Cα}, (s, s′ ∈ S ). The set of direct

succeeding timed-action occurrences of state s is defined

as PostAct(s) =
⋃

s′∈S PostAct(s, s′). Furthermore, we de-

note the index of a succeeding timed-action occurrence as

PostActIndex(s, s′) = {i|s
Cα−−→ s′, α_i ∈ Cα}, (s, s′ ∈ S ), and

the sum of the indexes of a set of succeeding timed-action

occurrences of s as

PostActIndex(s) =
∑

s′∈S PostActIndex(s, s′).

7.2 Relations and assignment rules

The computation in Step 1 is based on a set of rules that iden-

tify specific configurations of the states in the timed-pLTS

traversal. For each such configuration, we have a rule that

expresses the relation(s) between the set of preceding and

succeeding clock occurrences of the current state, and the

changes in the clock occurrence indexes.

The main configurations are: initial state, in which we have

to initialize indexes, and increase an index each time the sys-

tem goes through a new global round; standard state in which

we register the increase of one of the involved index; and

looping states, in which we have to take care of the guards for

entering/leaving loops, in terms of a specific “loop counter”.

We define a restrictive notion of looping state which is rea-

sonable configuration for timed analysis. A looping state may

have one or more loops of arbitrary length, but coming back

to the same state. And each loop must start with a transition

with a guard taking the precise form of a “loop counter” con-

trol, namely [k=1; k++; k � kMax] for some counter variable

k, in which kMax may be a positive natural number, or a vari-

able. Loop guards can share a loop counter (see e.g. Fig. 12),

so several loops will be executed the same number of times;

otherwise different loop counters must be independent. Of

course one could imagine more complex structures for our

timed-pLTSs, but this restriction already covers a lot of inter-

esting cases, and make the generation of the times specifica-

tion easier.

In these rules, for simplification, we represent relations on

two sets (S 1 (resp. S 2) is a set of occurrences of clocks):

S 1 ≺ S 2 means ∀αm ∈ S 1, βn ∈ S 2, αm ≺ βn (m, n ∈ N).

1) Initial state. If PreAct(s0) � ∅, then PreAct(s0) ≺
PostAct(s0),

[ Assign: PostActIndex(s0)⇐ PreActIndex(s0) + 1 ];

2) Standard state. ∀s\s0, PreAct(s) ≺ PostAct(s),

[ Assign: PostActIndex(s)⇐ PreActIndex(s) ];

3) Looping state. ∀s, if ∃α. s
Cα−−→ s and the loop executes

N times, then:

a) go inside the loop

PreAct(s) ≺ α_i,

[ Assign: i := i + 1];

b) stay in loop,

α_i ≺ α_(i + 1);

c) leave a loop:

I) to another loop, e.g. ∃β. s
Cβ
−−→ s (β_ j ∈

PostAct(s, s)\α_i):

α_i ≺ β_ j,

[ Assign: j := j + 1 ];

II) to one post-action out of PostAct(s, s0) :

α_i ≺ PostAct(s)\PostAct(s, s0),

[ Assign:
PostActIndex(s)⇐ PreActIndex(s)];

III) to one post-action in PostAct(s, s0):

α_i ≺ PostAct(s, s0),

[ Assign:
PostActIndex(s)⇐ PreActIndex(s) + 1].
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Table 1 Time assignment for the timed-pLTS “Car.CommIni”

State Transition Occurrence relations Index assignment

s0 tr0 : s2
C!R−−−→ s0

C?Cmd−−−−−→ s1 !R_m ≺ ?Cmd_n ftr0 : n = m + 1

s1 tr1 : s0
C?Cmd−−−−−→ s1

Cτ−−→ s2 ?Cmd_n ≺ τ_r ftr1 : r = n

tr2 : s0
C?Cmd−−−−−→ s1

C!Noti f y
−−−−−−→ s1 ?Cmd_n ≺ !noti f y_i ftr2 : i := i + 1

tr3 : s1
C!Noti f y
−−−−−−→ s1

C!Noti f y
−−−−−−→ s1 !noti f y_i ≺!noti f y_(i + 1)

tr4 : s1
C!Noti f y
−−−−−−→ s1

Cτ−−→ s2 !noti f y_i ≺ τ_r ftr4 : r = n

s2 tr5 : s1
Cτ−−→ s2

C!R−−−→ s0 τ_r ≺!R_m ftr5 : m = r

tr6 : s1
Cτ−−→ s2

C?Ack−−−−→ s2 τ_r ≺ ?ack_ j ftr6 : j := j + 1

tr7 : s2
C?Ack−−−−→ s2

C?Ack−−−−→ s2 ?Ack_ j ≺ ?ack_( j + 1)

tr8 : s2
C?Ack−−−−→ s2

C!R−−−→ s0 ?Ack_ j ≺!R_m ftr8 : m = r

7.3 The method for generating timed specification

This subsection introduces a method of generating timed

specifications from timed-pLTSs. We state two algorithms

and 4 steps.

7.3.1 Step 1: generate occurrence relations table

The Algorithm 1 uses the rules above to build an occur-

rence relation table. More precisely each row in the table

lists a specific pair of Pre/Post transitions of a state, with the

Algorithm 1 Generate occurrence relations table

Input: a timed-pLTS graph and rules.

Output: A table of occurrence relation with its index assignment function.

for each state si in LTS graph do

for each pair (s1, s2) such that s1
C1−−→ si

C2−−→ s2 do

insert a row with S tate = si, Transition = s1
C1−−→ si

C2−−→ s2.

if si = s0 AND si has no self-loop then

apply case 1) rules, adding the relations and assignments in the
corresponding rows.

end if

if si � s0 AND si has no self-loop then

apply case 2) rules

end if

if si includes one self-loop then

if si = s0 then

apply case 1), a), b) and III) rules

else

apply case 2), a), b) and II) rules

end if

else

if si = s0 then

apply case (1), a), b), I) and III) rules

else

apply case (2), a), b), I) and II) rules

end if

end if

end for

end for

corresponding occurrence relation and index increase func-

tion deduced from the corresponding rule.

Example 4 Let us take the “CommIni” component from

Fig. 7 as an example. We first transform Fig. 7 into Fig. 12 by

removing all parameters but adding index variables. Then we

generate occurrence relations for each state. For example, we

take the state “s0”, from the timed-pLTS graph we get tran-

sitions s2
C!R−−→ s0

C?Cmd−−−−→ s1. According to the rule 1) we have

!R_m ≺?Cmd_n and the assignment n = m + 1 (n,m ∈ N).

Take the state s1 as another example. Since it includes a self-

loop, we apply the rules 2), a), b) and II). When a transition

directly brings to next state without passing the loop, accord-

ing to the rule 2), we have the relation ?Cmd_n ≺ τ_r and the

assignment r = n. When a transition enters the loop, accord-

ing to the rule a), we have the relation ?Cmd_n ≺ !noti f y_i

and the assignment i := i + 1 (i ∈ N). When a transition stays

in the loop, according to the rule b), we can get the relation

“!noti f y_i ≺ !noti f y_i + 1” (i ∈ N). Then when a transition

leaves the loop, according to the rule II), we have the relation

!noti f y_i ≺ τ_r and the assignment r = n (r ∈ N).

Fig. 12 Simplification of CommIni component

7.3.2 Step 2: enumerate occurrence relations

Now we go through the symbolic occurrence table built in
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Step 1 and then generate a “concrete” table in which each

column represents one specific “round” of execution through

the symbolic table (with concrete index assignments). In the

concrete table the guards of the timed-pLTS can be resolved,

so some of the symbolic transitions (rows of the table) may

be eliminated.

In the guards (including the loop control guards), there

may be some parameters occurring in a symbolic form. Be-

fore we run the algorithm in Step 2, we need to instantiate

these parameters, to be able to compute the guards. In partic-

ular the maximum value of the loop counters (in our use-case,

corresponding to the number of neighbor cars) must be fixed.

Moreover, we must set a bound (N) to the number of

rounds that we shall unfold in the algorithm. This bound

should be large enough for the generalization procedure in

Step 3 to work properly.

For each round of traveling, we compute a set of occur-

rence relations. The indexes of these occurrences tell the (log-

ical) times of the actions that have occurred till this round.

For the loops, the loop control guard says that if a transition

satisfies the initial condition “k = 1”, then the transition goes

into the loop. Each time after executing the loop, the variable

k increases by 1. Then the transition continues to execute the

loop till the condition k � kMax is not satisfied.

We present Algorithm 2 to enumerate these relations. The

results of the algorithm are illustrated in the table in the Table

2 in which the rth column presents a set of occurrence rela-

tions in the round r, and the jth row presents a sequence of

relations on two clock occurrences.

Example 5 Take the component “commIni” as an exam-

ple, we enumerate its occurrence relations. Let all occur-

rence index variables initially be 0 (m, n, r, i, j := 0) and

the loop control variable k be 1 (k := 1). Starting from

s0, we get the transition tr0 : s2
C!R−−→ s0

C?Cmd−−−−→ s1. From

the first line of the Table. ??, we get n = 1 (because

m = 0 and ftr0 : n = m + 1) and so we get the relation

!R_0 ≺ ?Cmd_1. Then the transition goes to s1. Since k := 1,

the transition goes into the self-loop. So we get the transition

tr2 : s0
C?Cmd−−−−→ s1

C!Noti f y
−−−−−→ s1. From the third line of Ta-

ble. ??, we can compute i = 1 (because ftr3 : i := i + 1)

and then we get the relation ?Cmd_1 ≺!Noti f y_1. Ac-

cording to the loop control, we know k increases by 1

(k + +), so k = 2. Since the condition k � 2 is still

satisfied, the transition goes into the self-loop again. Ac-

cording to the transition tr3 : s1
C!Noti f y
−−−−−→ s1

C!Noti f y
−−−−−→ s1,

Algorithm 2 Unfold occurrence relation table

Input: A symbolic occurrence table with a clock set C with n clocks.
C = {C1,C2, . . .Cn}
Output: enumerate occurrence relations of N rounds in the matrix R[j][r],
in which j is the index of rows and r is the index of columns (rounds).

for each Ci do

Indexo f (Ci) := 0 {initialisation}

end for

set var j, r :=0

var s := s0

set var Cα := anyone from PreAct(s)

set var Cβ := one from PostAct(s) that satisfies a certain guard

set var s′ ← {s′|s′
Cα−−→ s}

set var s′′ ← {s′′ |s
Cβ
−−→ s′′}

while r � N do

while C � ∅ do

if s = s0 then

r + +; j := 0

end if

for each row in table do

if tr = s′
Cα−−→ s

Cβ
−−→ s′′ then

Indexo f (Cβ )← compute by ftr
R[ j][r] = α_Indexo f (Cα ) ≺ β_Indexo f (Cβ )

C ← C −Cα −Cβ
j + +

s′ ← s; s ← s′′; s′′ ← one from PostAct(s) that satisfies a
certain guard;

Cα := Cβ

Cβ := {Cβ |s
Cβ
−−→ s′′}

end if

end for

end while

reset C with n clocks C = {C1,C2, . . .Cn}
end while

Table 2 Steps 2–4: Unfold rounds, generalize, and deduce clock relations

1st round 2nd round 3rd round sth round . . . Clock relations

!R_0 ≺ ?Cmd_1 !R_1 ≺ ?Cmd_2 !R_2 ≺ ?Cmd_3 !R_(s − 1) ≺ ?Cmd_s . . . C!R ≺ CΔ(1)
?Cmd

?Cmd_1 ≺ !noti f y_1 ?Cmd_2 ≺ !noti f y_3 ?Cmd_3 ≺ !noti f y_5 ?Cmd_s ≺ !noti f y_(2s − 1) . . . C?Cmd ≺ C{2s−1}
!noti f y

!noti f y_1 ≺!noti f y_2 !noti f y_3 ≺!noti f y_4 !noti f y_5 ≺!noti f y_6 !noti f y_(2s − 1) ≺!noti f y_2s . . . C{2s−1}
!noti f y ≺ C{2s}

!noti f y

!noti f y_2 ≺ τ_1 !noti f y_4 ≺ τ_2 !noti f y_6 ≺ τ_3 !noti f y_2s ≺ τ_s . . . C{2s}
!noti f y ≺ Cτ

τ_1 ≺ ?ack_1 τ_2 ≺?ack_3 τ_3 ≺?ack_5 τ_s ≺?ack_(2s − 1) . . . Cτ ≺ C{2s−1}
?ack

?ack_1 ≺ ?ack_2 ?ack_3 ≺?ack_4 ?ack_5 ≺?ack_6 ?ack_(2s − 1) ≺?ack_2s . . . C{2s−1}
?ack ≺ C{2s}

?ack

?ack_2 ≺ !R_1 ?ack_4 ≺!R_2 ?ack_6 ≺!R_3 ?ack_2s ≺!R_s . . . C{2s}
?ack ≺ C!R
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then we get the relation !noti f y_1 ≺!noti f y_2. Then k in-

creases by 1 (k + +), so at this time k = 3 that cannot satisfy

the condition k � 2. So the transition goes out of the loop,

then we have tr4 : s1
C!Noti f y−−−−−→ s1

Cτ−−→ s2. According to the Ta-

ble 1, we know r = 1 (because ftr4 : r = n). Then the state

s2 is similar as the state s1. In the end of this inner loop we

get the first column of the Table 2. Remark that the rows cor-

responding to transitions tr1 and tr5 from the Table 1 have

been eliminated in this process, because the corresponding

loops cannot exit immediately. Then by repeating the second

round, third round, etc, we can get the relations listed in the

second column, the third column of the Table 2, etc., until we

reach the column N.

7.3.3 Step 3: Generalize the occurrence relations

In the Table 2, in each line we get a sequence of occurrence

relations. To induce the corresponding general relation, we

transfer the problem to find a general formula for a sequence

of nature numbers. We could use here standard arithmetic

methods (e.g. Neville’s algorithm [16]) that are able to auto-

matically deduce polynomial formulas for a given set of unre-

peatable natural number sequences. However, such a general

approach would make difficult to estimate the minimum num-

ber of unfolding required for finding the general formula. But

in fact, due to our hypothesis on the independence of the loop

control counters, the formula we seek here will be linear in

the clock indexes, and the length of unfolding may be esti-

mated from the maximum value of the loop indexes. A proof

of this property, and a detailed estimation of the bound, is

out of the scope of this paper. The result of generalisation is

shown in “column s” in the Table 2.

Example 6 Let us go on the Fig. 12 as an example. Since

the loop counter is two, so we need unfold the relations at

most for three times. As shown in the second line of the Table

2, the sequence of occurrence indexes of the clocksC?Cmd and

C!Noti f y are {1, 2, 3} and {1, 3, 5}. According to the Neville’s

algorithm, we can get the general formulas for the clock

C?Cmd as an = n, and for the clock C!Noti f y as an = 2n − 1.

So in the second line, the relation of the s round (∀s < 0)is

?Cmd_s ≺!Noti f y_{2s − 1}.

7.3.4 Step 4: lifting to clock relations

In the last step, we lift the concurrence relations to clock re-

lations, using the clock operators “lift” and “filter” from Def-

initions 3 and 4. This step is straightforward, and the result is

shown in the last column of the Table 2.

8 Generating the timed specification of a
timed-pNet

A timed-pNets node actually consists of a set of holes (J)

with timed specifications (TS j), synchronous vectors (Vi),

and global clocks (CG) generated from the synchronous vec-

tors. Therefore, generating the external timed specification

for a timed-pNets node (called global timed specification

TS g) boils down to compute the global clock relations from

the local timed specifications of its holes (TS j) and the coin-

cidence relations deduced from the synchronous vectors (Vi),

using the properties on clock relations from Section 2.

Definition 14 (global clock relation set) Given a timed-

pNet T -pNets = 〈P, AG,CG, J, ÃJ, C̃J, R̃J ,
−→
V 〉 The global time

specification of T -pNets is the pair 〈CG,RG〉, whereRG is the

global clock relation set deduced from:

1) all local clocks relations R j from its holes;

2) the (coincidence) relations deduced from all its synchro-

nization vectors;

3) symmetry and transitivity of coincidence, transitivity of

precedence.

During this logical saturation process, it may happen that

contradictory relations are deduced, when two clocks would

be proved both coincident and precedent, or precedent both

ways. We call this clock conflicts.

Definition 15 (clock conflicts) Given a timed specification

〈C,R〉:
1) two clocks Cα and Cβ in C are in conflict if either Cα =

Cβ ∧ (Cα ≺ Cβ ∨ Cβ ≺ Cα) ∈ R or Cα ≺ Cβ ∧ Cβ ≺ Cα ∈ R
2) the global clock conflict set of a timed-pNet is the set of

pairs of clocks in conflict in its global clock relation set.

Example 7 Let us take Fig. 9 as an example. From the user

specification in Example 3 (page 10), we know the clock re-

lations of these holes are:

• RCommIni = {C?Cmd ≺ C{2s−1}s∈N
!noti f y , C{2s−1}s∈N

!noti f y ≺ C{2s}s∈N
!noti f y,

C{2s−1}s∈N
!noti f y ≺ C{2s−1}s∈N

?ack , C{2s}s∈N
!noti f y ≺ C{2s}s∈N

?ack , C{2s−1}s∈N
?ack ≺

C{2s}s∈N
?ack , C{2s}s∈N

?ack ≺ C!R ≺ CΔ(1)
?cmd}

• RChannelNt f [m] = {Cc.?noti f y[m]
≺ Cc.!noti f y[m]

≺ Cc.?noti f yΔ(1)
[m]
},

• RChannelAck[m] = {Cc.?ack[m] ≺ Cc.!ack[m] ≺ CΔ(1)
c.?ack[m]

},

• RCommRes[m] = {C?noti f y[m]
≺ C!ack[m] ≺ CΔ(1)

?noti f y[m]
}.

Besides, we derive the clock relations from the syn-

chronous communications defined by synchronous vectors
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as:

• RV1 = {C
{2s−1}s∈N
!noti f y = Cc.?noti f y[1]

= Cnoti f yg1[1]
},

• RV2 = {Cc.!noti f y[1]
= C?noti f y[1]

= Cnoti f yg2[1]
},

• RV3 = {C!ack[1] = Cc.?ack[1] = Cackg3[1]
},

• RV4 = {Cc.!ack[1] = C{2s−1}
?ack = Cackg4[1]

},

• RV5 = {C
{2s}s∈N
!noti f y = Cc.?noti f y[2]

= Cnoti f yg1[2]
},

• RV6 = {Cc.!noti f y[2]
= C?noti f y[2]

= Cnoti f yg2[2]
},

• RV7 = {C!ack[2] = Cc.?ack[2] = Cackg3[2]
},

• RV8 = {Cc.!ack[2] = C{2s}
?ack = Cackg4[2]

},
• RV9 = {C?Cmd = C?Cmdg5 },
• RV10 = {C!R = C!Rg6 }.

Take the relation between the global clocks Cnoti f yg1[1]

and Cnoti f yg2[1]
as an example. It is generated by the syn-

chronous vectors V1 and V2, as well as the relations of

hole ChannelNt f[1]. We deduce the relations Cnoti f yg1[1]
=(RV1 )

Cc.?noti f y[1]
≺(R′ChannelNt f [1])

Cc.!noti f y[1]
=(RV2 ) Cnoti f yg2[1]

, and con-

clude Cnoti f yg1[1]
≺ Cnoti f yg2[1]

.

The formal definition above is not very practical. Actually

by analysing on the interactions between the synchronization

vectors, we can compute a set of global clock relations that is

sufficient to generate the global clock relation set. The Theo-

rem 2 defines the case analysis procedure, and states its cor-

rectness (all relations computed are correct). The next The-

orem 3 will prove its completeness. In Theorem 2, one par-

ticular case may detect a local conflicts between two global

actions, more precisely between two synchronization vectors

representing communications between the two holes. In this

case, we shall signal the conflicts, but produce no relations

between these actions. Other types of conflicts could be cre-

ated by configurations involving more than two holes. These

cannot be detected at the level of this case-analysis proce-

dure. A full conflict detection procedure is out of the scope

of this paper.

Theorem 2 (global clock relation analysis) Given a timed-

pNet T -pNets = 〈P, AG,CG, J, ÃJ, C̃J, R̃J ,
−→
V 〉. Let Hα, Hβ, Hγ

be three holes of T -pNets and CHα ,CHβ ,CHγ ⊂ C̃J be the sets

of clocks of holes Hα, Hβ and Hγ. Let the clocks Cα1 ,Cα2 ∈
CHα , the clocks Cβ1 ,Cβ2 ∈ CHβ , the clock Cγ1 ∈ CHγ , with

CHα
⋂
CHβ
⋂
CHγ = ∅). For each pair of global clocks Cag1

and Cag2 , we enumerate the pairs of synchronization vectors

that are able to generate them, and match them with the fol-

lowing cases (note that both pairs (Cag1 ,Cag2) and (Cag2 ,Cag1)

will be enumerated, so we do not consider symmetric condi-

tions in the cases below). Each match may add a clock rela-

tion in the global clock relation set R:

Case 1 If the global clocks Cag1 and Cag2 are generated

from synchronous vectors

〈. . . ,Cα1 , . . . ,Cβ1 , . . .〉 → Cag1 and

〈. . . ,Cα2 , . . . ,Cβ2 , . . .〉 → Cag2 ,

which are related to two holes CHα and CHβ as shown in Fig.

13(a), then:

1) if Cα1 = Cα2 ∧ Cβ1 = Cβ2 then (Cag1 = Cag2 ) ∈ R;

2) if Cα1 ≺ Cα2 ∧ Cβ1 ≺ Cβ2 then (Cag1 ≺ Cag2 ) ∈ R;

3) if Cα1 = Cα2 ∧ Cβ1 ≺ Cβ2 or if Cα1 = Cα2 ∧ Cβ2 ≺ Cβ1
then a conflict is found.

Case 2 If the global clock Cag1 and Cag2 are generated

from the synchronous vectors

〈. . . ,Cβ1 , . . . ,Cγ1〉 → Cag1 and

〈Cα1 ,Cβ2 , . . . , . . .〉 → Cag2 , which are related to three holes

CHα , CHβ and CHγ as shown in Fig. 13(b), then:

1) if Cβ1 = Cβ2 then (Cag1 = Cag2 ) ∈ R;

2) if Cβ1 ≺ Cβ2 then (Cag1 ≺ Cag2 ) ∈ R.

Case 3 If the global clock Cag1 and Cag2 are generated

from the synchronous vectors

〈. . . ,Cβ1 , . . .〉 → Cag1 and

〈. . . ,Cβ2 , . . . ,Cγ1 , . . .〉 → Cag2 as shown in Fig. 13(c) then:

1) if Cβ1 = Cβ2 then (Cag1 = Cag2 ) ∈ R;

2) if Cβ1 ≺ Cβ2 then (Cag1 ≺ Cag2 ) ∈ R.

Case 4 If the global clock Cag1 and Cag2 are gener-

ated from the synchronous vectors 〈. . . ,Cβ1 , . . .〉 → Cag1 and

〈. . . ,Cβ2 , . . . , . . .〉 → Cag2 as shown in Fig. 13(d) then:

1) if Cβ1 = Cβ2 then (Cag1 = Cag2 ) ∈ R,

2) if Cβ1 ≺ Cβ2 then (Cag1 ≺ Cag2 ) ∈ R.

Otherwise In other cases, this pair of clocks are NOT
directly related in R.

Proof For each of the cases, we prove that the deduced re-

lation is indeed correct with respect to Definition 14.

Case 1 From the two synchronous vectors 〈. . . ,Cα1 , . . . ,Cβ1 ,

. . .〉 → Cag1 , 〈. . . ,Cα2 , . . . ,Cβ2 , . . .〉 → Cag2 ,

we know that Cα1 = Cβ1 = Cag1 and Cα2 = Cβ2 = Cag2 .

1) If Cα1 = Cα2 ∧ Cβ1 = Cβ2 , according to the transitiv-

ity property of “=”, we get the relation Cag1 = Cag2 .
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Fig. 13 The four cases of Theorem 2

2) If Cα1 ≺ Cα2 ∧ Cβ1 ≺ Cβ2 , then we have Cag1 = Cα1 ≺
Cα2 = Cag2 . So using the substitutivity of = w.r.t. ≺, we

get the relation Cag1 ≺ Cag2 .

Case 2 From the two synchronous vectors 〈. . . ,Cβ1 , . . . ,Cγ1〉
→ Cag1 and 〈Cα1 ,Cβ2 , . . . , . . .〉 → Cag2 , we know that

Cβ1 = Cγ1 = Cag1 and Cα1 = Cβ2 = Cag2 .

1) If Cβ1 = Cβ2 , then according to the transitivity prop-

erty of “=”, we know that Cag1 = Cag2 . 2) If Cβ1 ≺ Cβ2 ,

since Cag1 = Cβ1 ≺ Cβ2 = Cag2 , then we have the relation

Cag1 ≺ Cag2 .

Case 3 and Case 4 The proofs are similar to Case2.

Example 8 Let us take again the Fig. 9 as an example to

compute the clock relation between Cnoti f yg2[1]
and Cackg3[1]

.

We know the two global clocks are generated by the vectors

V2: 〈. . . ,Cc.!noti f y[1]
, . . . ,C?noti f y[1]

, . . .〉 → Cnoti f yg2[1]
and

V3 : 〈. . . ,C!ack[1] , . . . ,Cc.?ack[1] , . . .〉 → Cackg3[1]
. We are in case

2), and we know from TS {CommRes[1]} that C?noti f y[1]
≺ C!ack[1] .

So we conclude Cnoti f yg2[1]
≺ Cackg3[1]

.

Theorem 3 (completeness) There exist four and only four

combinations of synchronous vectors, as listed in Theorem 2,

for deducing a relation between a pair of global clocks.

Proof From the timed-pNets definition, we know that there

are two ways to build a global clock: binary communication

and visibility. So there are three combinations:

1) both global clocks are generated by binary communica-

tion;

2) one global clock is generated by binary communication

and another one is generated by visibility;

3) both global clocks are generated by visibility.

Now we analyze the three situations one by one. Given

timed-pNets T -pNets = 〈P, AG,CG, J, ÃJ, C̃J, R̃J ,
−→
V 〉.

1) Let 〈. . . ,Cα, . . . ,Cβ〉 → Cg1 and 〈. . . ,Cγ, . . . ,Cη〉 →
Cg2 (Cα, Cβ, Cγ, Cη ∈ C̃J) be two synchronous vectors gen-

erating the global clocks Cg1 and Cg2. Obviously the four

local clocks Cα, Cβ, Cγ,Cη cannot be in one hole since the

synchronous vectors build binary communications between

holes. If the four local clocks come from two holes, then

the possible combinations are Cα and Cγ are in one hole, the

other two are in another hole. Or Cα and Cη are in one hole,

the other two are in another hole. The case 1 of the Theorem 2

covers the both situations. If the four local clocks come from

three holes, then any two local clocks that come from differ-

ent synchronous vectors must be in one hole, and the rest two

local clocks are in other two different holes. For example, Cα
and Cγ are in one hole, the other two are in other two holes

separately. The Case 2 of the Theorem 2 covers the situation.

Furthermore, the four local clocks cannot be in four holes (or

more than four holes), otherwise there is no local clock rela-

tions in R̃J can be used to deduce global clock relations, so

no direct clock relation can be built between Cg1 and Cg2.

2) Let 〈. . . ,Cα, . . . ,Cβ〉 → Cg1 and 〈. . . ,Cγ, . . . , 〉 → Cg2

(Cα, Cβ, Cγ ∈ C̃J) be two synchronous vectors to generate the

global clocks Cg1 and Cg2. Similar to the proof in the previ-

ous situation, the three local clocks cannot be in one hole and

cannot be in three holes or more. So the only possible combi-

nation is that Cγ and Cα (or Cβ) are in the same hole. The rest
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one is in another hole. The case 3 of the theorem 2 covers the

situation.

3) Let 〈. . . ,Cα, . . . , 〉 → Cg1 and 〈. . . ,Cγ, . . . , 〉 → Cg2

(Cα, Cγ ∈ C̃J) be two synchronous vectors to generate the

global clocks Cg1 and Cg2. The two local clocks cannot be in

two different holes, otherwise there is no local relation can

be find between them. So the only possible situation is that

the two local clocks are in the same hole. The Case 4 of the

Theorem 2 covers the situation.

In conclusion, if the relation of two global clock Cg1,

Cg2 ∈ CG can be deduced by the local clock relations from

R̃J , they must belong to one of the four cases of theorem 2.

9 Assembling a multi-layer timed-pNets sys-
tem

After generating a timed specification for a timed-pNets

node, we can use the generated timed specification to prove

that it would be compatible with the specification of a hole

of a higher-level pNet. This way, a layered tree structure can

be built as shown in the Fig. 14. In this structure, each layer

is an abstraction of its lower layer. The clocks in the lower

layer (at level N) are transparent to its abstract layer (at level

N+1) in which only holes with its timed specification (TS j),

synchronous vectors (Vi) and global clocks (CG) can be seen.

Fig. 14 Layered structure

As we have already mentioned, this construction can be

done in a very flexible way either bottom-up or top-down. So

the consequence of timed-pNets can be open (if it still con-

tains some unfilled holes at the leaves), or closed if all holes

are filled with timed-pNets or timed-pLTSs.

Example 9 We now have all elements required for check-

ing the compatibility of our timed-pLTSs with the holes of the

upper layer pNet. Let us look at “CommIni” as an example:

1) the relation set of the hole “CommIni” for open timed-

pNets is RCommIni = {C?Cmd ≺ C{2s−1}s∈N
!noti f y , C{2s−1}s∈N

!noti f y ≺
C{2s}s∈N

!noti f y, C{2s−1}s∈N
!noti f y ≺ C{2s−1}s∈N

?ack , C{2s}s∈N
!noti f y ≺ C{2s}s∈N

?ack ,

C{2s−1}s∈N
?ack ≺ C{2s}s∈N

?ack , C{2s}s∈N
?ack ≺ C!R ≺ CΔ(1)

?cmd},
2) the relation set of the “CommIni” timed-pLTS com-

ponent from the Table 2 is R′Commini = {C?Cmd ≺
C{2s−1}s∈N

!noti f y ≺ C{2s}s∈N
!noti f y ≺ C{2s−1}s∈N

?ack ≺ C{2s}s∈N
?ack ≺ Cτ ≺ C!R ≺

CΔ(1)
?cmd}.

Since we can easily get R{CommIni} ⊆ R′Commini, according

to Inclusion definition we have TS {CommIni} � TS ′Commini .

Therefore, from the compatibility definition, we know that

the “CommIni” timed-pLTS is compatible with the hole

“CommIni”.

The validations that have been defined in our paper, namely

the compatibility of hole composition, and the conflict de-

tection between timed-pNets synchronization vectors, ensure

some specific validity properties of the global time specifica-

tion of the system, as defined by Definition 14. However, this

does not mean that there cannot be more complex conflicts in

the interactions between more than two holes of timed-pNets,

or more specific timed properties that can be computed from

refined implementations of some sub-nets. In the next sec-

tion, we show how to use simulation with the TimeSquare

tool to address such cases.

10 Simulation

In this section we explain how to use TimeSquare [11] to

detect complex conflicts of timed-pNets. Two inputs are re-

quired by TimeSquare (see the Fig. 15). One is an open

timed-pNets system. Another is a set of refined implemen-

tations. If the closed timed-pNets composed by those re-

fined implementations have no conflicts, we say the closed

timed-pNets are safe. Otherwise, the TimeSquare reports vi-

olations, which means that conflicts exist in the closed timed-

pNets. Before running simulations, the two inputs are trans-

lated into timed specifications that are acceptable format for

TimeSquare. The way of generating timed specifications is

described in Sections 7 and 8.

10.1 Simulation 1

• We take the system shown in the Fig. 9 as an example.

We first build an open timed-pNet node with the timed
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Fig. 15 Property checking by TimeSquare

specifications of holes (TS : TS {CommIni},

TS {ChannelNt f [m]} , TS {ChannelAck[m]}, TS {CommRes[m]}) and

synchronous vectors (Vi), by which we can generate

global clock relations (we call it an abstract spec-

ification). From Section 8, we can get the abstract

specification TS g = 〈Cg,Rg〉 with Rg = {C?Cmdg5 ≺
Cnoti f yg1[m]

≺ Cnoti f yg2[m]
≺ Cackg3[m]

≺ Cackg4[m]
≺ C!Rg6 ;

Cnoti f yg1[1]
≺ Cnoti f yg1[2]

; Cackg4[1]
≺ Cackg4[2]

}. Then we im-

port the timed specifications of the refined implementa-

tions of those holes (TS ′: TS ′{CommIni}, TS ′{ChannelNt f [m]} ,

TS ′{ChannelAck[m]}, TS ′{CommRes[m]}) to replace TS . The

timed-pNets node that composed by these refined im-

plementations is called closed timed-pNets node. And

its global clock relations is named concrete specifica-

tion TS ′g.

• Result of Simulation 1: the Fig. 16 illustrates the con-

crete specification TS ′g. In this figure, each line demon-

strate a clock and the black arrows demonstrates the

precedence relations. For simplification, here we rep-

resent two cycles of simulation. From the figure we

Fig. 16 System specification checking

can see that the abstract specification TS g is satisfied by

the refined concrete system since we have TS g � TS ′g.

10.2 Simulation 2

• In this simulation, we choose TS ′{UpdatedCommIni} =

{C?Cmd ≺ C{2s−1}
!Noti f y ≺ C{2s−1}

?Ack ≺ C{2s}
!Noti f y ≺

C{2s}
?Ack ≺ C!R ≺ CΔ(1)

?Cmd}, TS ′{UpdatedCommRes[m]} =

{C?Noti f yIn f o[m] ≺ CExchangeIn f o[m] ≺ C!Ack[m] } and we

add a synchronous vector between hole CommRes[1]

and CommRes[2] to get a new relation RVnew =

{CExchangeIn f o[1]
= CExchangeIn f o[2]

= CExchangeIn f og11
}. Ob-

viously, the updated implementation of hole CommIni

is compatible with the abstract timed specification of

this hole TS {CommIni} since we have TS {CommIni} �
TS ′{UpdatedCommIni} . And the same to the other two

holes CommRes[m] since we have TS {CommRes[m]} �
TS ′{UpdatedCommRes[m]}.

• Result of simulation 2: by simulation, we found viola-

tions as shown in Fig. 17.

Fig. 17 Conflict Detected

• Analyzing the result: by analyzing our updated closed

timed-pNets, we found out that the conflict is caused

by a cycle represented in the Fig. 18. In this figure, ac-

cording to the Theorem 2, we can get the set of global

relations as {CNoti f yg1[2]
≺ CNoti f yg2[2]

≺ CExchangeIn f og7 ≺
CAckg3[1]

≺ CAckg4[1]
}. Obviously, relation {CNoti f yg1[2]

≺
CAckg4[1]

} is hold in terms of the transitivity property

of precedence relations. However, by using the theo-
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rem 2 again, from the TS ′{UpdatedCommIni} we can get

the relation {CAckg4[1]
≺ CNoti f yg1[2]

} which is in con-

tradict with the relation {CNoti f yg1[2]
≺ CAckg4[1]

}. To fix

the conflict, we need to find another implementation

that is still compatible with these holes without making

conflicts. For our example, we can just simply change

the TS ′{UpdatedCommIni} to TS ′{FixedCommIni} = {C?Cmd ≺
C{2s−1}

!Noti f y ≺ C{2s}
!Noti f y ≺ C{2s−1}

?Ack ≺ C{2s}
?Ack ≺ C!R ≺ CΔ(1)

?Cmd}.
And in the end, by simulation, no conflict exists any

more.

Fig. 18 System specification checking

11 Related work

Some formal models or frameworks with time constraints

have been proposed to describe time systems.

Globally asynchronous locally synchronous (GALS) [17]

is a model of computation that allows to design computer sys-

tems consisting of several synchronous components interact-

ing with each other with asynchronous communication, e.g.,

FIFOs. It can be used both in software and hardware. In soft-

ware, these synchronous components usually are specified as

finite state machines (FSMs) and the asynchronous commu-

nication between them is modeled with a buffer [18]. The

idea of the GALS approach provides a methodology for com-

bining concurrent embedded systems within loosely coupled

systems. Similar to the idea of GALS, Serrano designed the

HipHop language [19] that follows the synchronous reactive

model of the Multiclock Esterel [20] to specify reactive pro-

gram by dealing with abstract events and their reactions.

Our model partly takes this idea to specify both syn-

chronous and asynchronous communication. The main differ-

ence is that we specify the synchronous components as timed

specifications (a set of clocks and clock relations) instead of

FSMs. Moreover, the synchronous communications are spec-

ified by the coincidence relations between clocks that come

from different timed specifications, while the asynchronous

communications are modeled by channels in which prece-

dence relations are applied on two clocks.

Timed-automata [21] is famous for modeling the behaviour

of real-time systems. They provided a simple and powerful

way to annotate state transition graphs with time constraints

using finitely real-value clocks. Closure properties, decision

problems as well as automatic verification of real-time re-

quirements were considered in timed-automata and supported

by several tools like UPPAAL [22]. Timed-automata can be

a good reference for building and verifying timed models.

However, the clocks in timed-automata are a finite set of real-

valued clocks whose values increase all with the same speed.

This feature does not help us to model systems consisting of

independent-clock devices, since these clocks from different

devices may have different speed.

BIP [23] is a framework for the incremental composition of

heterogeneous components. It allows building complex sys-

tems by coordinating the behaviour of a set of atomic compo-

nents. The methodology based on the theory that components

are obtained as the superposition of three layers. The lowest

layer are the component behaviours that are described as au-

tomata extended with data and functions. The intermediate

layer includes a set of connectors describing the interactions

between transitions of the behaviours. The upper layer is a

set of priority rules describing scheduling policies for interac-

tions. BIP encompasses heterogeneity. It provides a powerful

mechanism for structuring interactions involving strong syn-

chronization (rendezvous) or weak synchronization (broad-

cast). Synchronous execution is characterized as a combi-

nation of properties of the three layers. However, modeling

timed components in BIP involves references to a specific

“tick” port expressing the passage of (discrete) time, and such

“tick” events must be synchronized between various compo-

nents of a system, before computing worst case execution

time (WCET) or task period properties. With contrast to this

approach, we do not want to assume the existence of a single

reference clock, but rather let the various clocks as unrelated

as possible.

Modeling and analysis of real-time and embedded system

(MARTE) [24] is a special extension of UML for modeling

real-time embedded systems. It defines the standard model-

based description for real-time and embedded systems and

provides facilities to annotate models with information re-

quired to perform specific analysis. It supports modeling and

analysis of component-based architectures, as well as a va-

riety of different computational paradigms (asynchronous,

synchronous, and timed). Recently, the idea of logical time

and clock constraint specification language (CCSL) has been

introduced into MARTE for its extension of modeling dis-

tributed systems. So it can be used to check the communica-

tion and causality path correctness by introducing event rela-

tions into models. However MARTE UML is large and com-
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plex. It comprises many different concepts and semantics that

we do not need. Since we would like to keep the semantic as

simple as possible, we choose pNet instead of MARTE to

imply our idea.

Programming temporally integrated distributed embedded

systems (PTIDES) [25] serves as a coordination language

for model-based design of distributed real-time embedded

systems. It extends the discrete-event model of computation

with a carefully chosen relationship between real time and

model time. PTIDES provides a framework for exploring a

family of execution strategies for distributed embedded sys-

tems so that it can directly confront the multiform nature of

time in distributed systems. Simulations of it can simultane-

ously have many time lines, with events that are logically

or physically placed on these time lines. As far as we know,

they have some semantics for the interactions between events

to model the communications of distributed systems. How-

ever, we need more mature communication mechanism like

asynchronous communication, broadcasting, as well as more

compatible way of modeling system, which are not yet sup-

ported in PTIDES.

Timed Petri nets (TdPNs) [26] is one of several mathemati-

cal modeling languages for the description of distributed sys-

tems. It is widely used for the modeling and analysis of con-

current systems with time-dependent behaviour like commu-

nication systems. It includes a set of directed bipartite graphs,

in which the nodes represent transitions (i.e. events that may

occur, signified by bars) and places (i.e. conditions, signified

by circles). The directed arcs describe which places are pre-

and/or post- conditions for which transitions (signified by ar-

rows). Each arc associates with an interval (or bag of inter-

vals). In TdPNs, each token has an age. This age is initially

set to a value belonging to the interval of the arc which has

produced it or set to zero if it belongs to the initial marking.

Afterwards, ages of tokens evolve synchronously with time.

A transition may be fired if tokens with age belonging to the

intervals of its input arcs may be found in the current config-

uration. Compare to timed Petri nets we use a total different

way by means of label transition system (LTS) to model the

system behaviour. Our model graph comprises some number

of states, with arcs between them labeled by activities of the

system. We choose to model our system by means of action

based LTS because: 1) our goal is to check the correctness of

system communication behaviour, not to verify the correct-

ness of programming computations. So we hide the unneces-

sary detail information like state variables, and just highlight

the information that related to communication behaviour like

actions. 2) By this way, we can easily model our system in

a compact and hierarchical way since the action based LTS

do not show the details information of states (each state is an

abstract node).

Spatio-temporal consistence language (STeC) [27], pro-

vides a location-triggered specification as well as operational

semantics and denotational semantics [28] for describing dis-

tributed system with time and location constraints. Syntax

and semantics of the language have been proposed to ad-

dress the issue of spatial-temporal consistence for real-time

systems. The language specifies the time and location con-

strains for each action, and then computes the execution time

of processes. However, since our model mainly focus on time

properties, we set the information as parameters that are sent

by physical part of our system. Typically, in our use-case we

sometimes need check car’s locations, but such data is not

treated at the same level as time information. This is quite

different from what the STeC does by adding location con-

strains. This way, we can separate our model from physical

part of system and focus on modeling the communication be-

haviour of Cyber part.

These previous efforts are important since they provide

crucial insights on building the timed-model for real-time

systems, or contribute to mechanisms and strategies that can

be used to model our system.

12 Conclusion

This paper proposed a flexible time-related behavioural se-

mantic model (called timed-pNets) for modeling communi-

cation behaviours of distributed systems. This model is able

to build a hierarchical tree structure by composing the com-

ponents of the systems. The refinement and compatibility of

the timed-pNets are considered in the paper. A concrete ex-

ample throughout the paper is given to represent how to build

hierarchical specifications and how to refine them. In the end,

we use the TimeSquare tool to check the compatibility of the

refined system.

Three advantages are implied in our model: first, by intro-

ducing logical clock relations, timed-pNets are able to spec-

ify the system time-related communication behaviour con-

strains without relying on a physical common clock; sec-

ond, by using timed specifications, our model is easy to be

composed and has the capability of building a hierarchical

structure; the last but not the least, timed-pNets can model

the heterogeneous systems including synchronous and asyn-

chronous communications by taking advantage of channels.

We believe that the timed-pNets are helpful for analyzing the
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time-related behaviours of distributed systems including cy-

ber physical systems.
However, since our timed specifications include only two

relations (coincidence and precedence), they are not simple

to specify some system behaviours like choice. This paper is

the foundation for our model, and we are working on the next

step, including logical compositions of timed specifications

and time bound analysis. Besides, a natural question arises

about the scalability and the efficacy of the proposed analy-

sis approach on larger case studies. In our future work, we

plan to apply the proposed analysis techniques on larger case

studies and check the scalability. We also plan to write a tool

to automatically generate timed specifications and check its

performance.
Apart from the compatibilities, our model can also be used

to check the logical correctness properties. But more interest-

ing properties are time properties such as deadline property

that expresses whether system communications can be suc-

cessfully finished before a certain deadline. To check this

property, we shall choose a reference clock and specify the

delay constrains in terms of the reference clock. In this paper,

even though we define delay variables for actions, we do not

provide a way to specify delay constrains here, because it is

not a main topic for this paper. In our future work we will ex-

tend the model for specifying the delay constrains and check

system time properties. Furthermore, we plan to extend the

current model timed-pNets to a new duration-pNets so that

we can describe the system behaviours whose executions

take time. It also looks interesting to translate our model to

boolean automata to verify the system properties.
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