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Abstract: This report casts surface registration as a problem of findirset of discrete correspon-
dences through the minimization of an energy function eretbwith geometric/appearance similarities
and higher-order deformation priors. Two higher-ordepbrhased formulations are proposed under differ-
ent deformation assumptions. The first formulation encdldessometric deformation based on conformal
geometry in a higher-order graph matching problem, whicéoised through dual-decomposition and is
able to handle partial matching. Despite the isometry apsiom this approach is able to robustly match
two sparse feature point sets on two surfaces even undgrgeiavily anisometric deformation. Neverthe-
less, its performance degrades significantly when extetawpdrforming anisometric registration for a set
of densely sampled points. This issue is rigorously adédessbsequently through a deformation model
that is able to handle arbitrary diffeomorphisms betweem swrfaces. Such a deformation model is then
introduced into a higher-order MRF formulation for densdeste registration, which we solve with a new
parallel and memory efficient algorithm. To deal with thelpbitive search space, we design an efficient
way to select a number of matching candidates for each pbithesource surface based on the matching
results of a sparse set of points. Our method is validateditiir a series of experiments demonstrating its
accuracy and efficiency, notably in challenging cases geland/or anisometric deformations, or meshes
that are partially occluded.
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Principes de Graphes d’Ordre élevé pour le Recalage Non-Rigide de
Surfaces 3D

Résumé : Ce rapport formalise le probleme du recalage de surfacesoB@Dne la recherche d’'un
ensemble de correspondances discrétes, par la mininmghtioe fonction d’énergie basée sur des simil-
itudes géométriques et d'apparence, et des a priori d'a@igne sur la déformation. Deux formulations
a base de graphes d’'ordre élevé sont proposées sous diéftgypothéses de déformation. La pre-
miere formulation encode la déformation isométrique, dipde géométrie conforme, dans un probleme
d’appariement de graphes d’ordre élevé, qui est résolu @aordposition duale et est capable de gérer
les cas de correspondance partielle. Malgré I'nypothédserétrie, cette approche est capable de mettre
en correspondance de maniére robuste deux ensemblegmliégsle points sur deux surfaces, y com-
pris lorsque celles-ci subissent une déformation fortearaeisométrique. Cependant, sa performance
se dégrade de maniére significative lorsqu’elle est éteaduecalage anisométrique d’un ensemble de
points a forte densité. Ce probléme est rigoureusemet# par la suite a travers un modele de déforma-
tion capable de gérer des difftomorphismes arbitraire® elgux surfaces. Ce modeéle de déformation
est introduit dans une formulation MRF d’ordre élevé pourdealage dense de surfaces, que nous ré-
solvons avec un nouvel algorithme paralléle et efficace enee de mémoire. Pour traiter 'espace
de recherche prohibitif, nous concevons une méthode effipaar sélectionner un ensemble de corre-
spondants potentiels pour chaque point appartenant aflcewsource. Cette méthode est basée sur les
résultats d’appariement d'un ensemble clairsemé de paNttre méthode est validée au moyen d’'une
série d’expériences qui démontrent sa précision et soraeiic notamment dans les cas difficiles ou des
déformations importantes et/ou anisométriques sont pt€seou lorsque les maillages sont partiellement
cachés.

Mots-clés : Recalage de Surfaces 3D, Appariement de Graphes d’ordré, &&ométrie Conforme,
Champs de Markov Aléatoires d’ordre élevé
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1 Introduction

The problem of finding the correspondences between two oe sumfaces is the prerequisite for many
applications in computer vision and medical imaging suclrepe recognition, deformation transfer,
and object recognition [19]. Furthermore, the prolifesatiof 3D content é.g, [1I, 57,[74,[82]) has
further enhanced the need of developing a robust surfacsnaipn method, in particular f@D shapes
undergoing large, non-rigid deformations and/or are aegluiith a high level of noise.

Surface registration approaches can be classified as eittramsic (where the coordinates for each
point on the surface is known,g, [8]), or intrinsic (where the surface is represented inrapetrization
spacege.g, [15]). In order to handle surfaces undergoing large deédions, directly searching in their
extrinsic space is often intractable due to the large degreeeedom in the non-rigid deformations of the
shapes. In contrast, intrinsic space based methods cadficggtly reduce the complexity of the problem
by representing the shape in a space that is invariant taicgypes of deformations.

In the most general case, intrinsic space based methods@dkat two surfaces undergo origp-
metric (i.e., distance or metric preserving) deformations. Such annagon can be a rough approx-
imation for the deformations of most real-world objects.at8tof-the-art intrinsic space based meth-
ods include geodesic/exponential maps I([13, 14]), cordbmmaps ([73[ 77 81]) and diffusion maps
([51,58]). Among these approaches, only conformal mapsigeoca closed-form solution to the dense
surface matching problem. The solution is characterizeth®ydbius transformation in the uniformiza-
tion domain, which requires the determination of up to thtegespondences between two surfaces.
Conformal maps can also be directly generalized to anisicraformations as shown ihl[2], where a
guasi-conformal mapping was able to handle arbitrary differphisms between two surfaces.

Although conformal maps are well-suited for establishiegge correspondences between surfaces
undergoing large deformations, relying on a single mapj@rften sensitive to noisy input, or boundary
conditions. It is therefore necessary to consider the spmedences obtained from multiple mappings
and define robust metrics to handle uncertainties in thetinpu this purpose, graph-based approaches
have been very successful in handling noisy input and oicela$38/ 70].

In this paper, we cast the surface registration problemth@search of the correspondences for a dis-
crete set of points on the surface. We show that the defoomatinstraints between two surfaces can be
represented by up to third-order interactions among theise gets. Thus, finding the optimal registration
boils down into the determination of the optimal matchingddigher-order graph by minimizing an en-
ergy which constrains the quality of any possible matchirgefficiently integrate the powers of intrinsic
space-based methods and graph-based approaches, weggmpgsaph-based formulations to solve the
sparse and dense surface registration problems respgcéillewing us to achieve both efficiency and
accurate dense surface registration results.

In the first stage, we formulate the surface registratiorblero as a higher-order graph matching
problem that integrates both extrinsic matching costg,(texture, curvature and normal consistencies)
and intrinsic deformation metric (deviation from isometinspired by [47]), which is solved using the
dual-decomposition technique [42]. Despite its succesggistering sparsely sampled points, the de-
formation metric[[4V7] is only robust to points on the surfdbat are far apart. When the points to be
registered get dense, any possible triplet matching wasddlt in a small distance measure, leading the
metric to be no longer discriminating.

Towards a dense surface registration, for the sake of madatacy, we propose a novel local surface
deformation model to characterize arbitrary deformatibesveen two surfaces. Our new deformation
model is derived using the ideas in Riemannian geomeiry if23yhich a shape is equipped with a
metric tensor at each point in the parametrization domauor. aRy given point, we consider a special
canonical parametrization of the shape whose metric textgbat point is Euclidean, leading to a generic
deformation descriptor, canonical distortion coefficie(@DCs), which can be efficiently computed in
the discrete setting. With the above deformation model, erenfilate the dense surface registration
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into a higher-order MRF optimization problem. Furthermave design an efficient matching candidate
selection scheme for any point on the surface based on thth&t@ny three correspondences determine
a unigue closed-form solution to establish the mapping eetwiwo surfaces, together with a parallel
optimization algorithm, to efficiently solve such an MRF Iplem.

In summary, the main contributions of this paper include:

A higher-order graph approach for the surface registnatiat deals with anisometric deformation
between two surfaces.

» A novel surface deformation model for anisometric defaforaand its use in a proposed higher-
order MRF formulation for dense surface matching.

¢ An efficient implementation of the higher-order MRF optaaiion that requires minimal memory
and achieves significant speedup by parallel acceleration.

Note that the idea of using multiple Mébius transformatiomduced by any three correspondences to
achieve dense registration first appeared in the confenars@n of this papei [79], which is extended
in later works such a§[35].

This paper is organized as follows: In SEc]1.1, we reviewateel work on surface matching, graph
matching and MRFs. An overview of our surface registratigstem is given in Se€.1.2. Following this,
we present in detail our sparse surface registration dlgorbased on higher-order graph matching as
well as its optimization in SeEl 2, and the dense surfacehirayalgorithm based on higher-order MRFs
also together with its optimization in Sdd. 3. The implenatioh details and experimental results are
given in Sed ¥ and we conclude the whole work in §éc. 5.

1.1 Related work

Modeling surface deformation is a very challenging task uthe large degrees of freedom that exist
in real-world deformations. The “rigidity” assumption hasen widely used, as a trade-off between the
quality in deformation approximation and the simplicityagamputation. Existing deformation models
either characterize thégidity in the extrinsic space or in the intrinsic space.

The choice of extrinsic representations of shapes in theepiee of global rigid deformationg., ro-
tation and translation) was handled in the literature egtiaely through the iterative closest points (ICP)
[8] method with various extensions.(, [16,[29]). However, global rigidity does not take into agno
bendable shapeg.g, garments or rubber bands). Hence the notiolocél rigidity has been proposed
endowing the assumption that the deformation between teal orresponding neighborhoods is rigid
(e.g, [30Q]). It should be noted though that searching for theepondences between two surfaces with
large deformations directly in the original extrinsic spacay suffer from high computational complexity.

In a number of applications/computer vision tasks such gistration of subtle facial expressions,
there are localized, high degrees of freedom deformatidhsrface representations through distance
functions and expression of the surface registration prakds a volume registration one were studied
initially to provide a dense solution to the correspondemoblem [31[489, 52]. Such methods could han-
dle a reasonable but still limited amount of deformations tiuthe regularization constraints imposed on
the deformation field. To tackle large scale deformatioegeral approaches have been developed to ob-
tain dense point correspondences by representing thesarfa a canonical domain which preserves the
geodesic distances or angles|[13,[14 73 717, 81]. Suchsemagions usually require an initial set of fea-
ture correspondences or boundary conditions. Given r8iisgcan data with varying scales, boundaries
and resolutions, the performance of the above methods iprmmised from the fact that it is difficult
to find reliable feature point correspondences and comsistgundary conditions. Furthermore, since
most surface deformations are not perfectly isometriglg@onsidering intrinsic information introduces
approximation errors to the matching result. Due to the ebuentioned issues,|[5,163,164] proposed to
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Figure 1:Overview of our algorithmic framework for surface registration axdbed in Sed_T12.

search for the correspondences using probabilistic fatituils based on geodesic distances. Neverthe-
less, issues like the computational complexity and inamuof geodesic distance towards establishing
dense correspondences reduce the applicability of the®dseto a limited number of correspondences.
An alternate approach for searching correspondences imtitigsic space is to parameterize the shape
into a high dimensional space such that its Euclidean distapproximates the intrinsic properties of the
surface. For example, the idea of diffusion map based met[i[58] is to represent the shape in an
embedding space that preserves the commute time, whichdadvantage of being robust to topological
changes. To overcome the high computational complexitgtat#ishing point correspondences, the idea
of functional maps[[50] was proposed to establish the cparedences in the functional space, which is
only limited to shapes with bijective mapping.

Graph matching is a powerful framework for establishingdea correspondencels| [3,118], able to
combine multiple matching metrie(g, appearance similarity and geometric compatibility) tigle the
integration of singleton, pairwise or higher-order intgiens between nodes into a potential function
(e.g, [24,[67]). It has been employed by many existing workg{ [6],[7]) to encode contextual con-
straints between feature points for high-level applicagiémostly for images) such as object recognition.
However, its use i3D surface matching is very limited, probably due to the faet imnore sophisticated
metrics are required in order to model the spatial infororabietween points on the surfaces!|[69]. Nu-
merous optimization methods have been proposed to sohgrdipé matching problem, such as spectral
relaxation methodse(g, [21),[46]), methods based on continuous relaxatég,([56,[66]),etc. Besides,
[67] proposed a novel pairwise graph-matching algorithiselddeon the dual-decomposition framework,
which can provide certain optimality guarantee on the mhut

Markov Random Fields (MRFS) [70], in particular pairwise B have been widely applied in many
fields in computer vision, such as image segmentation, Gteletection and registratiorfc. [9]. Re-
cently, the applications of higher-order MRFs in computision have become more and more popular,
along with the development of inference methoelg)( [32,[4375]). Compared with pairwise models,
higher-order MRFs allow a better characterization of st among random variables.g, [36,(54]),
e.g, when we want to model measurements involving more than aviables €.g, [4, [28]) and/or to
characterize invariant statisti¢s [71] 72].

1.2 System Overview

Let us now provide a brief overview (Figl 1) of the proposedate registration system that handles the
dense correspondence problem in a hierarchical mannersesparface registration and dense surface
registration. Preliminary versions of this system werecdbed in our earlier work [78.79].

In the sparse feature matching stage, an initial set of sdaegure points are selected without loss
of generality according to geometric principles (amongldeal maxima of Gaussian curvatufe [47] or
the average geodesic distance function [35] from the inpifasesS; and.S;). On these points we find
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ns correspondences between the two feature getss p?,i = 1,...ng, using a higher-order graph
matching algorithm (Se€l 2).

Once such correspondences have been established, thefelaiuse matching stage relies on them
to constrain the local search space for each point on thac(Sed13). Since every three correspon-
dences determine a unique conformal map between two sarfagesparse correspondences give us
(Tg) candidate matching points ofy for any pointp € S;. These points are then pruned and clus-
tered to obtain meaningful matching candidates for eachtg@ec[4.IR). Given the discrete set of
candidate correspondences for each poinfgrthe dense surface registration problem becomes combi-
natorial. To impose constraints on the deformation fieldintr@duce a generic local surface deformation
model defined on the triangulated graph of these pointS;omith meaningful candidate matching points
(Sec[31). Finally, a higher-order MRF optimization isrttfermulated and solved to obtain the optimal
dense registration result (S€c.13.2 and £eg¢. 3.3).

2 Sparse surface registration using higher-order graph matching

In this section, we present our sparse surface registratgmrithm based on a higher-order graph match-
ing formulation. First of all, we introduce the higher-ordgaph matching problem and in particular a
general pseudo-boolean formulation.

2.1 Pseudo-boolean higher-order graph matching

Let us denote by?, and P, two sets of points, an®® = P, x P, the set of possible correspondences
betweenP; andP,. We define the boolean indicator variable

1 ifa= (pt,p?) € Pis an active correspondence
Lag = .
0 otherwise,

wherepl € P, andp? € P, denote the two points involved in correspondenceA basic constraint
imposed on the matching configuration is that each poin®ins mapped to at most one point if,
while for each point inP, there is at most one point iy mapping to it. Therefore, we have the set of
feasible solutions defined as,
C= {X c {0, 1}P1><P2| Z Ti,j S 1, Z Ti,j S 1,
i€ Py jEP2

Vi € P, andvj € Pr}. (1)

Note that a point is allowed to have no active correspondenerder to deal with partial matching. With
the above constraints, the higher-order graph matchinglgmocan be formulated as follows:

Iilelél{E(X‘G) = Z Oaza + Z OabTazpt+

a€P (a,b)ePXP

Z eabcmaxbxc}7 (2)
(a,b,c)EPXPXP
whered,, is the matching cost for each correspondenee P, 6, for a pair of correspondencés, b) €
P x P, andd,,. for a triplet of correspondencés, b, c) € P x P x P. In fact, the matching constraints
can be reduced to pairwise terms in the energy function. Mpeeifically, we observe the following
equivalence:

Vi € 1317 Z Ti 5 <1
JEP
iff min > %@ w0 =0 ©)

Fioj il g1

33" € P2, #3"

RR n° 8607
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whered> is a sufficiently large number. We us¥ = {(a,b)|a,b € P,a # band(p} = p} orp? = p?)}
to denote the set of pairs that encodes the matching camtstifair all the correspondences. Thus, the
general higher-order matching problem can be formulatedeafollowing pseudo-boolean optimization

problem [10]:
min  {E(x[0) =Y fuxa+ D> OupTazst

xe{0,1} 1% P2

a€P (a,b)ePXP
Z Gooxaxb + Z 6abcmaxbmc}~ (4)
(a,b)ePC (a,b,c)ePXPxP

The above formulation is general and is able to handle parasching by properly defining the potentials.
Because of the positive weight° that encodes the matching constraint, the energy functioom-
convex[11], and in general this is an NP-hard problem [10je &dvantage of the pseudo-boolean for-
mulation is that theoretically any higher-order terms canréduced into a quadratic terin [10] which
can be done efficiently [32]. For its optimization, we addp flexible dual-decomposition technique
[42]. Before discussing the details of the optimizatiornteque, we first introduce the application of a

higher-order graph matching formulation to the problemuwsface matching.

2.2 Higher-order graph matching for sparse surface matching

In the context of the above general higher-order graph mragdiermulation, the singleton terms define
both appearance and geometric similarities, the paingisaeg constrain the matching solution space (see
Eq.[d) and the higher-order terms encode the intrinsic dedtion errors.

Singleton potentialsFor each corresponden¢g;, p2) we consider both the geometric and texture in-
formation to define its potential as in [65]. We consider tfeu&sian curvature cufy) at pointp, which

is invariant under isometric transformatiohs|[22], andteheure value tefp) at pointp if available. The
singleton potential for a corresponderigg, p?) is defined as

0; = (cunv(pa) — curv(pz))” + Xo(tex(pa) — tex(pz))’, (6)

where )\, balances the weight between the curvature and the textimeriation. Similarly, other geo-
metric features can also be considered such as spin-inagks [

Pairwise potentialsWe use pairwise potentials to encode the mapping congtrfainthe graph matching
(see Sed.211), by settig® andd,,;, in Eq.[4 to bel0® and0, respectively, in our experiments.
Higher-order potentials The uniformization theorem [25] states a3y surface can be flattened confor-
mally to a canonicaD domain. Within such a mapping each feature ppihtis a parametric coordinate
in the complex plane, € C. The flexibility of this conformal mapping is representedsblylobius trans-
formation, which can be uniquely determined by fixing the piags of any three points on the surface
to the2D parametrization domain. Inspired iy [47], we compute tlaaming score between two triplets
as the deformation error based on the Mdbius transform adedbelow.

Given two surfacesS; and Sz, and a mapping frodpl,pt,pt} C Sy to {pZ,pZ,p?} C Sa2, we
first determine the associated Mobius transformatidiiz) andm?(z) that map each triplet to a prefixed
configuration{ei%”,ei%",em} c C, whereC represents the complex domain. Such transformations
essentially equip each point on the surfageand.S; with a new coordinate i. Let us denote the new

coordinate for each poinptasz(p) € C.
Similar to [47], we establish correspondences betweenthesétsP,  S; andP, C S, by search-
ing for the mutually closest point correspondence set utisenew coordinates, denoted as:

Mape ={(p1,p2)|p1 € P1,p2 € P2,
Vps € Po\ {p2}, |2(p1) — 2(p2)| < |2(p1) — 2(p2)|,
VoL € P\ {p1},|z(p1) — z(p2)| < |2(p1) — 2(p2)[}

RR n° 8607
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Figure 2: An example shows the ambiguity by considering only the intrinsic informafldve matching scores in
(a) and (b) are the same from E¢. 6 based on the M6bius transforre, thie distances between the matching features
are identical. However, such ambiguity can be avoided by adding the sgtsimilarity information é.g, normal

and curvature).

and define the deformation error as

Eae= Y. |z(p) —2(p2)|. (6)

(p1,P2)EMgpe

Note that bothM ;.. and E,,.. are computed by aligning;. to p7, wherek € {a, b, c}. Given.M ;. and
E.., we then define the M6bius matching potential as follows,

{ Babe 1 jf Labe g

Mébius __

s [Mapel? [(Mapel

; 7
1/[Mape| otherwise

Here| M| denotes the number of valid correspondencesdaisda threshold to rule out unlikely cor-

respondences (in our experimeht= 0.1), without which the minimization problem of Efl 2 would

encourage as many correspondences as possible even whemnftiram do not match. Intuitively, the

more matching pairs and the smaller the distance betweese tmutually closest pairs, the lower the

potential energy.

However, considering the Mdbius energy alone can introdecein ambiguity since it only encodes
isometric information (an example is shown in Hif. 2). Tooles such an ambiguity, we consider the
Gaussian map of the surface. The Gaussian map is defined amppng of the normal at each point
on the surface to the unit sphere][22], which encodes th@sidrgeometric information of the surface.
In order to avoid ambiguities in orientation, the order afte&iplet on the Gaussian map is constrained.
Two triplets have the same orientation if and only if the daieant of their normals have the same sign.
Therefore, we have

QGaussian: 0 if det(ng” ni, l’li) det(ni, ng» 1’13) >0
abe 1/|Masc| otherwise
Heren; € R? denotes the normal at pointanddet(n,, n,, n.) denotes the determinant of tBex 3
matrix [n,, ny, n.|. This is introduced as a soft constraint in our frameworkaose in the extreme case,

the normal can reverse its orientations when the surfacergods very large deformations. Finally, the
triple potential for each possible triple matchiqg, pi, pl) — (p2,p3,p?) can be defined as

Buse = MOMSPS 4 Ao ®

After the potentials of the graph matching problem (Bq. 4)defined, we next discuss its optimization.

RR n° 8607
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2.3 Optimization and computational complexity

The idea of dual-decomposition is to re-formulate the oagjiproblem as the union of several sub-
problems that are easier to solvel[41] 42]. For the graphhimgroblem in Eg[R2, lef denote the
vector of the weights of the singleton, pairwise and tripégtns, and/ denote the set of subproblems.
The decomposition is represented byx|0) = > ., po E?(x|07), wherep, is the weight for each
subproblem. Then the original problem is solved by updatiegarameteft” of each subproblem that
increases the energy of the dual problem. Moreover, we hevtotlowing decomposition constraint:

> pet” =0. (9)

oel

If we can find a lower boun@,, (67) for each subproblen.e., ®,(67) < min, E°(z|07), then we can
obtain a lower bound for the original probleire.,

®O) =D pa®a(07) <Y paE(x]07) = E(x[0). (10)
oel oel
This lower bound is to be maximized using projected subgradnethod so that a solution to the original
problem can be extracted from the Lagrangian solutionis [42]
In particular, we decompose the original problem into tHe¥ang three subproblems:

1. alinear subproblem which considers only the singleton tefm,,_ , 0,,. This linear subprob-
lem is also known as the linear assignment problem and caolbedsefficiently by Hungarian
algorithm [3].

2. ahigher-order pseudo-boolean subproblenby reducing the higher-order termgih 2 to quadratic
terms [10] which can be solved by the QPBO algorithni [39]. eHee employ([32] for the reduc-
tion.

3. alocal subproblemwhich divides the original surface into small regions andsuan exhaustive
search to find the optimal solution in each small region.

Opposite to[[6]7] that only considers pairwise subproblentsgher-order pseudo-boolean subproblem is
introduced because of the higher-order terms irEq. 2. Afvéring the subproblems, the dual variables
{67} are updated by projecting to the space that satisfieBlEq), 742

For the dual-decomposition algorithm above, the most esigerstep in each iteration is the max-flow
computation. In our paper, we employ the popular implentemrtan [44], whose worst case complexity
is O(mn?|C|), wherem is the number of edges; is the number of vertices, anld’| is the cost of
minimum cut. Assuming we seled®, | and| P, | feature points from two surfaces, there @@p; |?| P |?)
possible triplets, each represented by a higher-orderitetn.[2.

3 Dense surface registration using higher-order MRFs

Given the solution to the sparse surface matching problessemted in the previous section, we now
look at the problem of dense surface registration. The mbagtatles in extending the sparse matching
approach to dense come from [)odel accuracy the optimality properties of the obtained solution
degrade as the sampling points goes dense, since the Mohtaking potential defined in EQl 7 is only
discriminating when the features are far apart. A new p@kfunction is desired that is able to encode
the localized, anisometric deformations in the local Seapace obtained from the sparse matching. (ii)
Computational complexitywhen the number of sampling pointsbecomes large, it is computationally
expensive to solve the higher-order graph matching prokiece the graph structure would grow in the
order ofO(n") if we consider all possible triplets.

RR n° 8607
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To overcome the above issues, we build up a novel higher-btB8&-based dense surface registration
method by introducing a set of new elements: (i) a new deftananodel; (ii) a higher-order MRF model
for determining the optimal instance of this deformationd®lo (iii) an efficient matching candidate
selection scheme; (iv) an efficient optimization algoritfon the MRF inference. In the rest of this
section, we present these elements successively.

3.1 A generic deformation model

We will first introduce a mathematical formulation that actely characterizes arbitrary surface defor-
mations for a dense set of points on the surface. We startautirgeneric deformation model in the
continuous setting and then derive its meaning in the disaetting.

3.1.1 Continuous setting

Let (M, grq) denote a surfacé1 equipped with a Riemannian metigg,. In Riemannian geometry
[23], a surface is defined by its local chad = U, U U; ... ., and each open subdg}, is in one to one
correspondences, : U, — R?, whereg, is the localparametrization For anyp € U, C M, a metric
tensor is associated withas a symmetric positive definite matrix:

ary_ (g1a(p)  gi2(p)
9°(p) = (gsl(m gm))' (5

In order for different local representations to descrileegdhme surface, the following chain rule must be
satisfied:

Vp € Ua NUs,g%(p) = Jap(p)" 9° (@) Jas (D). 12)

Here J,z is the Jacobian matrix of the transformation between thal logordinate systems éf, and
Us. Any local representation satisfying this transformatiole is a valid parametrization of the surface.
Since the metric tensor at any pojmte M is positive definite, we can always apply a proper linear
transformation to its parametrizatian, such thay®(p) is the identity matrix. Such a parametrization is
called thecanonical parametrizatiofor p:

Definition 1. (Canonical parametrizatioh For anyp € M, a parametrizationp,, : U, — R? is called
canonical parametrization ferif the metric tensor ap is the identity matrix.

Accordingly, the Jacobian matrik,, between the two poingsandg under their canonical parametriza-
tions is called thecanonical Jacobian In the following, we will show that considering the canalic
parametrization/Jacobian allows us to characterizerargiieformations between surfaces that is inde-
pendent from both the intrinsic and extrinsic represeonatiof the surface, which is the main advantage
of our deformation model.

Now we consider arbitrary diffeomorphisms between the ipatazation domains of two surfaces.
For any correspondenges U, C M — q € Us C N, the change of metrig® (p) — Jus(p)7 g% (q) Jus(p)
reflects how an infinitesimal circle is deformed into an irtésimal ellipse. In particular, under canonical
parametrizations for pointsandg (i.e., bothg®(p) andg?®(q) are identity matrices), the matri]gf;Jpq
accurately characterizes such local deformation, whgges the canonical Jacobian betwegmndg.

If we only consider the change of shape,, how a circle is deformed into an ellipse regardless of its
orientation, the distortion along its two principle directs can be represented by the two eigenvalyes
and\, of J;;F Jpq (Fig.[3 (a)). Therefore, the local deformation between twdees can be characterized

q
by such two eigenvaluel,, \; for each pairp, ¢) of corresponding points. Formally, we define:

Definition 2. (Canonical distortion coefficienfs Thecanonical distortion coefficients (CDClsg¢tween
two pointp and ¢ are defined as the eigenvalues of the Jacobian transformatiatrix J;;C]Jpq between
any canonical parametrization atandgq.
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(a) Continuous setting

f(abe)
| —

(b) Discrete setting

Figure 3:The finite element method assumes the transformation between facetsiéz@sise linear and(ab) =
a't', f(ac) = a’¢’. Under the linearity assumption, the Jacobian can be computed in a ctyseébf each pair of
triangular facet?\abc — Aa'b’c.

CDCs are generic deformation features that are able to cieaize a wide class of deformation
groups. For instance, below are two typical classes of dedtions that can be characterized by CDCs:

1. In the case of the isometric deformation, a unit circle &pped to a unit circld,e, A\ = Ay = 1.

2. In the case of the conformal deformation, a unit circle barmapped to a circle with arbitrary
radius [61]. Thus); = X2 # 0.

To further connect the canonical distortion coefficient geaeral class of diffeomorphisms defined in the
complex planef : U, — Ug, between any canonical parametrizationandz g for p andg respectively,
we define

of 1.0zl 022 i, 0z Ozl

22~ 20 T o) Talhr T as2)
B B B B

af 1 ozl 0z i, 0x2 Ozl

oz~ 2o, oa3) T2\Gn T a2
where we assume, = z. + iz? andzp = :c}, + ix%. The notion of quasi-conformality [2] can be
characterized by thBeltrami-coefficient
_0f ,0f

wz) = 5=/ 5
which gives us all the information about the conformalityfofWithout loss of generality, let us suppose
A1 > Aqe. It can be shown thafu(z)] = (VA1 — VvV A2)/(V A1 + VA2). In particular, f is called
holomorphicif u(z) = 0 ([27]), i.e, Ay = X2, coinciding with the fact that a holomorphic function
is another description of conformal mapping. Hence, therBeli-coefficient generalizes conformal
mapping and can be partially determined using CDCs. HoweherBeltrami-coefficient is for surface
parametrization, where the scaling factor is lost. The psegd CDC preserves the scale information
which is important for shape matching. Besides, unlike tle#trBmi-coefficient, the CDC is directly
extendable taD.

3.1.2 Discrete setting through finite elements

The basic assumption in finite element analysis [12] is thatdontinuous space can be approximated
using a set obasis elementge.g, polynomial functions defined on each facet) with contiyppiteserved
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at the boundaries among the basis elements. We considepgteammon representation of a continuous
surface — a triangular mesh, with triangular facets as bigsie elements. In this discrete setting, CDCs
are assumed to be constant for each basis elementdach triangular facet). Thus, the concept of
canonical parametrization can be expressed in the follpwianner: a parametrization of a pojnts
locally Euclidean ap if the images of any two tangent vectors have the same angdléeagth. In the
discrete setting, this means in the canonical paramdtizdbmain, 88D surface facef\abc is mapped
onto2D by preserving all the angles and edge lengths.

Regarding the computation of the canonical Jacobian, indh&nuous setting, the Jacobian matrix at
a pointp is a linear transformation that maps between the tangenesgp andg, respectively. Given a
basis elemenf\abc in the discrete setting, the tangent space @trresponds to the linear space spanned
by Aabe. Hence, the linear mapping( ) between two canonical domaisabe and Aa’d’¢’ should
satlsfy J(ab) — o/l and J(at) = a’¢/, which can be computed in closed-form. Singg) is linear,
J(bc) = /¢’ must be hold trud,e., the Jacobian for mappwyga ¢ in the continuous case corresponds
to a linear transformation mappm@ — a'l/, at — a’¢’ in the discrete case (Figl 3).

Alg. M summarizes the algorithm for computing CDCs. When traps isn-manifold, the computa-
tion of CDCs only requires solving linear equations and eigenvalues. Note that although timpuata-
tion looks analogous td [53] and [55] for surface paramatiin due to the piecewise linear assumption,
Alg.[is derived in the context of Riemannian geometry famhdeformation.

Algorithm 1: Algorithm for computing the canonical distortion coefficients (CDCs) ftetriangular facet.

Input : Aabc and its mappingha’b’c
Output : CDCs for mapping fron?\abc to Aa’b'c’.

Step One:Map the triangles\abc andAa'b’¢’ to 2D while keeping their orlentatlon
Step Two: Compute the x 2 linear transformationy mapplngab to o’/ andac to a’c’.
Step Three: Compute the eigenvalues; and\; of JTJ.

Step Four: OutputA; and A,

Once the representation and deformation model have bearedgfive can now introduce a generic
MRF formulation for dense shape registration.

3.2 MREF formulation for shape registration

The choice of representation (CDCs) allows us to either rdefine original shapee(g, [60]), or de-
termine the correspondences between two shafieand Sy, by combining with other matching cues.
Assuming that a triangulated setiopointsV = {p,|p, € S1,u =1,...,n} are sampled on the surface
S1, the task of shape registration becomes determining thresgmondence for each poipte 1V on Sy,
which we solve via a higher-order MRF framework.

The structure of our higher-order MRF model can be represeas a hyper-grapt = (V, F),
corresponding to the triangulation of the set of points am dhrfaceS;, where) denotes the vertex
setandF C V x V x V denotes the triangular facet set. We also associate a raudoatblex,, for
each vertexu € V to represent the set of matching candidates of the verter the shapes;. A
configuration/matching for the point setcan therefore be denoted lry= (x,).ey. For the sake of
clarity and simplicity,z,, will also be used to denote the corresponding poinen

Regarding the MRF energy, we first define the unary potentiattiond,, (z.,,) as the difference in
the feature descriptoe(g, texture or shape context) betweeand its correspondenas,

Ou () = [feas, (u) —feas, (zu)%, (13)

where feg(-) € R™ denotes the feature vector at a point on shépe
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Next, let \yyw (T4, T4, 7,) € R? denote the CDCs computed from deformifgivw to Az, a1,
(Alg.[D), the higher-order potential can then be defined Hsviis:

euvw(‘ru7x’v7xw) :p()\uvw(xu,xv,mw))y (14)

where p(-) encodes the deformation constraints on the CDC valuesil@iktdiscussion is given in
Sec[3.Z11). Given the above potential functions, shapistration becomes searching for the optimal
configurationx that minimizes

E(x) = Z Ou(zu) + Z Ovvw (Tuy Ty, T (15)
uey (u,v,w)EF
In the following, we first discuss the practical aspects gbasing the deformation constraints (Eg] 14),
before we talk about its optimization.

3.2.1 Imposing deformation constraints

To constrain the deformation of a surface represented by SCB@ assume thdhe deformations are
similar across different shapes of the same tyBech an assumption has been successfully applied in
shape([6R] and facial expressions|[68] transfer. The grdrutt deformation prior can be obtained by
3D scanning systems with reliable texture informatierg( markers). Fig.4 shows an example of human
facial expressions. The twaD data in (&) and (c) are captured with markers using the systeoduced

in [74]. Here we select two frames with the largest exprasditierence to measure the maximal possible
change of CDCs. Fidl4 (b), (d), (f) and (g) show the visudiiraof the distribution of CDCs. From
the above data set we obtain the allowed bound for human fgression changing from neutral to large
deformation ad; = [0.7,5.66], [> = [0.1,4] for A; and )., respectively. For the problem of surface
registration, we define a Potts-like energy for the higheleoterms in EJ_15 as follows:

if A I, and\ I
eumu(xuax'uaxw) = {O ! ! < ! 2 © g ) (16)

10 otherwise

whereA; and\, are the CDCs obtained by matchidgivw to Az, ..

3.2.2 Matching candidate set

Now we discuss the definition of,,u € V in Eq.[I5. A candidate selection process is necessary since
including all the points orb; to x,, would be computationally prohibitive. A common workarouisd

to prune off unlikely matching points based on neighborhoddrmation, as shown in theD graph
matching case [24]. However, for t13® surface matching problem, a surface may undergo very large
deformation. Therefore neighborhood cannot be straighicdly defined based on th&ib coordinates.

To overcome this, we observe thaice three correspondences are known, an alignment of thaw
faces in the conformal mapping domain can be obtaiineal closed form by determining the associated
Mobius transformation. Especially, the alignment is aateiwhen the two surfaces undergo perfect
isometric deformation and the error increases continyoasithe deformation deviates from isometry.
Hence, it is natural to get the matching candidate set fairsplthe dense surface registration based on
the sparse registration results (Fiy. 1). The implemenatetails are discussed in Sec. 4.1.2.

3.3 An efficient higher-order MRF optimization

Efficient inference in higher-order MRFs is a very activesgash problem and various techniques have
been proposed. Most of existing methods are basedrder-reduction[32, [26] (first reduce higher-
order terms in to pairwise ones and then solve the problengugaph cutstechniques[[39]) odual-
decompositiof41]. However, the algorithms designed for general MRFsrofack efficiency in terms of
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Figure 4: Expression deformation prior is obtained B} scanned data with markers. (a) and (c) show the 3D
scan of the onset and peak of a facial expression with large shaperdgions respectively. (b) and (d) are the
corresponding triangular templates constructed from the 3D scan dBtahdws the deformation from (b) to (d)
represented by CDCs and illustrated by a color map shown in (e). Thetastof the CDC values are shown in (f)
and (g).

computation and/or memory when solving MRFs with specralcstire and/or potential energy functions.
In order to efficiently perform the inference in our MRF mo¢eeéc[3.2), we explore the structural prop-
erty and develop a parallel optimization algorithm thatiiegs minimal memory and achieves significant
speedup via G

Let us first look at the dual problem for the LP relaxation @& thinimization problem of the energy
in Eq.[I5, by introducing an indicator variabtg; foru € V,i € L:

1 ifax,=1
Tuyi — . 3
' 0 otherwise
Similarly, 7yvw;i;% is introduced for eacku, v, w) € F and(i, j, k) € L x L x L:

1 ifay, =d,20 =j, 2w =k
Tuvwsijk = . .
0 otherwise

By definingf,,,; = 0,,(¢) andb,w;ijx = Ouww (4, j, k), we obtain the following integer LP formulation
for the minimization problem of the energy in Eqgl 15:

ming E Ouwsi Tusi + E E Owvw;ijh Tuvw;ijhk
T

ueV i€l (u,v,w)EF (i,5,k)EL3
S.t. Z’Tu;i = 1, Yu eV
@
Z Tuvwsijk = 1, V(U,’U,U)) e F
0,5,k
ZTuvw;ijk = Tu;is V(u, v, 'UJ) € Fandi € L
Jsk

Tusis Tuvwiijk € {07 1}

INote that the proposed method could also be combined withimxistethods for improving message passing in pairwise MRFs
(e.g, [45,[40)) to boost further the efficiency, which is underdstigation.
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By relaxing the domains of the variables,; and 7% to [0, 1], we obtain the dual form of the LP
problem as follows:

H}%XZ mill’l eu;i + Z 1;117121 euvw;ijk (17)
u (u,v,w)EF
S.t.gu;i = eu;i + Z Muvw;u:iyvu € v andi S [’
(u,v,w)EF
guvw;ijk == euvw;ijk - Muvw;u:i - M'u.vw;'u:j - Muvw;w:k,

V(u,v,w) € Fand(i,j,k) € L. X L X L.

Here My, IS the dual variable (message) corresponding to the C(imis@j,k Tuvwsijk = Tusi
(Fig.[(a)).

The dual problem of E@.17 can be solvedrbin-sum diffusioralgorithm [75] as shown in Ald.12. It
has been shown that at convergence, the solution satisfiessistency condition as introduced[in][75].
Since after each update of the message, only a reparana¢itaninf the MRF is performed, no extra
memory is needed for storing all the dual variabMsg,,,..... Hence, the memory requirement for the
Alg. Blis only for storing primal variables.e., O(|V||£| + | F||£]?).

Algorithm 2: Min-sum diffusion algorithm.
repeat
for each M.y, DO
Muyvwiwi— = %[ew — min;  Gyuw;ijc) @and reparameterizk,,; ando.,,.,.i; according to the
constraints in Eq._17.
end for
until convergence

Each update of the message in Alyj. 2 only involves the paensat a triangle. Also within each
facetAuvw, the update of each lab&l,,.,...i.7 = {1,..., L} is independent. Hence the algorithm can
be significantly accelerated.

In order to explore the parallelism of the min-sum algorifimve define the concept of independent
face set.

Definition 3. (Independent face sgGiven a graphg = (V, F), a subsefF;, C F is calledindependent
face sefif forany f;, f; € Fi, iN f; = @.

The decomposition of a sef into subsets of independent face séts= U, F; can be efficiently
computed in polynomial time by a simple greedy algorithmnetewe can implement Al§] 2 in parallel
as shown in AlgiB. The maximal speedup achieved in Blg.184ds; (|.F;||£]).

Algorithm 3: Parallel min-sum diffusion algorithm.
DecomposeF into independent face setg.F;
repeat
for each Independent face séf;, in parallel for all(u, v, w) € F; andk € L do
Update the messag€l,vuw;u:k» Muvw;v:k @A My0.00:x @nd do reparameterization (Alg. 2).
end for
until convergence
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Sparse Matching Intrinsic Space Matching Candidate Selection

Figure 5:2D Illustration of candidate selection scheme.

4 Experimental results

4.1 Implementation

Our system is tested on an IrffeKeon(TM) 3.4G PC with4G RAM and an NVIDIA® Geforce9S00GTX+
graphics card. Let us first discuss the technical aspectsgedddlution prior of introducing the obtained
results.

4.1.1 Sparse graph matching

For the potential functions of the graph matching algorithefined in Sed. 212, the weights of Ed. 5 and
[Bare defined asy = 1, \; = 0.1 and)\, = 1.

The mid-edge uniformization algorithr [47,153] is used fioe tonformal mapping. The computa-
tion of mid-edge uniformization involves solving a symnietmear equation, which can be efficiently
computed by GPU[17] (it takes 1s for a mesh withl0* faces). For each input mesh, only one con-
formal mapping is computed using the uniformization altoni [47,[53]. Any other conformal map-
pings are computed in a closed form by the Mébius transfaomahduced by three-correspondence
matches (Se€¢._2.2). For the higher-order graph matchingritiigh (Sec[2.B), the convergence of the
dual-decomposition optimization depends on the inpuufest In our experiments, we observe that the
more outliers (un-matched points), the more iterationskies to converge.

4.1.2 Candidate selection & clustering

Given the sparse correspondences betuwgeandSs, the goal of candidate selection is to obtain matching
candidates orb, for each point onS;. For every triplet of sparse correspondences, we map them to
a prefixed configuration by solving a Mébius transformatiaosing the same procedure described in
Sec[Z.2. By aligning the triplet correspondences in2bedomain, an alignment of the two surfaces
is also obtained, giving us a matching point 8nfor every point onS;. This way,n sparse matching
correspondences produ¢&’) candidate matching points for every point 6n A 2D illustration of the
candidate selection scheme is given in Elg. 5.

Our candidate selection approach is robust to sparse matehiors, since only part of the sparse
matching results are used for selecting each dense matcanttidate. A qualitative evaluation is shown
in Fig.[8. We can see that most of the candidate points are ¢tothe desired correspondences on the
target surface. It should be noted that considering alletiporrespondences provides an overly com-
plete set of matching candidates. We further reduce thelsasaace by clustering these dense matching
candidates using the mean shift cluster[nd [20] to find the@smf this density. Compared to parametric
representations, mean shift does not require nonlineanigattion to learn the distribution parameters.
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Candidate matching points

Figure 6:An example showing candidate points obtained from different Mobiusfoams and their clustering. For
any pointp from the source surface, the clustering of its matching candidate poiriteedarget surface gives us a
matching candidatg’.

Given the sparse matching result, the candidate selectidrckastering ofl0® points based on0
sparse features takes arounchinute. The input to the dense surface registration stagjthase vertices
Y on the source surface with at least one valid matching poamh four candidate selection stage and a
triangulation of these vertices is constructed based an plagametrization, resulting in a higher-order
graphG = (V, F). In our experiment, the aforementioned candidate selegtiocess typically provides
2 — 4 candidate points for eaache V. To guarantee matching accuracy, we uniformly re-sampite 64
points for eachv € V near the original matching candidates. The computatiorldha L3 possible
CDCs for one facet takes onfy0Oms on average using GPU. The computation of the poteffial,.; ;.
for a graph with 7| = 2000 takes3s.

4.1.3 MRF optimization of the higher-order dense graph matcing

We implement Alg[B using the NVIDI® CUDA architecture[[34]. In approximation algorithms, the
approximation error (AE) is defined as the gap between thienapintegral solution and the solution

obtained by the algorithm. In order to test the AE, we dedigntést inputs as follows: Given any input
mesh, we randomly assign a ground truth ldhdbr each node: € V. We define the singleton potentials
of Eq.[I5 as

Ou () = {O if x, =1,

rnd(1) otherwise ’
wherernd(1) is a random number betweéh 1]. Also we define the higher-order potentials as

0 if (T, o, Tw) = (Lu, Loy lw)
rnd(1) otherwise '

euvw(mlu Ty, xw) = {

In this case, the optimal solution of EqJ15 should hg..cy. Fig.[q (a) shows the result of our algorithm
using the above designed test cases for different mesh balsiae. Although the total energy increases
with mesh size, the average energy per term (vertex and) fagaains significantly low< 0.01 for all
cases). Fid.]7 (b) shows the comparison on average time pagteteration, between the implementations
with and without GPU accelerations. The total number ofiiens depends on the shape of the energy
potential. In our experiment, the algorithm converges iniid00 iterations. Hence our algorithm is both
memory and computationally efficient.

4.2 Experimental validation
4.2.1 Sparse & dense shape registration

In this section, we evaluate our new algorithmic framewankdense surface matching. Regarding the
optimization, in our experiments, we match surfaces withdaleformations and inconsistent boundaries
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Figure 7: Performance analysis of our MRF optimization algorithm. (a) shows thienafity using the test cases
described in Se€._4.1.3. (b) shows the speedup using the parallememation of Alg[B.L is the number of labels
for each node. We show the runtime per iteration since different inpuesditferent iteration counts.

(partial overlapping). The number of vertices for each miesin the range ofl, 500 — 4,000. With

our higher-order graph based system, we can find the denséimgfor60 — 90 percent of all vertices,
which is illustrated as matched/total (no. of matched wedino. of total vertices of the source surface)
for each example. The lion data of FI[d. 9 comes from [62] amlfdte and hand data are captured
with texture by the3D scanner introduced in_[74]. To measure the quality of deagestration, from
the Delaunay triangulation of the points on the source setfave consider the ratio of the area of each
local triangle to the area of its matched triangle. For thteimsd deformations€.g, expression change,
stretched arms or bending figures) we experimented witHptted area is not expected to undergo abrupt
change. Therefore the area ratio is expected to be closestoorvery local triangle.

Matching with largely inconsistent boundaries and partaerlapping: The mid-edge uniformization
algorithm allows to map the boundaries of the surface te alid preserve the conformal structure of the
surface in an exact sense. Hence it is suitable for matchingafly overlapping surfaces. This property
can be combined with our candidate selection scheme tondietetthe outliers near the boundary where
the mean shift clustering returns a low score. Examplesreversin Fig[TO[II, and12. An example of
significant non-overlap between the two meshes is showrngiflFi

Matching with large deformationskig.[8,[9,[I2 an@13 show results matching two surfaces under-
going a large deformation. Even when the sparse featuresataall be selected consistently (as shown
in Fig.[13), our higher-order graph matching algorithm it $&3 is able to find reliable sparse corre-
spondences (Fif._113(a)) and obtain a dense surface matesoly through the two-stage optimization
scheme in Se€ 1.2 (Fig.113(b)).

Comparison experiments$ig.[I1 shows a comparison between our algorithm and thet |Sspsre
Conformal Mapping (LSCM) approach [[73]. Although LSCM caanidle free boundaries, there is no
theoretical guarantee that the conformal structure isgpves! near the boundary and it might include self-
intersections in the mapping [569]. In our comparison, wethedeature correspondences computed from
the sparse matching stage to initialize the LSCM experimeértie inaccuracy of the LSCM approach can
be observed in Fig_11(c). In this example, although alliveston the left mesh are matched to the right
mesh, there are approximatel percent flipped triangles. Note that here we cannot compegetly
with the results in[[73] where the initial feature points wenanually selected.

Furthermore, we compare our results with the recent dem$aceumatching approach [35] whose
code is publicly available online. Similar tb [35], we defithe matching error for a set of test points
Piest 10 be

Err(f, firue) = Z ds, (f(p)> ftrue(p))/|7)test| (18)

PEPtest

wheredg, (-, -) denotes the geodesic distance between two points on sifamemalized by, / Area(Ss).
Here we obtain the “ground truth” mafy,e by manually selecting the matching points for aroufd
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(a) Sparse matching (b) Dense matching
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Figure 8:Matching result for the body data: (matched/total861/3376)
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(c) Result by[[79] (d) Our result

Figure 9:Matching result for the lion data: (matched/total #05/1251)

points onS;. To reduce the error caused by individual bias, we averagentitching results by people

for each point. The result of the comparison between our ote#ind [35] is shown in Tabl@ 1. Note
that [35] assumes the mapping between two surfaces to betibgjeand there is no explicit underly-
ing deformation model in selecting the final dense match.omrast, we take into account the partial
matching problem both in our graph-based formulation amdiickate selection scheme, and an accurate
deformation model is considered in selecting the optimakdematching result.

4.2.2 Sparse & dense surface tracking

We have also applied our approach to the tracking of dynadhicscanned data. For the singleton term
in Eq.[15, we employed the robust metric proposed_in [80].hBbe consistencies between consecutive
frames and between current frame and the first frames ara tat@ account. To impose inter-frame
consistency, we use the same data sef as [80] and select dheohgecutive frames with the largest
deformation change to obtain the range of CDCs between 8amee I; = [0.874,1.143] and [, =
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Figure 10:Matching result for the face data: (matched/tot@088 /2644)

(a) Sparse matching (b) Dense matching (c) LSCM matching
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Figure 11:Comparison with LSCM approach73] for dense surface matchingtdmed/total =1455/1635) (best
viewed in color). Notice the high number of flipped triangles in (c)

[0.846, 1.182] for \; and )\, respectively (EJ_16). Also we handle drift errors by impasconsistency
between the first frame and the current frame, using the safendation prior learned in Fi] 4.
Fig.[14 shows the tracking results on the BDFE databasé [76], which consists of 3D dynamic
facial expressions of different subjects. A mesh tempkmonstructed in the first frame and tracked in
the subsequent frames. Because of the temporal continuitgrisecutive frames, sufficient matching
candidates can be obtained by only looking at the neighlmatlod each point. In this dataset, the texture
information is noisy and thus only relying on texture inf@tion can easily lead to erroneous results.
Nevertheless, with our deformation model encoded in thiedrigrder terms of the MRF model, we have
achieved excellent tracking results for sequences withifsignt anisometric facial deformation as shown
in Fig.[14.
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Figure 12:Dense matching under large non-rigid deformations. (matched/tat3rs/3633)
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Figure 13:Dense matching under multiple articulated deformations. (matched/ta2#145/1786)

5 Conclusion

We proposed a higher-order graph-based approach for demseigid surface registration. Specifically,
a two-stage algorithm is proposed to constrain the seatespnd improve matching accuracy, through
an efficient candidate selection scheme and an accuratentiEfon model respectively. In our sparse
surface registration stage, a higher-order graph matdbimgulation is proposed to combine the appear-
ance and geometry similarities as well as the intrinsic aeédion error based on isometry assumption.
In our dense surface registration stage, a generic defanmatodel, encoded by a higher-order MRF
formulation, is proposed to take into account detaileds@mietric surface deformations. Meanwhile, we
developed two efficient algorithms for the higher-ordempgranatching and MRF problems, respectively.
As a result, our proposed method achieves robust densératigis between non-rigid surfaces with large
deformations, partial overlapping and inconsistent bauied and scale.

This work provides a solid basis for multiple future direcis. For example, our matching method
can be applied to dynamBD shape completion used 8D virtual video conference, thank to its ability
to partially match surfaces with large deformations. Ouiodwaation model, namely CDCs, can be
used for driving the animation &D objects, by solving th8D embedding of a template object using
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Data Our method| Kim et.al.[35]
Body (Fig[8) | 0.0622 0.2437
Lion (Fig.[@) | 0.0832 0.1790
Face (FiglZD) | 0.0319 0.0465
Face (FigIR) | 0.0565 0.0865
Hand (Fig[IB)| 0.0481 0.1193

Table 1:Comparison with a latest intrinsic space based approach for denseesuefjistration [35]. The average
error is calculated based on Eq] 18.

our higher-order MRF optimization. We will also explore racophisticated ways to learn the CDCs
and apply them in the problems of expression transfer, facegnition,etc. Meanwhile, we are also
particularly interested in exploring uncertainly in ougher-order graph-matching framework based on
existing techniques(g, [37,[48]), towards further enhancing the power of suchméaork and boosting
further its performance.
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