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Problem position

• Finding paths is hard 
• Creates beautiful effects 



Previous work

• Discretize inside the object: 
• [Sun et al. 2008] [Sun et al. 2010][Ihrke et al. 2010] 

• Find paths connecting to camera [Walter et al. 2009] 
• Beam radiance estimate, Photon beams  

• [Jarosz et al. 2008][Jarosz et al. 2011]  
[Křivánek et al. 2014]



Object interior discretization

Eikonal  
rendering
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Figure 9: Volume and surface caustics produced by a refractive
object as the user applies interactive surface deformations.

We allow the user to interactively deform a refractive object and
view the effect of the deformation on the scene’s illumination. Be-
cause the combination of voxelization and rendering already taxes
current GPUs, we rely on the CPU to perform the deformation. We
apply the algorithm of Pauly et al. [2003] to deform a triangle-mesh
surface according to the user’s input, and perform our voxelization,
octree construction, photon tracing, and viewing pass to display the
result. Figure 9 shows some results of interactive deformations.

Sketch-based modeling has recently become quite popular because
it is intuitive and convenient. As shown in Figure 10, we can inte-
grate sketching into our system by using the method of Igarashi et
al. [1999] to generate a surface mesh, which we then voxelize and
send through our rendering pipeline. Indeed, any interactive sur-
face modeling technique can supply input to our rendering system,
since we have provided a general framework for voxelizing surface
meshes and rendering the resulting refractive volumes.

6.2.3 Simulation and Animation

Material properties can be driven by physical simulations of real
processes, or by animations of imagined ones. The wide range of
literature on the simulation of solid and fluid dynamics provides a
rich source of data for our rendering pipeline. For example, Fig-
ure 1 illustrates the use of our rendering technique on fluid simula-
tion data from Mullen et al. [2007] and turbulent mixing of inho-
mogeneous materials from Fedkiw et al. [2001]. It also shows an
example in which a keyframe-based animation of surfaces serves
as input to our rendering pipeline. In each of these cases, the GPU-
based pipeline can render arbitrary views of the changing material
data under dynamic lighting conditions.

number of photons millions frames

figure triangles propagated of steps per second

1 (a) – 185,000 11.5 2.00

1 (b) – 61,000 3.5 3.54

1 (c) 5,000 143,000 9.5 2.52

6 (c) – 42,000 2.8 7.90

6 (d) – 36,000 2.7 7.88

7 – 68,000 3.4 6.14

8 – 41,000 2.0 7.24

9 20,000 35,000 1.7 6.22

10 (a) 2,900 75,000 3.5 5.43

10 (b) 5,000 70,000 3.2 5.59

Table 2: Performance of our technique. Each example image was
rendered at 640 × 480 resolution using an Nvidia GeForce 8800
Ultra, starting with 1024 × 1024 photons and a 128 × 128 × 128
volume. Included are the number of triangles in the input mesh
(where applicable), the number of photons traced through the vol-
ume, the number of photon-tracing steps, and average frame rate.

(a) (b)

Figure 10: Two examples of refractive objects created using an
interactive sketching tool.

7 Conclusion

We have presented a technique capable of rendering the effects
of refraction, single scattering, and absorption at interactive rates,
even as the lighting, material properties, geometry, and viewing
parameters are changing. This is a significant improvement over
previous techniques, which have not been capable of simultane-
ous interactive updates to lighting, materials, and geometry. Our
rendering pipeline leverages the GPU to convert surface meshes to
volumetric data, to trace photons through the scene, and to ren-
der images of the resulting radiance distribution. We leave the CPU
free for applications such as interactive surface deformation and the
simulation of physical processes.

Although our approach is similar to volume photon mapping, we
rely on a regular voxel grid rather than a sparse kd-tree to store the
distribution of radiance within the volume. While one could argue
that a voxel grid does not scale well to large or complex scenes,
we claim that for many scenarios involving a single refractive ob-
ject or a confined participating medium, a voxel grid is adequate.
Furthermore, by using a voxel grid, we can take advantage of the
GPU’s rasterization pipeline to store photon radiance contributions
during the lighting pass, and we avoid the hefty cost of searching
for nearby photons during each step of the viewing pass.

Our technique also shares some similarities with eikonal rendering,
but achieves greater speeds, primarily by using adaptive step sizes.
We are free to change the step size because we propagate individual
photons rather than a coherent wavefront. In addition, we avoid
the difficulties encountered in eikonal rendering when wavefront
patches become inverted as they pass through caustic singularities.

Our rendering pipeline relies on both OpenGL and CUDA for
its implementation, and therefore we hope to see broader support
for applications that mix general-purpose computing and graphics-
specific operations on the GPU. In particular, our approach could
be further accelerated if OpenGL were able to render primitives
into more than one slice of a 3D texture, if CUDA were able to
read, modify, and write a texture entry in a single atomic operation,
or if 2D and 3D textures could be shared without copying.

The amount of video memory on current graphics hardware limits
our approach to volume resolutions of 128 × 128 × 128. As a
result, we cannot render very complex scenes, and surface caustics
and shadows become blurred. Temporal coherence can also be an
issue, since lighting changes may result in slightly different photon
storage patterns in a low-resolution volume. The incorporation of
volumetric approaches like our method and eikonal rendering into
traditional polygon-based renderers is an open research problem.

We envision several areas for future work. Accounting for mul-
tiple scattering during the adaptive photon tracing process would
allow us to render fog, smoke, and steam more realistically. We are
also interested in incorporating physical simulations into our sys-
tem, particularly for phenomena like fluids and mirages, where the

Voxelisation 
+relighting

(a) LSG, 44.8 sec(GPU) (b) Eikonal rendering, 200 ms(GPU)

Figure 9: Comparison of line space gathering and Eikonal render-
ing with adaptive photon tracing. Coefficients of the participating
medium are κ = 0.02, σ = 0.01. Scale of the scenes: (a) 10K tri-
angles; (b) the volume resolution is 128 × 128 × 128. Parameter
settings are (a) l = 1M , r = 0.001; (b) 1M photons are shot with
about half of them hitting a refractive object, and the marching step
size in the light and view passes is a half voxel.

[Sun et al. 2008], in Figure 9. To maximize the quality of the ob-
ject models, the volume for Eikonal rendering is arranged to tightly
bound the two Tweety models. We note that with this scene and
parameter settings, increasing the photon count and decreasing the
step size does not improve Eikonal rendering. Several differences in
the rendering results of the two algorithms are evident. In the volu-
metric caustics, LSG is seen to be appreciably sharper than Eikonal
rendering, which is limited by the volume resolution. The bounds
of the Eikonal rendering volume also contribute to lower render-
ing quality. At the left side of (b), the volume caustics are clipped
because they extend outside of the rendering volume. The volume
bounds also degrade results in an indirect manner, since media scat-
tering that occurs outside of the volume does not provide radiance
to the scene, as exemplified by the weak surface reflections on the
right sides of the Tweety models. By contrast, the line representa-
tion used in LSG does not have these issues.

Performance and memory comparisons between our technique and
volumetric photon mapping are listed in Table 1. For CPU imple-
mentations of both algorithms with comparable levels of rendering
quality, our line space gathering uses more than an order of magni-
tude less memory, and also has about one order of magnitude higher
rendering performance. With our GPU implementation of LSG,
performance improves by another order of magnitude. To utilize
the parallelism of GPUs, a large number of viewing rays should be
produced before line space gathering, but this requires considerable
temporary storage. We employ a memory bounding scheme as in
[Hou et al. 2009] to obtain a good tradeoff between parallelism and
the scale of scenes. We set the bound on GPU memory usage to 800
MBytes so that the algorithm can run on an NVIDIA GeForce GTX
280 graphics card with 1 GByte of memory. For the scene in Figure
8 (b), there are too many lighting rays to fit in video memory, so we
divide them into four parts and perform gathering on them one by
one. Because we use a fixed gather radius of r, the sum of the four
results is equivalent to processing all the lighting rays together.

We present comparisons of our method to [Jensen and Christensen
1998] instead of [Jarosz et al. 2008b] mainly for two reasons. First,
[Jensen and Christensen 1998] is widely used as a ground truth
for rendering quality, so we compare our renderings with it di-
rectly. Second, we focus on high quality rendering of large scenes,
which requires a considerable number of photons, and the mem-
ory needed for [Jarosz et al. 2008b] is more than double that of
[Jensen and Christensen 1998]. For most of our scenes, such as the

Figure

Line Space Gathering Volumetric Photon Mapping

Memory Time Time Memory Time

MBytes Minutes Minutes GBytes Minutes

(CPU) (CPU) (GPU) (CPU) (CPU)

1 404 26 3.7 7.1 729

6 354 73 6.5 7.1 438

7 229 53 5.3 4.5 843

8 (a) NA NA 31.7 NA NA

8 (b) NA NA 30.5 NA NA

9 (a) NA NA 0.75 NA NA

Table 1: Performance and memory comparisons between our tech-
nique of line space gathering and volumetric photon mapping.

one of statuettes in Figure 1, [Jarosz et al. 2008b] requires more
than 16GBytes of memory, which is more than our workstation and
most popular desktops/workstations (2-4GBytes RAM) can handle.
Note that based on reported statistics, [Jarosz et al. 2008b] brings
a 5×-50× improvement in performance, while our GPU method
yields a 70×-200× improvement. This efficient GPU implementa-
tion can be attributed to the much lower memory consumption of
our method.

In our experiments, the ray shooting and hierarchy construction of
LSG takes less than 5 seconds on GPUs and less than 1 minute
on CPUs. The photon shooting and kd-tree construction of VPM
takes about 10 minutes on CPUs. For LSG, generally most of the
time consumption is for gathering. Since the pre-process is just a
small part of the run-time computation, it was not carefully opti-
mized. We aimed only to improve the quality of the spatial hierar-
chy without taking the construction cost into account. The reported
performance does not include the preprocessing time because the
pre-process takes substantial time for VPM on the CPU in the case
of Figure 6 (c), where performance is set to match that of LSG in
Figure 6 (a). In fact, the preprocessing time for VPM in this case
actually exceeds the rendering time, making it hard for an “equal
performance” comparison to be made.

6 Conclusion

We have presented a technique for efficient rendering of single scat-
tering in large scenes with homogeneous participating media and
reflective and refractive objects. The improvement of rendering
performance is achieved without restrictions on the light paths or
the scale of scenes. Moreover, lighting rays can undergo an ar-
bitrary number of specular interactions as they travel through the
scene, and the visual quality of radiance estimation is not limited
by the resolution of a volume. As a result, various lighting features
such as light glows, volumetric shadows and caustics can be swiftly
generated for scenes of high complexity.

The central idea of our work is to evaluate single scattering only
at the intersection points between lighting rays and viewing rays.
Such computation can be significantly accelerated by constructing
a spatial hierarchy in the parametric line space of Plücker coor-
dinates for the lighting rays. Though an increase from 3D to 6D
in the line representation incurs additional processing costs, our
overall solution greatly reduces the storage and computation load
in comparison to volumetric photon mapping, while maintaining
high rendering quality. With the rapid development of GPU com-
putation, we expect our technique to soon be useable in real-time
applications.

In future work, there are a few issues we intend to examine. We plan
to investigate methods for constructing a hierarchy based on line
segments instead of entire lines, which would elevate the efficiency
of our technique. In addition, we will experiment with adaptive

Line-Space 
Gathering 

(voxelisation)

[Sun et al. 2010]

[Ihrke et al. 2010] [Sun et al. 2008]



Path connecting to the camera

• Trace camera ray inside object 
• Sample points along camera ray 
• For each: find path connecting back 

to light source 
• Newton-Raphson iteration 

with pseudo-inverse 
• [Walter et al. 2009]



Photon beams
• Multipurpose solution 
• Extension of Photon Mapping 
• Trace beams into media 
• Also multiple scatter 

• [Jarosz et al. 2008]  
[Jarosz et al. 2011]2  
[Křivánek et al. 2014]
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Let’s take a closer look

• Ray from camera 
• Many sample points 
• Find path to camera 
• Compute radiance 
• Visualize



Let’s take a closer look
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Radiance inside object

• Irregular function 
• Very sharp peaks 
• Must sample them all 
• How?



Let’s take a closer look
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Smooth & irregular function

• Globally irregular 
• Locally (for each triangle) smooth 
• Discontinuities = triangle boundaries 

• curve-triangle intersection



Algorithm

• for each image sample 
• trace ray, refract at surface, find exit point 

• for each triangle: 
• compute intersection with curve 

• interval [xmin, xmax] on the ray 

• sample regularly inside the interval xmin xmax



Curve on the surface

• Half-vector, h 
• f = h + n 

• parameters: x along the ray, (a,b) on triangle 

• zeros of f = curve on the triangle plane 
• Finding [xmin, xmax] = zeros of f on the 

triangle edges



Finding zeros of f

• Linearization: f(p+dp) ⋍ f(p) + J dp 

• Newton-Raphson method: 
• starting point p0 

• pn+1 = pn - J-1 f(pn) 

• Problem: 1 fixed coordinate, 2 varying



Pseudo-Inverse Newton

• With 1 fixed coordinate:  
• f: R2→R3 

• J is not invertible (not even square) 

• Pseudo-inverse : J+ = (JTJ)-1 J 
• pn+1 = pn - J+ f(pn) 
• Amazingly stable/efficient



Finding a good starting point

• Quadratic convergence if close to solution 
• If we know a point on the curve:  

• point + curve gradient = tangent to curve 

• intersect with triangle edge: starting point 

• Point on curve:  
• intersection ray/triangle plane. Or previous point



Curve gradient

• Known: Jacobian J of f, at point where f = 0 
• Need: curve gradient 
• J = (l1, l2, l3) (line vectors) ; rank = 2 
• g = li^lj 



Culling triangles

• Use existing BVH to cull triangles 
• Geometric condition for refraction: 

• Triangle must be inside spindle shape 
• Bounding sphere for BVH cell 
• Bounding cones for both rays 
• Condition for bounding cones 

• Normal-based condition for individual triangles

L
Vmin

Vmax



Results and comparison



Equal-time comparison

9680 triangles

Our method 
(169 s)

Walter et al. 
(27 spp, 170 s)

Photon map 
(650 K, 167 s)

BDPT 
(520 spp, 171 s)



Equal quality comparison

Our method 
169 s

Walter et al. 
512 spp 
3188 s

Photon map 
15M 

2940 s

BDPT 
500 K spp 
331776 s

(15M photons is the maximum on this computer)



Validation

Our method 
(169 s)

150M photons 
(3.53 h on 8 core cluster)



Equal time comparison (2)

Our method 
5.8 mn

Walter et al. 
64 spp 
6.2 mn

Photon map 
1.8M photons 

5.6 mn16301 triangles



Multiple test scenes

9680 t. 16301 t. 50 K t. 69451 t.

310K t. 346K t. 500 K t. 1M t.



Visual comparison

16301 t. 69451 t.
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Timings — Analysis
• Most of computation time: finding zeros of f 
• “compact” objects: time increases with num. 

triangles 
• little variations with light position 

• “branching” objects: more variation with light 
source 

• Internal reflections: roughly similar to direct 
lighting



Timings (log scale)
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Timings — analysis

• Time per pixel sample ⋍ number of polygons ^ 0.75 

• Constant = light source position



Conclusion and future work

• Scattering + 2 refractive boundary 
• Fast and high quality 
• Source code available : https://hal.inria.fr/hal-01083246 

• Future work:  
• Cache results from neighbouring pixels 

• Multiple refractive layers



Thank you



Extra slides

• Density variation 
• Previous work 
• BDPT 
• Why so difficult?
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Single scattering (no boundaries)

Analytic formula 
Real-time approximation

[Sun et al. 2005] 
[Perogaro & Parker 2009]



Single scattering 
(boundaries, no refraction)

Easy to sample 
No problems

[Jarosz et al. 2008]



Single scattering 
(one refractive boundary)

Interactive Volume Caustics in Single-Scattering Media
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(a) 31 fps (b) 28 fps (c) 11 fps (d) 12.5 fps

Figure 1: Different rendering results generated by our screen-based interactive volume caustics method. Both, specular and refractive
volume caustics in homogeneous and inhomogeneous participating media are handled by our technique.

Abstract

Volume caustics are intricate illumination patterns formed by light
first interacting with a specular surface and subsequently being scat-
tered inside a participating medium. Although this phenomenon
can be simulated by existing techniques, image synthesis is usually
non-trivial and time-consuming.

Motivated by interactive applications, we propose a novel volume
caustics rendering method for single-scattering participating media.
Our method is based on the observation that line rendering of illu-
mination rays into the screen buffer establishes a direct light path
between the viewer and the light source. This connection is intro-
duced via a single scattering event for every pixel affected by the
line primitive. Since the GPU is a parallel processor, the radiance
contributions of these light paths to each of the pixels can be com-
puted and accumulated independently. The implementation of our
method is straightforward and we show that it can be seamlessly
integrated with existing methods for rendering participating media.

We achieve high-quality results at real-time frame rates for large
and dynamic scenes containing homogeneous participating media.
For inhomogeneous media, our method achieves interactive perfor-
mance that is close to real-time. Our method is based on a simpli-
fied physical model and can thus be used for generating physically
plausible previews of expensive lighting simulations quickly.

Keywords: volume caustics, ray marching, real-time rendering

1 Introduction

Global illumination effects increase the realism of computer gener-
ated scenes significantly. Caustics caused by specular or refractive

∗e-mail: {huwei,yuangd}@mail.buct.edu.cn
†e-mail: {dong, hpseidel}@mpi-inf.mpg.de
‡e-mail: ivoihrke@cs.ubc.ca
§e-mail:tgrosch@isg.cs.uni-magdeburg.de.

The first two authors contributed equally.

objects are stunning visual effects, even more so in participating
media, where volumetric caustics can be observed, see Fig. 1.

However, most existing methods for computing volumetric caus-
tics are computationally expensive, preventing interactive applica-
tions from including this appealing effect. In this paper we propose
a novel interactive volume caustics rendering method for single-
scattering participating media. We derive a simplified physics-
based model enabling the efficient rendering of volumetric caus-
tics in participating media exhibiting variations in scattering and
absorption coefficients as well as the, potentially anisotropic, scat-
tering phase function. We describe a practical GPU-based imple-
mentation and evaluate the technique in detail.

Our method avoids all pre-computations, enabling the interactive
simulation of light interaction with fully dynamic refractive and re-
flective objects while maintaining good temporal coherence in ani-
mated renderings. Since large and complex scenes can be handled
efficiently by our technique, the rendering of volumetric caustics in
interactive applications like computer games is becoming an option.
Additionally, our method is applicable for fast preview generation
of a more complex lighting simulation like volumetric photon map-
ping [Jensen and Christensen 1998], as required e.g. for feature
films and in commercial rendering packages.

In brief, we present the following contributions:

1. We derive a theoretically grounded simplified image forma-
tion model for volume caustics in single-scattering media,
and,

2. Based on a reformulation of the proposed model, we develop
a screen-based interactive rendering technique that uses line
primitives [Krüger et al. 2006; Sun et al. 2008] to efficiently
splat radiance contributions to image pixels.

The remainder of the paper is organized as follows: First, we re-
view previous work in Section 2. Section 3 gives a short overview
of our method. We then derive a simplified image formation model
for volume caustics in single-scattering media, Section 4, the imple-
mentation of which on graphics hardware is covered in Section 5.

Still relatively easy 
Several real-time algorithms: 

[Nishita & Nakamae 94] 
[Iwasaki et al. 2001] 
[Ernst et al. 2005] 
[Hu et al. 2010]



Single scattering 
(with 2 refractive boundaries)
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Figure 1: Different rendering results generated by our screen-based interactive volume caustics method. Both, specular and refractive
volume caustics in homogeneous and inhomogeneous participating media are handled by our technique.

Abstract

Volume caustics are intricate illumination patterns formed by light
first interacting with a specular surface and subsequently being scat-
tered inside a participating medium. Although this phenomenon
can be simulated by existing techniques, image synthesis is usually
non-trivial and time-consuming.

Motivated by interactive applications, we propose a novel volume
caustics rendering method for single-scattering participating media.
Our method is based on the observation that line rendering of illu-
mination rays into the screen buffer establishes a direct light path
between the viewer and the light source. This connection is intro-
duced via a single scattering event for every pixel affected by the
line primitive. Since the GPU is a parallel processor, the radiance
contributions of these light paths to each of the pixels can be com-
puted and accumulated independently. The implementation of our
method is straightforward and we show that it can be seamlessly
integrated with existing methods for rendering participating media.

We achieve high-quality results at real-time frame rates for large
and dynamic scenes containing homogeneous participating media.
For inhomogeneous media, our method achieves interactive perfor-
mance that is close to real-time. Our method is based on a simpli-
fied physical model and can thus be used for generating physically
plausible previews of expensive lighting simulations quickly.

Keywords: volume caustics, ray marching, real-time rendering

1 Introduction

Global illumination effects increase the realism of computer gener-
ated scenes significantly. Caustics caused by specular or refractive
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objects are stunning visual effects, even more so in participating
media, where volumetric caustics can be observed, see Fig. 1.

However, most existing methods for computing volumetric caus-
tics are computationally expensive, preventing interactive applica-
tions from including this appealing effect. In this paper we propose
a novel interactive volume caustics rendering method for single-
scattering participating media. We derive a simplified physics-
based model enabling the efficient rendering of volumetric caus-
tics in participating media exhibiting variations in scattering and
absorption coefficients as well as the, potentially anisotropic, scat-
tering phase function. We describe a practical GPU-based imple-
mentation and evaluate the technique in detail.

Our method avoids all pre-computations, enabling the interactive
simulation of light interaction with fully dynamic refractive and re-
flective objects while maintaining good temporal coherence in ani-
mated renderings. Since large and complex scenes can be handled
efficiently by our technique, the rendering of volumetric caustics in
interactive applications like computer games is becoming an option.
Additionally, our method is applicable for fast preview generation
of a more complex lighting simulation like volumetric photon map-
ping [Jensen and Christensen 1998], as required e.g. for feature
films and in commercial rendering packages.

In brief, we present the following contributions:

1. We derive a theoretically grounded simplified image forma-
tion model for volume caustics in single-scattering media,
and,

2. Based on a reformulation of the proposed model, we develop
a screen-based interactive rendering technique that uses line
primitives [Krüger et al. 2006; Sun et al. 2008] to efficiently
splat radiance contributions to image pixels.

The remainder of the paper is organized as follows: First, we re-
view previous work in Section 2. Section 3 gives a short overview
of our method. We then derive a simplified image formation model
for volume caustics in single-scattering media, Section 4, the imple-
mentation of which on graphics hardware is covered in Section 5.

Scattering after the refractions: 
can be done in real-time 

[Hu et al. 2010]



Multiple scattering 
(refraction + boundary)

Sphere + BDPT + 
spherical light source 

+ 2000 spp = 
25 mn



Single scattering 
(refraction + boundary)

Sphere + BDPT + 
spherical light source 

+ 2000 spp = 
15 mn



Single scattering 
(refraction + boundary)

Sphere + BDPT + 
point light source 

+ 2000 spp = 
10 mn



Why is it so difficult?



Why was it so easy?

• (for the other methods, I mean)  
• Light: straight line in space 
• No refraction: straight line on screen 

• Follow the light, adapt sampling 

• Still possible if single refraction



Why is it so difficult? (2)

• Scattering: not just surface phenomenon 
• Sample in the volume 
• Along the ray 
• 3D problem


