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Abstract:  The purpose of this paper is to study the connections existing between Serre’s
reduction of linear functional systems — which aims at finding an equivalent system defined by
fewer equations and fewer unknowns — and the decomposition problem — which aims at finding
an equivalent system having a diagonal block structure — in which one of the diagonal blocks
is assumed to be the identity matrix. In order to do that, we further develop results on Serre’s
reduction problem and on the decomposition problem obtained in Boudellioua and Quadrat| (2010));
|Cluzeau and Quadrat| (2008). Finally, we show how these techniques can be used to analyze the
decomposability problem of standard linear systems of partial differential equations studied in
hydrodynamics such as Stokes equations, Oseen equations and the movement of an incompressible
fluid rotating with a small velocity around the vertical axis.
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Un nouveau point de vue sur le probléme de réduction de Serre

Résumé : Ce papier porte sur I’étude des liens entre la réduction de Serre des systémes fonctionnels
linéaires — qui a pour but de trouver un systéme équivalent défini par moins d’équations et moins
d’inconnues — et le probléme de décomposition — qui a pour but de trouver un systéme diagonal par
blocs équivalent — dans le cas ot I'un des blocs diagonaux est une matrice d’identité. Pour cela, nous
étendons des résultats obtenus dans Boudellioua and Quadrat| (2010); [Cluzeau and Quadrat| (2008) sur
la réduction de Serre et sur le probléme de décomposition. Finalement, nous montrons comment ces
résultats peuvent étre utilisés pour analyser le probléme de la décomposabilité des systémes linéaires
d’équations aux dérivées partielles classiquement étudiés en hydrodynamique tels que les équations de
Stokes, les équations d’Oseen et le mouvement d’un fluide incompressible en rotation a petite vitesse
autour d’'un axe vertical.

Mots-clés : Théorie mathématique des systémes, systémes fonctionnels linéaires, théorie des modules,
réduction de Serre, probléme de factorisation, probléme de décomposition, applications & I’hydrodynamique.
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1 Introduction

Mathematical systems theory aims at studying general systems defined by mathematical equations. These
systems are usually defined by functional equations, namely, systems whose unknowns are functions, such
as ordinary differential (OD) or partial differential (PD) equations, differential time-delay equations,
(partial) difference equations, ... They can be linear, nonlinear, determined, overdetermined or un-
derdetermined. A system can be studied by a broad spectrum of mathematical theories. For instance,
mathematical models developed in natural sciences are usually studied by means of techniques coming
from mathematical physics, functional analysis, probability and numerical analysis. There are at least
two reasons for that. The first one is that it is generally difficult to obtain purely analytical results
for such functional systems. The second one is the role that simulations play in nowadays life. Other
functional systems coming from mathematical physics, differential geometry, hamiltonian systems, alge-
braic geometry, ... are usually studied by means of algebraic or differential geometry techniques. More
recently, the development of constructive versions of parts of pure mathematical theories (e.g., differential
algebra, algebraic geometry, differential geometry, module theory, homological algebra) and their imple-
mentations in efficient computer algebra systems allow one to develop a more analytic study of certain
functional systems studied, for instance, in control theory and in mathematical physics. The questions
raised in this approach are the intrinsic study of these systems, i.e., the study of their built-in properties,
their symmetries and their solutions, the computation of particular forms for the systems (e.g., formal
integrable forms, Grébner or Janet bases, block triangular forms, block diagonal forms, equidimensional
decomposition), of conservation laws, ... This intrinsic study leads to important information on the sys-
tem (e.g., dimension of the solution space, invariants, cascade integration, decoupling), the computation
of particular solutions (e.g., exponential, hypergeometric, parametrizations), . ..
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4 Cluzeau & Quadrat

Following the latter approach, the purpose of this paper is to further develop certain results obtained
in |Cluzeau and Quadrat| (2008) and [Boudellioua and Quadrat|(2010)) which study the existence of factor-
izations of a matrix of functional operators defining a linear functional system, the existence of equivalent
block diagonal forms for the system and the existence of equivalent forms defined by fewer unknowns and
fewer equations than the original system. More precisely, if GL, (D) is the group formed by the r x r
matrices with entries in a ring D which are invertible and R € D9*? is a matrix which defines the system
equations Rn = 0, where n € FP is a vector of unknown functions which belong to a functional space
F having a left D-module structure, then the so-called factorization problem, decomposition problem and
Serre’s reduction problem are respectively defined by:

1. Find R’ € D"™*? and R"” € D?%" such that R = R" R'.
2. Find V € GL4(D) and W € GL,(D) such that

R, 0
VRW = —
0 Ry

for certain matrices Ry € D*** and Ry € D(a—s)x(—t),

3. Find V € GL,(D) and W € GL,(D) such that

I, 0
VRW = —
0 Ry

for a certain matrix Ry € D@=9)*(P=9) where I, denotes the identity matrix of GL; (D).

To do that, we study linear functional systems within the algebraic analysis approach (also called
D-module theory) developed by Malgrange, Bernstein, Sato, Kashiwara ... See Hotta et al.| (2008);
Kashiwara (1995)); Malgrange| (1962); Quadrat| (2010) and the references therein. In this approach, a linear
functional system Rn = 0 is studied by means of the left D-module M finitely presented by the matrix
R € D?*P which defines the system equations and whose entries belong to a noncommutative polynomial
ring D of functional operators. Using the recent development of Grébner or Janet basis techniques for
certain classes of noncommutative polynomial rings of functional operators (Chyzak et al.| (2005))), results
of algebraic analysis, using module theory and homological algebra, were made algorithmic in |Chyzak
et al.| (2005); |Cluzeau and Quadrat| (2008)); |Quadrat| (2010) and implemented in the OREMODULES and
OREMORPHISMS packages (Chyzak et al.| (2007)); |Cluzeau and Quadrat| (2009)).

In this paper, we first complete some of the main results obtained in |Cluzeau and Quadrat| (2008)). In
particular, we obtain a necessary and sufficient condition for the existence of a non-trivial factorization of
the system matrix based on the concept of a non-generic solution developed in algebraic analysis. Even if
this characterization is not constructive, it generalizes a result obtained in |Cluzeau and Quadrat| (2008))
and gives another explanation to the well-known fact that, for a linear OD operator, the existence of a
factorization cannot usually be detected from the knowledge of the associated eigenring (see Barkatou
(2007); van der Put and Singer| (2003) and the references therein). We then consider the decomposition
problem and we obtain necessary and sufficient conditions for the existence of a direct decomposition of
the module which generalize a result obtained in|Cluzeau and Quadrat| (2008)). We study Serre’s reduction
problem as a particular case of the decomposition problem, i.e., as the particular case where one of the
diagonal block is the identity matrix. We show how to use certain homotopies of the trivial idempotents
of the left D-module M, namely, of the 0 and identity endomorphisms of M, and the solutions of an
algebraic Riccati equation (generalized inverses) to obtain necessary and sufficient conditions of Serre’s
reduction. These conditions are then related to the ones obtained in |Boudellioua and Quadrat| (2010)
following Serre’s ideas (see the references of |[Boudellioua and Quadrat| (2010))). In particular, we state a
correspondence between these two approaches and show how to explicitly pass from one formulation to
the other. Finally, we show how the above results can be used to prove that standard 2-dimensional linear
PD systems studied in hydrodynamics (namely, Oseen equations and the movement of an incompressible
fluid rotating with a small velocity around the vertical axis) are defined by indecomposable differential
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A new insight into Serre’s reduction problem 5

modules. These results give a mathematical proof that the matrices of PD operators defining these
systems are not equivalent to block diagonal matrices, and thus, that the equations of these systems
cannot be uncoupled (which would exhibit independent physical subphenomema). These results are
obtained by proving that their endomorphism rings are cyclic differential modules that only admit the
two trivial idempotents.

The plan of the paper is the following. In Section [2| we briefly review the main ideas of the algebraic
analysis approach to linear systems theory. In Section [3] we first present well-known results on the
homomorphisms of finitely presented left modules and then study the multiplicative structure of the
endomorphism ring of a finitely presented module over a commutative polynomial ring. In Section [4 we
complete the results obtained in (Cluzeau and Quadrat, (2008) on the factorization problem. In Section
we further develop the results of |Cluzeau and Quadrat| (2008)) on the decomposition problem. Serre’s
reduction problem is first recalled in Section[6land the main results are reviewed. We then study the deep
connections existing between Serre’s reduction problem and the decomposition problem in the particular
case when one of the diagonal blocks is the identity matrix. We exhibit a non-trivial correspondence
between the solutions of Serre’s reduction problem and those of the decomposition problem (which are
based on the solvability of an algebraic Riccati equation). In Section [7) we illustrate how the techniques
developed in this paper can be used to study the endomorphism ring of standard linear PD systems
encountered in hydrodynamics and prove that some of these systems are indecomposable, i.e., that they
cannot be uncoupled. Finally, the paper ends with Section [§] which is an appendix where the different
computations used in Sections [5] [6] and [7] and obtained by means of the OREMORPHISMS package, are
given.

Notation. In this article, D will denote a left noetherian domain, namely a ring without zero divisors
and which is such that every left ideal of D is finitely generated as a left D-module (see, e.g., Rotman!
(2009)). When D is a (noncommutative) polynomial ring over a computational field k, we shall further
assume that Buchberger’s algorithm terminates for any admissible term order and computes a Grébner
basis (see |Cluzeau and Quadrat| (2008) and references therein). Moreover, D?*? denotes the D — D-
bimodule formed by the ¢ x p matrices with entries in D. We simply note DP*! by DP. The group of
invertible matrices of DP*? is denoted by GL, (D). If M and N are two left D-modules, homp (M, N) is
the abelian group formed by the left D-homomorphisms (i.e., left D-linear maps) from M to N. If k is
a field and D a k-algebra, then homp (M, N) inherits a k-vector space structure. Two left D-modules M
and N are said to be isomorphic, which is denoted by M = N, if there exists an injective and surjective
element of homp(M, N). We denote by M & N the direct sum of M and N (see, e.g., [Rotman| (2009)).
Finally, det(R) denotes the determinant of a square matrix R whose entries belong to a commutative
ring and diag(Ry, R2) is the block diagonal matrix formed by the matrices Ry and Rs.

2 Algebraic analysis approach to linear functional systems

In this paper, we study linear systems theory within the algebraic analysis framework (see |Chyzak et al.
(2005)); |Cluzeau and Quadrat| (2008)); Malgrange| (1962)); |Quadrat| (2010]) and the references therein). Let
us briefly state again the main ideas of this approach. Let D be a left noetherian domain, F a left
D-module and R € D9*P. A linear system, also called behaviour in control theory, is defined by the
following abelian group:

kerz(R.) :={n € F? | Rn=0}.
If k is a field and D a k-algebra, then kerz(R.) inherits a k-vector space structure.

To study the linear system kerz(R.), we first introduce the finitely presented left D-module M defined
as the cokernel of the following left D-homomorphism

.R: D1*¢a _—, Dplxp
A — AR,

i.e., with the notation imp(.R) := D'*9 R, defined by the following factor left D-module:

M := D'*?/(D**1 R).
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6 Cluzeau & Quadrat

Let us explain why this module plays an important role in the algebraic analysis approach to linear
systems theory. Let 7 € homp(D'*? M) be the left D-homomorphism sending A € D**? onto its residue
class m(A\) € M (i.e., 7(A) = w()\) if and only if there exists 4 € D**9 such that A = N+ R), {f;}i=1...p
the standard basis of D'*P | i.e., f; € D'*P is the vector formed by 1 at the ;' position and 0 elsewhere,
and y; := 7(f;) for j = 1,...,p. Then, every element m € M is of the form m = mw(\) for a certain
A= (A1 ... Ap) € DPP which yields m = 7(3°7_, A f;) = 20—y Miw(f;) = >25_) Aiy; and shows that
{y;}j=1,...p is a family of generators of M. These generators satisfy the following left D-linear relations:

P

VZ = 1, e q, ZRU yj = ZR” W(fj) = Z’IT(Rij f]) = 7T((R7;1 N Rlp)) = 0
j=1 j=1

j=1
If we note y := (y1 ... yp)T, then we have Ry = 0. For more details, see Chyzak et al.| (2005)); Cluzeau
and Quadrat| (2008); Quadrat| (2010)).

Let M’, M and M" be left D-modules, f € homp(M’, M) and g € homp (M, M"). If ker g = im f,

then M’ —L» M %5 M is called an ezact sequence at M (see, e.g., Rotman| (2009)). If the above
sequence is exact at M and if g = 0, then im f = M, i.e., f is surjective, or if f = 0, then kerg = 0, i.e.,
g is injective. By definition of M as the cokernel of .R € homp(D*4, D1*P), we have the exact sequence

.R

D4 D*P ——= M 0,

which is called a finite presentation of M. If we apply the contravariant left exact functor homp( -, F)
(see, e.g., Rotman| (2009))) to the above exact sequence, we get the following exact sequence

R)* o
homp (D7, F) <2 omp (D12, F) <% homp (M, F) < 0,

where (.R)*(¢) = ¢ o (.R) for all ¢ € homp(D'*P,F) and 7*(¢)) = ¢ o7 for all ¢ € homp(M,F). For
more details, see, e.g., [Rotman| (2009). Using the isomorphism homp (D'*", F) = F" defined by mapping
the elements of the standard basis of D'*" to elements of F, the above exact sequence yields the following
exact sequence of abelian groups

Fi<2 < homp(M,F) <— 0,
where (R.)(n) = Rn for all n € FP, which finally shows that:
kerz(R.) ={n € F?| Rn=0} 2 homp(M,F). (1)

More precisely, we can easily show that ¢ € homp (M, F) yields n := (¢(y1) ... #(yp))T € kerz(R.), where
{y;}j=1,... p is the family of generators of M defined as above, and if n € ker#(R.), then ¢,(mw(X)) := An for
all A € D'¥? is a left D-homomorphism from M to F. See, e.g.,|Chyzak et al. (2005). The isomorphism
(1)) shows that the linear system kerz(R.) can be studied by means of M and F (Malgrange| (1962))). The
finitely presented left D-module M encodes the algebraic side (i.e., the linear equations) of kerz(R.) and
the left D-module F is the (functional) space in which the solutions are sought.

Example 1. A commutative ring A is called a differential ring if A is equipped with n commuting
derivations 0;, i = 1,...,n, i.e., maps 0; : A — A satisfying 9;(a1 + a2) = 9; a1 + 0; az, 9i(a1 az) =
(0i a1) a2 + a1 0; as (Leibniz rule) for all a1, ap € A, and 0; 0;a = 0; 0; a for all a € A. A differential field
K is a field K endowed with a differential ring structure (which yields 9;a=! = —a=2 9; a).

The ring D := A(dy,...,d,) of PD operators with coefficients in a differential ring (A, {0;}i=1,... n) is
defined as the noncommutative polynomial ring formed by elements of the form ZOSI pl<r On d*, where
ay €A, = (1 ... pin) € L%, |p == p1 +- -+ pn, d* :=di* ... di, and the d;’s satisfy the relations:

d;a=ad; + 0;a,

VaeA, Vi j=1,....n,
¢ " " {didj:djdi.

Inria



A new insight into Serre’s reduction problem 7

If A:=k[zy,...,z,] (vesp., k(x1,...,2,)), then the ring A(d,,...,d,) is simply denoted by A, (k) (resp.,
B, (k)) and is called the polynomial (resp., rational) Weyl algebra. Finally, if A := k[x1,...,2,] (resp.,
A =Fk{xy,...,x,}) is the integral domain of formal (resp., locally convergent) power series in z1, ...,z
with coefficients in the field k (resp., k = R or C), and Q(A) its quotient field, i.e., the ring of Laurent
formal power series (resp., the ring of Laurent power series), then Q(A){(ds,...,d,) is simply denoted by
Dy (k) (xesp., Da(k)).

If D = A(dy,...,d,) is aring of PD operators with coefficients in a differential ring A, then R € D?*?
is a ¢ X p matrix of PD operators. If F is a left D-module (e.g., F = A), then shows that the solutions
n € FP of the PD system Rn = 0 are in a 1-1 correspondence with the elements of homp (M, F).

See|Chyzak et al.|(2005)); McConnell and Robson| (2000)) for other noncommutative polynomial algebras
of functional operators (e.g., time-delay or shift operators) such as the Ore extensions and the Ore algebras.

Let us briefly review a part of the classification of finitely generated left D-modules, i.e., left D-modules
which can be defined by a finite number of generators.

Definition 1 (Laml! (1999); [McConnell and Robson| (2000)); [Rotman| (2009)). Let D be a left noetherian
domain and M a finitely generated left D-module.

1. M is free if there exists r € Z>q such that M = D'*". Then, r is called the rank of the free left
D-module M and is denoted by rankp (M).

2. M is stably free if there exist 7, s € Zxq such that M & D'*$ = D" Then, r — s is called the
rank of the stably free left D-module M.

3. M is projective if there exist r € Z>( and a left D-module N such that M & N = D",

4. M is reflexive if the canonical left D-homomorphism ¢ : M — M** defined by e(m)(f) = f(m)
for all f € M* := homp(M, D), where M** = homp(homp(M, D), D), is an isomorphism (which
then yields M = M*).

5. M is torsion-free if the torsion left D-submodule of M, namely,
t(M)={meM|3de D\{0}: dm =0},

is reduced to 0, i.e., if (M) = 0. The elements of t(M) are called the torsion elements of M.
6. M is torsion if t(M) = M, i.e., if every element of M is a torsion element.
7. M is cyclic if there exists m € M such that M = Dm = {dm | d € D}.
8. M is decomposable if there exist two proper left D-submodules M; and My of M such that:

M = M, ® Ms.

If M is not decomposable, then M is said to be indecomposable.

9. A non-zero left D-module M is called simple if M has no non-zero proper left D-submodules.

Similar definitions exist for finitely generated right D-modules.

We refer to |Chyzak et al.| (2005); Fabianska and Quadrat| (2007)); |(Quadrat and Robertz (2007a) for
algorithms which test whether or not a finitely presented module M over some classes of noncommuta-
tive polynomial rings admits a non-trivial torsion submodule, is torsion-free, projective, stably free or
free. These algorithms are implemented in the OREMODULES (Chyzak et al. (2007)), QUILLENSUSLIN
(Fabianska and Quadrat| (2007))) and STAFFORD (Quadrat and Robertz (2007a))) packages.

A free module is clearly stably free (take s = 0 in 2 of Definition , a stably free module is projective
(take N = D'*¢ in 3 of Definition [l)) and a projective module is torsion-free (since it can be embedded
into a free, and thus into a torsion-free module). More generally, we have the following results.

RR n°® 8629



8 Cluzeau & Quadrat

Theorem 1 (Lam (1999); McConnell and Robson| (2000); Rotman/| (2009)). Let D be a left noetherian
domain. Then, we have the following implications for finitely generated left/right D-modules:

free = stably free = projective = reflexive = torsion-free.

The converses of the above results are generally not true. Some of them hold for particular domains
playing particular roles in linear systems theory.

Theorem 2 (Lam)|(1999); [McConnell and Robson| (2000); |Quadrat and Robertz (2014)); Rotman] (2009))).
We have the following results:

1. If D is a principal ideal domain, i.e., every left ideal I and every right ideal J of the domain D
are principal, i.e., are of the form I = Ddy and J = do D for dy, ds € D (e.g., the ring A(Q) of
OD operators with coefficients in a differential field A such as the ring By(k), D1(k), D1(k)), then
every finitely generated torsion-free left or right D-module is free.

2. If D = kl[zy,...,2,] is a commutative polynomial ring with coefficients in a field k, then every
finitely generated projective D-module is free (Quillen-Suslin theorem ).

3. If D is the Weyl algebra A, (k) or B, (k), where k is a field of characteristic 0 (e.g., k =Q, R, C),
then every finitely generated projective left/right D-module is stably free and every finitely generated
stably free left/right D-module of rank at least 2 is free (Stafford’s theorem).

4. If D =Dy (k), Dn(k) or D = A(D), where A = k[t] and k is a field of characteristic 0, or A = k{t}
and k =R or C, then every finitely generated projective left/right D-module is stably free and every
finitely generated stably free left/right D-module of rank at least 2 is free.

A matrix R € D?*? is said to have full row rank if kerp(.R) := {u € D9 |u R = 0} = 0, i.e., if
the rows of the matrix R are left D-linearly independent. If R € D?*P has full row rank, then we have
D'*4 = DXa R C D'¥P  which yields ¢ < p. The next theorem characterizes when a left D-module M,
finitely presented by a full row rank matrix R, is a projective or a free module.

Theorem 3 (Fabianiska and Quadrat, (2007); Quadrat and Robertz| (2007a)). Let M = D'*?/(D'*4 R)
be a left D-module finitely presented by a full row rank matriz R € DY*P. Then, we have:

1. M is a projective left D-module if and only if M is a stably free left D-module.

2. M 1is a stably free left D-module of rank p — q if and only if R admits a right inverse, i.e., if and
only if there exists a matrix S € DP*9 such that RS = I,.

3. M s a free left D-module of rank p — q if and only if there exists U € GL,(D) such that:

RU = (I, 0).
IfU := (S Q), where S € DP*9 and Q € DP*P=9) | then we have the following isomorphisms
: M — DY@-9 (ORI DRE il M V|
F(A) U )‘Qa 2 7T(/J,T),

where the matriz T € DWP=D*P js defined by:

U_lzz(g)erXp.

In particular, we have M = DY*P Q = D*®=9)  The matriz Q is called an injective parametriza-
tion of M. If T;e denotes the it row of T, then {m(T;e)}iz1,.. p—q is a basis of the free left D-module
M of rank p — q.

.....

The Quillen-Suslin theorem (resp., Stafford’s theorem) is implemented in the QUILLENSUSLIN package
(Fabianska and Quadrat| (2007))) (resp., STAFFORD package (Quadrat and Robertz (20072))). Hence, for
D = k[zq,...,z,) and k = Q, A,(Q) or B,(Q), bases and injective parametrizations of finitely generated
free left D-modules can be computed.

Inria



A new insight into Serre’s reduction problem 9

3 Homomorphisms of finitely presented left D-modules

In this section, we first briefly review the characterization of a left D-homomorphism of two finitely
presented left D-modules. For more details, see |Cluzeau and Quadrat| (2008)); [Rotman, (2009).

Lemma 1 (Cluzeau and Quadrat| (2008)). Let M = D'*?/(D'*4 R) and M' = D**¥' /(D% R') be two
finitely presented left D-modules and © : DY — M and 7' : DY*?" — M’ the canonical projections
onto M and M’.

1. The existence of f € homp(M, M') is equivalent to the existence of a pair of matrices P € Dp<v'
and Q € DI satisfying the following relation:

RP=QR. (2)
Hence, we have the following commutative exact diagram

s

D1><q '*R>D1><p M 0

o b b

. s
D1><q/ *>D1><p/ — M —— 0,

i.e., @ holds and f o = 7' o (.P), where f € homp (M, M') is defined by:

VAeDYXP f(x(\) =7 (AP). (3)

2. Let P € DP*? and Q € D% satisfy (@ and Ry € D%*4 be such that kerp(.R') = imp(.Rb).
Then, the matrices defined by
P.—P+ZR,

Q:=Q+RZ+ Z, Ry,
for all Z € DP*9" and Zy € D% satisfy the identity RP = Q R and we have:

YAe DY¥>Po f(r(\) =7 (AP) = (\P).

For two finitely presented left D-modules M and M’, the problem of characterizing elements of
homp (M, M’) is considered in |Cluzeau and Quadrat| (2008) for certain classes of noncommutative poly-
nomial rings and algorithms are given (see Algorithms 2.1 and 2.2 of |Cluzeau and Quadrat| (2008])). An
implementation is available in the OREMORPHISMS package (Cluzeau and Quadrat| (2009)).

If f € homp (M, M'), then we can define the following finitely generated left D-modules:
ker f :={m € M| f(m) = 0},
imf:={m'eM|ImeM: m' = f(m)},
coim f := M/ ker f,
coker f := M'/im f.

For two finitely presented left D-modules M and M’, let us explicitly characterize the kernel, image,
coimage and cokernel of f € homp (M, M").

Lemma 2 (Cluzeau and Quadrat| (2008)). Let M = D2 /(D**4 R) (resp., M' = D**?" /(D'*4" R")) be
a_left D-module finitely presented by R € DY*P (resp., R' € DY*?") and f € homp (M, M') defined by
. where P € DP*P' satisfies for a certain matriz Q € D1*9"

1. Let S € D™P and T € D" be two matrices such that

kerp (.(PT R’T)T):imD(.(S -T)), (4)
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10 Cluzeau & Quadrat

L € D" q matriz satisfying R=LS and Q = LT, and Sy € D™*" a matriz such that kerp(.S) =
imp(.S3). Then, we have:

kerf — (Dlxr S)/(Dlxq R) ~ D1><r/ (Dlx(q+r2) (LT Sg)T) . (5)

Hence, f is injective if and only if the matriz (LT ST admits a left inverse, i.e., if and only if
there exists X = (X1 Xa) € D"™*@+72) such that X, L + X5 Sy = I,.

2. With the above notations, we have:
coim f = Dlxp/(Dlxr S) 2 im f = (Dlx(p+q') (PT R/T)T> /(Dlxq' R/)~

Moreover, we have the following commutative exact diagram

0

ker f
prxa —Es pxp T o pf 0
| |
Dle S pixp & COlmpf*)()’

where p: M — coim f = M/ ker f is the canonical projection.

3. We have coker f = DlXp// (Dlx(”"’q,) (PT R’T)T> and the following long eract sequence

-T) (PT RT)T
Dixtad)

pixr D1xp" — coker f —=(

defining the beginning of a finite free resolution of coker f. Hence, f is surjective if and only if the
matriz (PT  R'T)T admits a left inverse, i.e., if and only if there exists Y = (Y1 Ys) € DP'*(p+d)
such that Y1 P+ Yo R = 1I,.

4. We have the following commutative exact diagram

.S .
D1><’I” DlXp il COlmf [ 0

\L.T \L.P Vi

Dlxq’ — Dlxp’

where f* € homp(coim f, M') is defined by f*(k()\)) = 7' (A P) for all A € D**P.
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A new insight into Serre’s reduction problem 11

To study the decomposition problem, namely the problem of recognizing whether or not a finitely
presented left D-module M is decomposable (see of 8 of Deﬁnition, we shall focus on the case M’ = M,
i.e., on the study of the endomorphism ring endp (M) := homp (M, M) of M.

In many standard examples coming from linear systems theory and mathematical physics (see, e.g.,
the examples considered in Section , D is a commutative polynomial ring. In this particular case,
homp (M, M') inherits a D-module structure (which is usually not the case for a noncommutative ring
D) and an explicit description of the D-module homp (M, M') in terms of generators and relations can
be given. For more details and explicit algorithms, we refer to |Cluzeau and Quadrat| (2008).

Till the end of this section, we assume that D is a commutative ring. From Lemmall] it follows that
the ring endp (M) can be written as the factor of two D-modules, i.e., we have

endp(M) = B := A/(DP*1R),

where A := {P € DP*P|3Q € D?*?: RP = @ R} is a ring called eigenring. Indeed, we clearly have
0cA I, e Aand if P, P, € A ie.,, RP, = Q1 R and R P, = (2 R for some matrices @1, Q2 € D%,
then we have R (P1 + P») = (Q1 + Q2) R and R (P; P;) = (Q1 Q2) Rso that P, + P, € Aand P, P, € A.
The other properties of a ring can easily be checked. The ring A is a noncommutative ring since P; P>
is usually different from P, P;. Moreover, DP*9 R is a two-sided ideal of A. Indeed, if P;, P, € A and
Z1 R, Zo R € DP*9 R, where Z; € DP*? for ¢ = 1, 2, then we have:

P (Zl R)+P2 (ZQR) = (Pl Z1+P2Z2)R,
(Z1R)P1 + (Z2R) P = (Z1 Q1 + Z2Q2) R.

Thus, B = A/(DP*? R) is a noncommutative ring and x :=id, ® 7 : A — B is the canonical projection
onto B. In particular, the product of B is defined by:

VP17P2€A, H(Pl)R(PQ):IQ(Plpg).

We call opposite ring of B, denoted by B°P, the ring defined by B as an abelian group but equipped
with the opposite multiplication e defined by:

V by, by € B, by eby:=bybi.
If ¢ : B —> endp(M) is the abelian group isomorphism mapping #(P) to ¢(x(P)) defined by
VA€ DYP ¢(k(P))(m(N) = m(AP),
then we have
VAe DT (p(k(P2)) 0 ¢(k(F1)))(m(N) = m(A Pr P2) = ¢(k(P1 P2))(m(N) = d(k(P1) K(P2))(m(N),
i.e., using the opposite ring B°P, we obtain:
O(K(P2) @ k(P1)) = ¢(k(P1) K(P2)) = ¢(K(P2)) 0 d(k(P1)).
Since ¢(k(I,)) = idpy, ¢ is a ring isomorphism, i.c.:
endp (M) = B,

Algorithm 2.1 in |Cluzeau and Quadrat| (2008) computes a family of generators {f;}i=1,.. s of the
finitely generated D-module endp(M). The f;’s are given by means of two matrices P; € DP*P and
Q; € D779 satisfying RP; = Q; R, ie., fi(r(\)) = 7(AP) for all A\ € D'*P and i = 1,...,s (see
Lemma |1f).

Let us now explain how to obtain a finite family of D-linear relations among these generators, i.e.,
XF =0, where F = (f; ... f)T and X € D***. A D-linear relation Zj‘=1 d; f; = 0 between the f;’s is
equivalent to the existence of Z € DP*4 satisfying:

> djP;=ZR. (6)
j=1
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12 Cluzeau & Quadrat

To solve @, let us introduce a few definitions and a standard result which holds for matrices with
entries in a commutative ring D. If F' € D9%P then row(F) € D'*9P denotes the row vector obtained by
concatenating the rows of F. If F € D9? and F’ € DY | then K := F ® F' stands for the Kronecker
product of F and F’, namely, the matrix K € D97 *P?" defined by (Fij F)i<i<q1<j<p.- If F € DI*P,
G € D™ and H € D**", then a standard result on Kronecker products states that we have:

row(H G F) = row(G) (H' @ F).

Applying the above identity to @, we get:

row(Py)
idj row(P;) —row(Z) (I, ® R) =0 <= (dy ... dy —row(Z)) : — 0.
J=1 row(Py)

I,®R

If we introduce the matrices
U := (row(P)T ... I‘OW(PS)T)T € DXV
V:=1,®Re Drox<r’, (7)
W= (UT VT)T e Dlstraxp,

then there exist X € D' and Y € D'*P4 satisfying kerp(.W) = D' (X —Y). If Y;; denotes the
i X j entry of the matrix Y and for i =1,...,¢,

Yi1 o Yy,
Yigtny -+ Yizg

Zi = € DP*1,
Yz}(p—l) g+l - Yiypq

then Z;Zl Xij P; = Z; R, and thus the f;’s satisfy the following D-linear relations:
Vi,=1,....t, » Xi; f;=0. (8)
j=1

Hence, we get endp (M) =2 DY*s/(DY*t X)), i.e., endp(M) is finitely presented by the matrix X € D?**.

Now, the ring structure of endp (M) is characterized by the expressions of the f; o f;’s in terms of the
generators fi's of the D-module endp (M), i.e.:

Vi,j=1,...,s, fioijZ%‘jkfk, vijk € D. (9)
=1

The ;;1’s look like the structure constants appearing in the theory of finite-dimensional algebras. The
matrix I' formed by the «;;;, satisfies FF ® F' =T'F. I is called a multiplication table in group theory. If
D{f1,...fs) denotes the free associative D-algebra generated by the f;’s and

J = <ZXijfja i:]-a"'vtv fiofj_z’yijkfkv 27‘7:1378>
j=1

k=1

is the two-sided ideal of D(f1,... fs) generated by the relations and @, then the noncommutative
ring endp (M) is defined by endp(M) = D(f1,... fs)/J, which shows that endp(M) can be defined as
the quotient of a free associative algebra by a two-sided ideal generated by linear and quadratic relations
over D.
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A new insight into Serre’s reduction problem 13

Using , the structure constants v;;1’s can be computed as follows. The computation of the normal
form of the rows row(P; P;) with respect to a Grobner basis of the D-module D**C+P) W for i, j =
1,...,s yields a matrix (I'y T'3) € Ds*x(s+p 9 where I'y € D***s and Iy e Ds*xpa, Then, the matrix
I’y defines the multiplication table of the family of generators {f;}i=1, . s of endp(M). The computation
of the endomorphism ring endp (M) (i.e., generators, relations and multiplication table) for a finitely
presented module over a commutative polynomial ring D is implemented in the OREMORPHISMS package
(Cluzeau and Quadrat| (2009)).

Example 2. Let us consider the motion of a fluid in a one-dimensional tank studied in |Dubois et al.
(1999) and defined by the following linear system of OD time-delay equations

Y1t —2h) +ya(t) — 20(t — h) =0, (10)
yi(t) +y2(t —2h) — 24a(t — h) = 0,
where h a positive real number. Let D = Q(«)[d, §] be the commutative polynomial ring of OD time-delay
operators with rational constant coefficients, i.e., dy(t) = y(t), dy(¢t) = y(t — h) and 96 = § 9,

(&1 —206 o
R( 18 —286>€D (1)

the matrix defining , and the D-module M = D'*3/(D'*2 R) finitely presented by R. Applying
Algorithm 2.1 of |Cluzeau and Quadrat| (2008) to R, the D-module structure of endp (M) is generated by
fers fers fesy feu € endp(M) defined by fo(m())) = w(A P,) for all A € D*3 where a = (o a2 a3 ay) €
DY 4 Le;}_1. 4 is the standard basis of D'** and:

,,,,,

(o351 Qg 20300
P, = ar+2040 a1 —2040 20300 ,
ayd —y 0 ap +as+az (62 +1)
0. — a1 — 2040 a2+2040
« (65) (65} ’

Let us simply set f; := f.,. We can check that the generators {f;}i—1 .. 4 of the D-module structure of

endp (M) satisfy the following D-linear relations:

.....

(0°=1)fa=0, Ofitfo—fs=0, fi+tdfo—fz=0 (12)
A complete description of the noncommutative ring endp (M) is given by the knowledge of the expressions
of the compositions f; o f; in the family of generators {fx}gr=1,.4 fori,j=1,...,4:
flofi:fioflzfia izl)"'747
o fo— f fso f3=(8°+1) fs,
2 2 —J1
faofa=20f1—20fa+2[4,
faofs=fsofo=f3, fsof _o ' ’ (13)
4 3 =Y,
faofa=20f1 —20 fa+ fa,
fiofas=-20f4
fio fa=—fa,

Denoting by f.o f, the composition of an element f. in the first column by an element f;,. in the first row
of the table below, we can write in the form of the following multiplication table:

’ fcofr H fl ‘ f2 ‘ f3 ‘ f4 ‘
S | f /3 Ja

fa fo| f1 /3 20f1=20fa+ f4
f3 fs| fs [ (0°+1)f3[20/1—20fa+2/s
fa Ja| —fa 0 =20 f4
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14 Cluzeau & Quadrat

We finally obtain endp (M) = D(f1, f2, f3, fa)/J, where

J=((®=1)f5,0* fr+ fa—fa, 1+ 8" fa— fa, frofi— fi, ., fao fa+20 fa)
is the two-sided ideal of the free D-algebra D{f1, f2, f3, f4) generated by the polynomials defined by the

identities and .

4 Factorization problem

In this section, we complete results of |Cluzeau and Quadrat| (2008]) to obtain a necessary and sufficient
condition for the existence of a strict factorization of a linear functional system.

Let us first give a necessary and sufficient condition for the existence of a factorization of R € D7*P.
Lemma 3. If R € D9*P_ then the following assertions are equivalent:
1. There exist two matrices L € D" and S € D"*P such that:
R=1LS. (14)
2. There exist a finitely presented left D-module M’ and f € homp (M, M"), where M = D**P/(D'¥9 R),

such that:
coim f = DY /(D" §),  ker f = (D**" S)/(D'*4 R). (15)

Proof. 1 = 2. Let M’ := DY*?/(D'*" S) be the left D-module finitely presented by S. The relation
R = L S induces the commutative exact diagram

D1><q i>D1xp L>M*> 0

oy

Dixr —Z> plxp —“s ) —— 0,

which defines f € homp(M, M') by f(m()\)) = k(A) for all A € D*P. Indeed, if 7(\) = m(\) for some
X € D'¥P_ then there exists p € D'¥9 such that A = M + p R, which yields:

fx(N) = 6(A) = 6(N) + £(pR) = (X) + £((1 L) §) = £(X') = f(m(X)).
Using kerp(.(17  ST)T) = D™ (S —1,), 1 and 2 of Lemmayield .

2 = 1 is proved in Theorem 3.1 of |Cluzeau and Quadrat| (2008). For the sake of completeness, we
repeat the proof here. Let M’ := D'*?" /(D*¢ R') and f € homp (M, M’) satisfy . From Lemma
f is defined by where P € DP*P gatisfies for a certain matrix Q € D?*?. Using and of

Lemma we get imp(.(R  — Q)) C kerp ( (PT R’T)T) =imp(.(S —1T)), which shows that there

exists a matrix L € D?9*" such that R=LS and Q = LT.
O

Using Grobner basis techniques for a polynomial ring D, the factorization can be computed (see,
e.g., (Chyzak et al.| (2005, |2007))).

Definition 2. A factorization R = L S, where R € D?*P [ € D95 and S € D**P, is called strict if:

If F is a left D-module and R = LS, then kerz(S.) C kerz(R.), i.e., every F-solution of Sn = 0 is
a F-solution of Rn = 0. Hence, finding solutions of a linear functional system is an application of the
problem of factoring matrices of functional operators.

Proposition 1. If R = LS is not a strict factorization, then we have kerz(R.) = kerx(S.) for all left
D-modules F.
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A new insight into Serre’s reduction problem 15

Proof. Since, by definition of S, we have D'X¢ R C D" S D'X"S = DIX4R is equivalent to the
existence of F' € D"* such that S = F R. Combining this identity with R = L .S, we get (I,—LF)R =0
and (I, — FL)S =0, and thus there exist two matrices X € D"™*% and Y € D"*"2 such that

{LF:%+X&7 (16)

FL=1I,+YS,,

where Ry € D%*9 (resp., Sy € D"™*") satisfies kerp(.R) = imp(.Rz) (resp., kerp(.S) = imp(.52)).
Then, using 7 we can easily check that we have

Lo =0,
Rn=L(Sn)=0 = = Sn=0,
Sn=40,

since @ € F" satisfies So 0 = 0, and thus 6 = F (L6) — Y (S5 60) = 0 by (16)), and conversely

F(=0,
Sn=F(Rn) =0 = = Rn=0,
Rn=¢,

since ¢ € F1 satisfies Ry ( =0, and thus ¢ = L (F ()~ X (R () = 0 by (16), i.e., kerz(R.) = kers(S.). O

Remark 1. Homological algebra techniques can be used to give another proof of Proposition[I} Indeed,
by 1 = 2 of Lemma/3| the factorization R = L S defines f € homp(M, M’), where M' = D**? /(D" §),
such that we have (15]). Then, applying the contravariant left exact functor homp( -, F) to the canonical
short exact sequence 0 — ker f — M — coim f — 0 and using (1)) and (15), we get the following
long exact sequence

0 — kerz(S.) ——— kerz(R.) — homp (ker f, F)
— exth(coim f, F) — exth (M, F) — ext} (ker f, F)
— ext% (coim f, F) —exth (M, F) ——— >
where the ext’, (M, F)’s are the so-called extension abelian groups (see, e.g., Rotman| (2009)). Hence,

if R = LS is not a strict factorization, i.e., D'*" S = DR, or equivalently ker f = 0, then
homp (ker f, F) = 0, and thus kerz(S.) = kerz(R.).

Now, if F is a so-called injective left D-module, i.e. if we have ext, (P, F) = 0 for all left D-modules
P and for i > 1 (see, e.g., [Rotman| (2009))), then the above long exact sequence reduces to the following
short exact sequence:

0 — kerz(S.) —— kerx(R.) —— homp(ker f, F) — 0.

We then get kers(R.)/ kerz(S.) = homp(ker f, F) = kerz((LT ST)T.) by (1) and . In particular, if
S has full row rank, i.e., Sy = 0, then we finally obtain:

ker}-(R.)/kery:(S.) = ker]:(L.).
In particular, this result holds for 7 = C*°(R"™) and D = R(dy,...,dn) =R[dy,...,dy,].
Let us now introduce the concept of a generic solution of the linear system kerz(R.).

Definition 3. Let F be a left D-module, M = D'*P/(D'*9R) a finitely presented left D-module, and
7 : DYP — M the canonical projection onto M. Then, n € kerz(R.) is called a generic solution if
¢y, € homp (M, F), defined by ¢, (m(X)) = An for all A € D*P is injective.

)T

~)

For instance, with the notations of Section |2 ¥ = (y1 ... yp)* is a generic solution of kerys(R.)

endp (M) corresponding to idyy.

The next result is a reformulation of the concept of a strict factorization in terms of homomorphisms.
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16 Cluzeau & Quadrat

Theorem 4. If R € D?*P  then the following assertions are equivalent:

1. The matrix R admits a strict factorization, i.e., there exist L € D" and S € D" 7 such that
R=LS withimp(.R) C imp(.95).

2. There exist a finitely presented left D-module F and f € homp(M,F) such that ker f # 0.

3. There exists a finitely presented left D-module F such that the linear system kerz(R.) admits a
non-generic solution in the sense of Definition[3

Proof. By Lemma [3] the existence of a factorization R = L S is equivalent to the existence of a finitely
presented left D-module F and f € homp(M,F) such that coim f = D*?/(D'*" S) and ker f =
(D**" 8)/(D¥*4 R). Moreover, the factorization is strict if and only if ker f # 0, i.e., if and only if the
linear system kerz(R.) admits a non-generic solution.

O

Theorem [ shows that the factorization problem cannot simply be solved by studying the ring
endp (M) since the factorizations of R correspond to finitely presented left D-modules F which are
usually not equal to M.

Example 3. We illustrate the known fact that an operator R € D = B;(Q) can admit a strict fac-
torization R = L S even if endp(M) is reduced to kidys (see van der Put and Singer| (2003); Barkatou
(2007)). Let us consider the OD operator R = d? +td € D. An element of endp (M) can be defined by
P =ad+ b, where a, b € Q(t), which satisfies R P = Q R for a certain @ € D. We have:

RP=(d*+td)(ad+b)=ad®+ (2a+ta+b)d*+ (a+t(a+b)+2b)d+b+tb.
Hence, @ has the form Q = ad + ¢, where ¢ € Q(t), which yields
QR=(ad+c)(d®+td)=ad*+ (ta+c)d*+ (a+tc)d,

and thus R P = @ R is equivalent to the following linear OD system:

2a+b—c=0,
i+ta+b—c)+2b—a=0, (17)
b+tb=0.

If we note u := i), then the last equation of gives u +tu =0, i.e., u = ¢y e‘t2/2, and thus we have
b=c fot e /2 ds + o, where ¢ and ¢ are two arbitrary constants, i.e., ¢1,co € Q. Since b € Q(¢), we
get ¢; = 0 and b = ¢ and the above system becomes:

i—ta—a=4(a—ta)=0,
b:CQ,
C:2d+C2.

The integration of the first equation gives @ — ta = c3 so that we get a = (¢4 + c3 fg e=5"/2 ds) et2/2,
where c¢3 and ¢4 are two arbitrary constants, i.e., ¢3,¢q4 € Q. Since a € Q(t), we must have c3 = ¢4 = 0,
i.e., a =0 and b = ¢ = ¢o. Hence, we obtain P = @ = c¢a, i.e., every element of endp (M) has the form of
f = caidys, where ¢ € Q, and thus ker f = 0 if ¢o # 0. An algorithm for computing rational solutions of
linear OD systems can be found in Barkatou| (1999). See also Barkatou| (2007)); van der Put and Singer
(2003) and references therein for the computation of the eigenring of a linear OD operator and a first
order linear OD system.

Theorem [ asserts that R admits a strict factorization if and only if there exists a finitely presented
left D-module F and f € homp(M,F) such that ker f # 0. If we take F = D/(Dd) = Q(t) and
f € homp (M, F) defined by f(mw(\)) = k(A) for all A € D, where k : D — F is the canonical projection
onto F, then we get ker f = (D d)/(D R) # 0, which shows that the OD equation 7j + ¢ 7 = 0 admits the
non-generic solution 7 = 1 and yields the strict factorization R = L S, where L =d 4+t and S = d.
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A new insight into Serre’s reduction problem 17

We refer the reader to the ALGEBRAICANALYSIS package (Cluzeau et al.| (2013))) which computes
general homomorphisms of two finitely presented differential modules by integrating linear PD systems
in the unknown coeflicients of a fixed order ansatz for P. For instance, for the above example, the
ALGEBRAICANALYSIS package integrates to get that the general endomorphism of M is defined by:

t t
P = <C4+C3/ 6_82/2d8> etz/zd—i—cl/ 6_82/2(13—1—02, c1,...,c4 € Q.
0 0

If M is a simple left D-module (see 9 of Definition [I) and f € homp(M,F) \ {0}, then we have
ker f = 0, which shows that f is injective. If M is a left D-module finitely presented by R € D?*P  then
R does not admit a strict factorization by Theorem[d] Moreover, if F = M, then im f = M since im f is a
non-trivial left D-submodule of M, which shows that a non-trivial f € endp (M) is an automorphism, i.e.,
f € autp(M). This result is the so-called Schur’s lemma stating that the endomorphism ring endp (M)
of a simple left D-module M is a division ring (see, e.g., McConnell and Robson| (2000)).

Example 4. Let us show that M = D/(D dy + D ds) = k[x1, z2] is a simple left D = A5(Q)-module. If
L is a non-trivial left D-submodule of M and z := dy € L, where d € D\ {0}, y = m(1) is the generator
of M and m: D — M the canonical projection onto M, then we can assume without loss of generality
that d € k[z1, x2] since y satisfies the following relations:

dl Yy= 07 (18)
d2 Yy = 0.

Using 1) we get d;z =d; (dy) =dd; y+ %y = % y =0 for i = 1, 2. Thus, there exists d’ € D such
that y =d' z € L for a certain d’ € D\ {0}, i.e., L = M, which proves that M is a simple left D-module.
Using Proposition 2.5 of |Cluzeau and Quadrat| (2008), we can easily prove that autp (M) =k \ {0}.

5 Decomposition problem

5.1 General results

The existence of a non-trivial decomposition M = M; & M, of a left D-module M is known to be
equivalent to the existence of a non-trivial idempotent element f € endp(M), i.e., f> = f, where f is
neither idy; nor 0. See, e.g., McConnell and Robson| (2000)); |Cluzeau and Quadrat| (2008)).

Let us state a characterization of an idempotent element of endp (M).

Lemma 4 (Cluzeau and Quadrat| (2008)). Let M = D'*?/(D'*9 R) be the left D-module finitely pre-
sented by R € D7P and Ry € D™ a matriz such that kerp(.R) = imp(.R2). Then, f € endp(M),
defined by a matriz P € DP*P satisfying RP = Q R for a certain Q € D?*9, is an idempotent element
ofendp (M), i.e., f2 = f, if and only if there exists Z € DP*4 such that:

P*=P+ZR. (19)
Then, there exists a matriz Z' € D% such that:
Q*=Q+RZ+Z R,.
In particular, if R € DI*P has full row rank, then we have Q> = Q + R Z.

An algorithm for the computation of idempotents of endp (M) is given in Algorithm 4.1 of |Cluzeau
and Quadrat| (2008]).

If f2=f € endp(M), then we have M = ker f @ im f. Indeed, we have m = f(m) + (m — f(m)) for
all m € M, where m — f(m) € ker f.

Let us now generalize Lemma 4.4 of [Cluzeau and Quadrat| (2008)).
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Lemma 5. Let R € D??, kerp(.R) = imp(.Ry), kerp(.Ry) = imp(.R3), M = DY*P/(D*9R) and
f € endp(M) an idempotent defined by P € DP*P satisfying P> = P+ Z R and RP = Q R for a certain
matriz Z € DP*9 and a matriz Q necessarily of the form Q?> = Q + RZ + Z' Ry for a certain matriz
7' € D?*", Moreover, let S € D" " be such that Ro Q = S Ry. If there exist A € DP9, Ay € DI*",
U e DP*" and V € D?*° such that

ARA+(P—IL)A+AQ+Z="URy,
AsRoDo+(Q—1I,+RA)Ay+ Ay S+ RU+Z' =V Ry,

then the matrices defined by P :== P+ AR and Q := Q + RA + Ay Ry satisfy RP = QR, ﬁQ =P,
Q° =Q and f(x(\) = 7(AP) for all A € D'*P.

If R has full row rank, then (@) reduces to the following algebraic Riccati equation:
ARA+(P-I,)A+AQ+Z=0. (21)
Proof. Considering P := P + A R, we can check that
PP-P=(ARA+(P-L)A+AQ+2Z)R

which shows that P~ = P 1f and only if the first equation of holds for a certain U € DP*". Now,
using the first equation of (20)), we can check that the matrix Q Q + RA + As Ry satisfies

Q' - Q=R(ARA+(P—L)A+AQ+2Z)+ (A RoAo+(Q—I,+ RA) Ay + Ay S+ Z)R
:(AQRQAQJF(Q*[q+RA)A2+AQS+RU+Z/)R2,

and thus @2 = (@ if and only the second equation of holds for a certain V' € D?*%. Finally, 1)
reduces to when R has full row rank. O

Remark 2. If D is a polynomial ring over a computational field k, then a solution A € DP*? of the
first equation of can be obtained by considering an ansatz for A for a fixed total degree and by
solving the quadratic equations in the parameters of the ansatz so that all the normal forms of the rows
of ARA+ (P —1I,) A + AQ + Z with respect of a Grobner basis of the D-module D'*" Ry reduce to
zero. In this way, we can obtain a solution A of the first equation of for a certain U € DP*". Then,
the second equation of can be solved by considering an ansatz for A, for a fixed total degree and by
solving the quadratic equations in the parameters of the ansatz so that all the normal forms of the rows
of Ag Ry Ay + (Q — Iy + RA) Ay + Ay S+ RU + Z' with respect of a Grébner basis of the D-module
D R3 reduce to zero. We can get a solution A, of the second equation of (20} . for a certain V' € D9*#,

_ The interest of defining an idempotent f of endp(M) by two idempotent matrices . P € Dprxp and
Q € D19 (i.e., two projectors) is that the left D-modules kerp(.P), imp(.P), kerp(.Q) and imp(.Q)
then satisfy

{ DYP = kerp(.P) @ imp(. f) (22)

D =kerp(.Q) @ imp(.Q),

which shows that kerp(.P), imp(.P), kerp(.Q) and imp(.Q) are finitely generated projective left D-
modules (see 3 of Definition . In this case, we also have kerp(.P) = imp(.(I, — P)) and imp(.P) =

kerp(.(I, — P)) and similarly with Q.
Let us state again two standard results of homological algebra that will be used in what follows.

Proposition 2 (Rotman|(2009)). Let 0 M’ ! M —2= pp 0 be a short exact sequence.

Then, the following assertions are equivalent:

1. There exists u € homp(M", M) such that g ou = idps».

2. There exists v € homp (M, M") such that vo f =idpy.
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3. There exist u € homp(M"”, M) and v € homp (M, M') such that f ov+wog=idy.

4. We have M = M’ & M", where the isomorphism is defined by (f u) : M' & M" — M and
(Wl ¢ : M — M'® M", with u and v defined as above, i.e.:

(f u)o < v ) ZidM7 ( Y ) O(f u) ZidM/@M//. (23)
g g

The short exact sequence is then said to split or is a split short exact sequence, which is denoted by:

g

0 — M == M == M" — 0. (24)

Proposition 3 (Rotman| (2009)). If 0 M’ ! M —L= 0 s a short exact sequence

and M" is a projective left D-module, then the exact sequence splits, i.e. M = M' & M".

Example 5. Let us suppose that the left D-module M = D*P/(D'*4 R) is free of rank m. Then,
composing the left D-isomorphism ¢ : M — D™ with 7 € homp(D'*?, M) defined by the finite

™

presentation () — imp(.R) —— plx» M 0 of M, we obtain the short exact sequence
0——imp(.R) ‘s plxp - Dixm 0, where the matrix Q := (Qf, ... QL,)" € DP*™ is

defined by Qje = (tom)(f;) € D™ for j = 1,...,p and {f;}j=1,. p is the standard basis of D*?,
i.e., tom = .Q. Using Proposition |3} the above exact sequence splits, and thus there exists T' € D™*P
such that TQ = I,,. Hence, if M is free of rank m, then there exist Q@ € DP*™ and T € D™*P such
that kerp(.Q) = imp(.R) and T Q = I,,. Conversely, if such matrices exist, then the above short exact
sequence holds, which shows that M = cokeri = D'*™ i.e., that M is a free left D-module of rank m.
For more details, see|Chyzak et al.| (2005)); Fabianska and Quadrat| (2007)); Quadrat and Robertz (2007a)).

We now recall Theorem 4.2 of |Cluzeau and Quadrat| (2008]).

Theorem 5 (Cluzeau and Quadrat| (2008)). Let M = D P/(D'*4 R) be the left D-module finitely
presented by R € D?P and f € endp(M) an idempotent, i.e., f> = f, defined by two idempotent
matrices P € DP*P gnd Q € D99 satisfying the relations RP = QR, P2 = P and Q> = Q. If the
finitely generated projective left D-modules kerp(.P), imp(.P), kerp(.Q) and imp(.Q) are free of rank
m, p—m = trace(P), I, ¢ — | = trace(Q), then there exist four matrices Uy € D"™*P, Uy € DP=m)xp,
Vi € D9 and Vy € DU=D*9 satisfying

1. U= UL UNT eGL,(D), V:= (VT VT e GL,(D),

ViRW; 0

2.R:=VRU!=
0 Vo RW,

) € DYP_ where UL = (Wy Wy), Wi € DPX™ and
Wy € DPx(p=m),
In particular, the full row rank matriz Uy (resp., Us, Vi, Vo) defines a basis of the free left D-module
kerp(.P) (resp., imp(.P), kerp(.Q), imp(.Q)) of rank m (resp., p —m, 1, ¢ — 1), i.e., we have:
kerD(.P) == imD(.Ul),
1rnD(P) = imD(.U2)7
kerp(.Q) = imp(.V1),

(25)

IfV= = (X1 Xu), where X; € D' and Xy € DW=DX9  then we have the following diagram
formed by horizontal split exact sequences, vertical exact sequences and whose squares commute in both
directions:
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W X

0 —— pix! 4>1 D1xq 4><2 Dix(g=l) —— ( (26)
.X1 .V2

.V1 RW1 R -V2 RW2

U .

0 ——= plxm s Dlxp — Dlx(p—m) — 0
.W1 -U2

i f .

0 — kerf M imf ——— 0.

idar —f flim 5
0 0 0

In particular, we have M = ker f @ im f, where

ker f & DV /(DM (Vi RWY)),
im f = DX /(DIX=D) (Vy RWS)),

i.e., the first (resp., second) diagonal block of R corresponds to ker f (resp., im f) up to an isomorphism.

For rings D and modules satisfying the conditions of Theorem [2] the projective left D-modules
kerp(.P), imp(.P), kerp(.Q) and imp(.Q) satisfying are free of finite rank.

We now prove the converse of Theorem

Theorem 6. A matrizx R € DI%P is equivalent to a block-diagonal matrizx R € DI%P, i.c., there exist
U € GL,(D) and V € GL4(D) such that

Ry 0

R-=VRU!= ( 0 E ) , Ry eD>m Rye DlbHx—m) (27)
2

if and only if there exist two idempotent matrices P € DP*P and QQ € D%, j.e., P> = P, Q*> = Q,
satisfying RP = QR and such that the projective left D-modules kerp(.P), imp(.P), kerp(.Q) and
imp (.Q) are free of rank respectively m, p — m, l, and ¢ — I. We then have kerp(.P) = D™ Uy,
imp(.P) = D=, kerp(.Q) = DY Vi and imp(.Q) = D@DV, where U := (UL U7,
Uy € D™ and Uy € D@2 and V = (V' VT, V} € D9 and V, € D4=Dxa,

Proof. Let us suppose that R is equivalent to the matrix R defined by 1} We can check that the
matrices P € DP*P and @) € D9*7 defined by

5._ [0 0 —~ (o0 0
SN0 L ) ¢=1y Iy

satisfy P = P, @2 =Q,and RP = QR. Now, if A = (\; )2) € kerp(.P), where \; € D™ ), €
DY ®=m) then we get Ay = 0, i.e., (A\; 0) € kerp(.P), which proves that kerp(.P) = D'*™ (I,, 0)
and, since (I, 0) has full row rank, kerp(.P) is a free left D-module of rank m. Similarly, kerp(.Q)
(resp., kerp(.(I, — P)), kerp(.(I,—Q))) is a free left D-module of rank [ (resp., p—m, ¢—1). Now, if we set
P:=U"'PU and Q := V"' QV, then we can easily check that RP = Q R, P? = P and Q? = ). More-
over, we have kerp(.P) = kerp(.P)U, imp(.P) = imp(.P) U, kerp(.Q) = kerp(.Q)V and imp(.Q) =
imp(.Q)V, and since U € GL,(D) and V € GL,(D), we obtain that kerp(.P), imp(.P), kerp(.Q) and
imp(.Q) are free left D-modules of rank respectively m, p — m, [, and ¢ — I. Finally, if we note U :=
(UL UNT, where Uy € D™ P and Uy € D®=™*P and V := (V;T  V')T, where V; € D9 and V, €
D@=Dx4_ then we get kerp(.P) = D™ (I,, 0)U = D™ Uy, imp(.P) = D>*P=™) (0 I, ,,)U =
DX (=) Uy, kerp(.Q) = DI, 0)V = D'V} and imp(.Q) = D=0 (0 I, )V = D*@=-D v,

O
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Finally, we show that Theorems [5] and [6] are particular instances of the following more general result
which proves that the diagram is a particular instance of the diagram below.

Theorem 7. The following results are equivalent:

1. The following diagram, formed by horizontal split exact sequences and vertical exact sequences,
commutes in both directions:

Xa

0 —— pixi — Dxe — plx@@-) —— ( (28)

.X1 'V2
R .R .R"

.Uy Wy

0 ——= plxm —>= plxp —>= plx(p-m) —— ()
Wi .Uz
f g

0 —— M’ M M —— 0
v u

0 0 0

2. There exist matrices V € GL4(D) and W € GL,(D) such that:

R 0
VRW = o, | (29)

With the notations (@ and (@), the unimodular matrices V. and W can be defined by

V=W VDT, vIi=X=(X, Xo), W:i=W1 W), W'l=vU:=wl vH7?
(30)
and we have R = Vi RW; and R = Vo RW,.

Proof. 1 = 2. Since the first and the second horizontal exact sequences of split, using , the
matrices defined by V := (VI VT € D4, X := (X, X,) € D4, U := (UL UY) € DP*P and
W =Wy Wy) e DP*Pgatisfy VX =XV =1,and UW =W U = I,, which shows that V' € GL4(D),
X =V~H U e GL,(D) and W = U~!. Moreover, we have:

(31)

ViRW, ViRW
VRW:< 1 1 1 2>.

VaRWy Vo RW,

Using the commutativity of in the both directions, we have the relations Vi, R = R' Uy, Vo R = R" Us,
X1 R = RW; and Xy R” = RW,. Using the identities Uy Wy = I,,,, Uy Wy = I)_,, Uy W = 0 and
Us; W1 = 0, we obtain

ViRW, =R U W, =R,

Vo RWy = R Us Wy = R//,

Vi RWy = R'U, Wy = 0,

Vo RW7; =R'Uy Wy =0,
which finally proves 2.

2 = 1. Using and the notations V- = (V' V)T, where V; € D4V, € D@-Dx4 and
W = (W, Ws), where Wy € DP*™ and Wy € DP*(P=™)  the facts that V € GL,(D) and W € GL,(D)
are equivalent to the first two horizontal splits exact sequences of , where X := V71 = (X; Xy),
U:=Ww' =W UH7", X; € D Xy € DD [} € D™ and Uy, € DP~™*P Using
and (3I)), we get R = Vi RW;, R” = Vo RWs, Vi RW5 = 0 and Vo RW; = 0. Using the identity
W1 U1+W2 UQ = Ip, we get R U1 = V1 R (Wl Ul) = V1 R (IP7W2 U2) = V1 R. Similarly, we have R” UQ =
Vo R(WoUs) = Vo R(I, — W1 Uy) = Vo R. Now, Vi RW, = 0 yields X; Vs RW; = 0 which, combines
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with the identity X Vi + X, Vo = I, gives RWs = X5 (Vo RWs) = Xy R”. Similarly, Vo RW; = 0 yields
X2 Vo RW7 = 0 which, combines with the identity X3 Vi + Xo Vo = I, gives RW; = X3 (V1 RWh) =
X1 R, which shows that the following diagram

n%
0 —— px! — Dlxq —= D1><(q—l) —— 0

X4 Vo
.R/l .Rl lR
.Ul ~W2
0 —— D1><m - D1><p P Dlx(pfm) — 0

.W1 ~U2

is formed by horizontal splits exact sequences and commutes in both direction.

Finally, let us define M’ := D™ /(D'*! R'), M := D'*?/(D'*4 R), M" := D*=m) /(D1 *(a=) R/}
7 D" — M 1 DYP — M and n” : DYX®=™) — M the corresponding canonical projections,
and the following well-defined homomorphisms:

f:M — M g: M — M u:M'" — M v:M — M
mN) — a(NU1), 7)) — 7"(AWa), #"(N') — x(N'U), w(A) +— 7' (AWy).

Using the identities Uy Wy = 0, Uy Wy =0, Uy W1 = Iy,, Uy Wy = I, and Wy Uy + Wy Uy = I, we get

)(@'(N)) = 7" (N (U W2)) =0,
vou)(n”(AN") =7 (N (U W7)) =0,
)@ (N) = 7' (N (U Wh)) = 7' (\),
gou)(n" (X)) = a" (N (U W2)) = 7" (N"),
idyr — fov—wog)(w(A) =n(A({I, — W1 Uy — Wy Us)) =0,

ie,gof=0,vou=0,vof=idp, gou=idp~ and fov+wuog = idps, which shows that f and u are
injective, g and v are surjective, im f C ker g and imu C kerv. If m € ker g (resp., m € kerv), using the
identity fowv+uog=idy, we then get m = f(v(m)) € im f (resp., m = u(g(m)) € imu), which shows
that ker g = im f and ker v = im u, and thus that is a split exact sequence, which proves 1. O

Remark 3. If D is a commutative ring and M a decomposable D-module, then so is the D-module
endp(M). Indeed, if D is a commutative ring and M a decomposable D-module, i.e., M = M; & M,
where M; and M, are two non-trivial D-modules, i.e., M; # 0 for i = 1,2, then we get

endD(M) = hOHlD(M1 ® My, My @ ]\42)7
= endD(Ml) D endD(Mz) (&) homD(Ml, Mz) (&) hOHlD<M2, M1)>

by the additivity property of the homp( -, -) bifunctor for the category of D-modules (Rotman| (2009)).
Since the rings endp(M;) and endp(Ma) respectively contain idys, and idyy,, they are non-trivial, which
shows that the D-module endp (M) is decomposable. In other words, if endp (M) is indecomposable as
a D-module, then so is M. This result can sometimes be used to prove that a finitely generated module
over a commutative ring D is indecomposable.

5.2 The decomposition problem with an identity diagonal block

We now consider the case where one of the diagonal blocks of is the identity matrix, say, for instance,
R;. In this case, the linear system kerz(R.) is then equivalent to the linear system ker z(Rsy.) defined by
fewer unknowns and fewer equations. Such a reduction is called Serre’s reduction of ker z(R.) (Boudellioual
and Quadrat| (2010)). This problem will also be studied in Section |§| by means of different techniques
than the ones developed in this section and we shall compare them.

Given a matrix R € D9*P and the left D-module M finitely presented by R, the endomorphism ring
endp (M) always contains the two trivial idempotents, namely:

1. f =1idp defined by P =1, and Q = I,
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2. f =0u defined by P =0, and @ = 0,.

Applying Lemma 5| to these trivial idempotents with Z = 0 and Z’ = 0 and considering U =0, V = 0
and As = 0, we obtain the following corollary.

Corollary 1. We have the following results.

1. IfAEDpxq is a solution of ARA = —A, then P := I,+A R and Q := I,+RA satisfy RP = Q R,
P =P, Q =Q, and f(7(\)) = (A P) = w()\) for all \ € DY*P i.e., f=idy.

2. If A € DP*9 s a solution of ARA = A, then P:= AR and Q := RA satisfy RP = QR, P = P,
@2 =Q, and f(m(\)) =0 for all \ € DY*P_j.e., f =0y.

Remark 4. If A € DP*7 satisfies ARA = A, then © := —A satisfies © RO = —© and conversely.

Thus, the idempotent matrices P; := A R and @ := R A define the idempotent endomorphism 0j if

and only if the idempotent matrices Eg =1, — AR and Q, = I, — RA define the idempotent idp;.
Moreover, we have P; + Py =1, and Q; + Q5 = I,.

The next two remarks will play an important role in what follows.

Remark 5. Let A € DP*? satisfy ARA = —A, ie., A(—R)A = A and let us consider the following
short exact sequence

0 — imp(.A) ——> plxa — > cokerp(.A) — 0, (32)

where i is the canonical inclusion and v the canonical projection. If v € homp (D'*9,imp(.A)) is defined
by v(p) = —pu RA for all 4 € D9, then we get (voi)(vA) = —vARA =vA, ie,voi= idim,, (.A)>
which shows that the short exact sequence splits by 2 of Proposition [2 By 4 of Proposition [2| this
yields D' = imp(.A) & cokerp(.A), which proves that cokerp(.A) = D'¥9/imp(.A) and imp(.A) are
two finitely generated projective left D-modules by 3 of Definition

By 3 of Proposition [2} there exists u € homp(cokerp(.A), D'*?) such that idpixq = iov 4 uo,
which yields (woy)(u) = (idpixe —iov)(p) = u(Iy + RA) = p @, where Q := I, + RA. Using the fact
that v o u = ideoker,, (.a) (see 1 of Proposition , e := u o~ satisfies €2 = uo (you) oy =e, ie., e is an

idempotent of endp(D1*9) = DI%4 j.e., @2 =Q.

Applying Proposition [3] to the following canonical short exact sequence
0 —>kerp(.A) —L> pixp —2s imp(LA) — =0, (33)

where imp(.A) is a projective left D-module, we get D'*P = kerp(.A) @ imp(.A), which shows that
kerp(.A) is also a finitely generated projective left D-module by 3 of Deﬁnition Let us explicitly describe
the splitting of the exact sequence (33). If & € homp(imp(.A), D'*P) is defined by a(v A) = —(v A) R
for all v € D**P, then we can check that ((A)oa)(vA) = —vARA =v A, ie., (A)oa = idiy,(a).
By 3 of Proposition there exists 3 € homp(D'*P kerp(.A)) such that idpix» = jo B+ ao(.A), which
yields (5 o 8)(N\) = (idpix» — a0 ((A))(A) = )\(I + AR) = AP, where P := I, + AR. Usmg the fact
that $o j = idier,(.a) (see 2 of Proposmon' e/ := j o[ satisfies (¢/)?2 = jo (503) B=¢,1ie., € isan

idempotent of endp (D!*P) = DPXP je., P =P.

Remark 6. Let A € DP*? satisfy ARA = A. Using the short exact sequences and , if
v € homp (D' imp(.A)) and o € homp (imp(.A), D*P) are respectively defined by v(u) = p R A for
all 4 € D% and by a(vA) = vAR for all v € D'*P then we can check that voi = idip () and
((-\A) oa)(¥A) = idim,(.a). Then, we get that the projectors P := AR and Q := RA are such that
iov=.Q and oo (.A) = .P. Finally, the short exact sequences and split, which shows that
cokerp(.A), imp(.A) and kerp(.A) are three finitely generated projective left D-modules.
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Now, let us assume that P and @ define the endomorphism idy; (resp., 0a7) and the projective left

D-modules kerp(.P), imp(.P), kerp(.Q)) and imp(.Q) are free of rank respectively m, p—m, I, and ¢ —1
with 1 <m < pand 1 <[ < ¢q. Then, Theorem [5 holds with ker f = 0 (resp., im f = 0). Moreover,
let us assume that R has full row rank. With the notations of Theorem [5] since R has full row rank,
so are VRU™Y, Vi RWy and Vo RWy, i.e., kerp(.(Vi RW))) = 0 and kerp(.(Va RW3)) = 0. Thus, the
commutative split exact diagram provides one of the following two results:

1. If f =idj;, then we have the short exact sequence

0 pixi Vi B pixm 0,

which yields m =1 and V4 RW; € GL,,,(D).
2. If f =0y, then we have the short exact sequence

Vo RW:

0 —— pix(g—1) %> pixp-m) ——> 0,

which yields p —m = ¢ — [l and Vo RW, € GL,_,,(D).
We thus obtain the following corollary of Theorem
Corollary 2. Let R € D?*P be a full row rank matriz.

1. Let A € DP9 satisfy ARA = —A and let us note P := I, + AR and Q = I, + RA. If the
projective left D-modules kerp(.P), imp(.P), kerp(.Q) and imp(.Q) are free of rank respectively
m,p—m, l and ¢ —1, with 1 < m < pand 1 <1 < q, then we have m = [ and there exist
V € GL,(D), W € GL,(D) and Ry € D@=UxP=1 sych that:

I, 0
VRW = — .
0 Ry

2. Let A € DP*? satisfy ARA = A and let us note P := AR and Q := RA. If the projective left

D-modules kerp(.P), imp(.P), kerp(.Q) and imp(.Q) are free of rank respectively m, p—m, | and
q—1, with1 <m < pand 1 <1 < g, then we have p—m = q — | and there exist V € GLy(D),
W € GL,(D) and Ry € D™ such that:

R 0
VRW = :
0 I,

Theorem [2| shows that Corollary [2] holds for the different rings D of functional operators interesting
for mathematical systems theory and for modules satisfying the possible rank conditions of Theorem

In order to refine Corollary 2] let us now study 7 the links between the left D-modules defined by the
left kernels and the left images of the matrices A, P and Q.

Proposition 4. Let A € DP*? satisfy ARA = —A and let us note P := I, + AR and Q := I, + RA.
Then, we have:

imp(.P) = kerp(.A),

kerp(.Q) = imp(.A),

kerp(.P) = imp(.(A R)) 2 kerp(.Q) = imp(.A),
imp(.Q) = kerp(.(RA)) = cokerp(.A).

Hence, kerp(.P) (resp., imp(.P), kerp(.Q), imp(.Q)) is a free left D-module if and only if so is imp(.A)
(resp., kerp(.A), imp(.A), cokerp(.A)).
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Ifkerp(.A) is a free left D-module of rank p—1, i.e., if there exists a full row rank matriz Uy € D=bxp
such that kerp(.A) = imp(.Us), then we have imp(.P) = kerp(.A) = imp(.Usz). In particular, there
exists a unique matriz Z € DP*®=D gsych that:

P=2U,. (34)

Ifimp(.A) is a free left D-module of rank 1, i.e., if there exists a full row rank matriz V; € D9 such
that imp (.A) = imp(.V1), then there exists a unique matriz Y € DP*! such that

A=YV, (35)
and Vi R € D'™P defines a basis of kerp(.P), i.e., kerp(.P) = imp(.(V1 R)).

If cokerp(.A) is a free left D-module of rank ¢—1 and ® € D(q*l)x‘iis a full row rank matriz such that
{7(®ie) }iz1,....q—1 is a basis of cokerp(.A), then imp(.Q) = imp(.(®Q)), i.e., PQ € D@=0%a defines a
basis of imp(.Q). Finally, there exists W € DP9~V sych that

g-veq (36)
and ¥ can be chosen to be an injective parametrization of cokerp(.A), namely:

kerp(.¥) =imp(.A), U =1, .
Proof. By Remark |5, we have .P = jo 8 and .Q = uo+. Thus, we get kerp(.Q) = ker(u o) =

kery = imi = imp(.A) since u is injective and 4 is the canonical inclusion. We also have kerp(.P) =
ker(j o 3) = ker f = ima = imp(.(A R)) since j is injective. Using the fact that « is injective, we

have ima = imp(.A) = kerp(.Q), which shows that kerp(.P) = kerp(.Q)), where the isomorphism
¢ : kerp(.Q) — kerp(.P) is defined by ¢(f) = —0R and ¢~ : kerp(.P) — kerp(.Q) is defined
by ¢~'(A\) = AA. Moreover, we have imp(.P) = im(j o 8) = imj = kerp(.A) since 3 is surjective

and j is the canonical inclusion. We also have imp(.Q)) = im(u o) = imu = kerv = kerp(.(RA))
since 7 is surjective. Using the fact that u is injective, we get imu = cokerp(.A), and thus we obtain
imp(.Q) = cokerp(.A), where the isomorphism u : cokerp(.A) — imp(.Q) is defined by u(y(p)) = uQ
for all 4 € D4 (which is well-defined since vy(u) = v(p') yields u = p’ + A A for a certain A € D*?

and thus pQ = Q+XAQ = pQ since AQ = 0) and u=! : imp(.Q) — cokerp(.A) is defined by
u Q) = y(u) for all p € D4,

The second point is just a straightforward consequence of the above results.

If kerp(.A) is a free left D-module of rank p—1, i.e., if there exists a full row rank matrix Uy € DP=hxp

such that kerp(.A) = imp(.Uz), then we have imp(.P) = kerp(.A) = imp(.Usz), which shows that there
exists a matrix Z € DP*(®=1 such that . The matrix Z is unique since Uy has full row rank.

If imp(.A) is a free left D-module of rank [, i.e., if there exists a full row rank matrix V3 € D'*9 such
that imp(.A) = imp(.V;), then there exists a matrix Y € DP*! such that . The matrix Y is unique
since V; has full row rank. Moreover, using ¢, we obtain that V; R € D'*? is a basis of kerp(.P).

If cokerp(.A) is a free left D-module of rank ¢ — I, then there exist ¥ € D7~ and & € Dla—bxa
such that kerp(.¥) = imp(.A) and &V = [,_; (see Example , i.e., such that we have the following
commutative exact sequence

pixp —25 pixg cokerp(.A) ——0 (37)

lL

Dixp —=» plxa —> plx(g—-1) — 0,
s

where the isomorphism ¢ € homp(cokerp(.A), D'*(@=D) is defined by «(y(p)) = p ¥ for all y € D**? and
17H(0) = ~v(0 @) for all # € D*(@=D. The isomorphism uwo:~! : D*(@=D) — imp(.Q) is then defined by
(uor™1)(0) = 0 (® Q), which yields imp(.Q) = imp(.(® Q)), i.e., ® Q defines a basis of imp(.Q). Finally,
using @ ¥ = I,_; (see (37)), we have (I, — ¥ ®) ¥ = 0, which yields imp(.(I; — T ®)) C kerp(.¥) =
imp(.A), and thus there exists @ € D?9*P such that I, — ¥ ® = QA, ie, Y&+ QA = [,. Finally,
combining this identity with the fact that AQ = A+ARA =0, weget Q = (VO+QA)Q=V0Q. O

RR n° 8629



26 Cluzeau & Quadrat

Similarly, we have the following results.

Proposition 5. Let A € DP*9 satisfy ARA = A and let us note P := AR and Q := RA. Then, we

have:
kerD( ﬁ) = kerD( A)
imp(.Q) = imp(.A),
imD( P) HnD( (AR)) = 1mD(@) = imD(.A),

kerp(.Q) = kerp(.(RA)) = cokerp(.A).

Hence, kerp(.P) (resp., imp(.P), kerp(.Q), imp(.Q)) is a free left D-module if and only if so is kerp(.A)
(resp., imp(.A), cokerp(.A), imp(.A)).

If kerp(.A) is a free left D-module of rank m = p — q + 1, i.e., if there exists a full row rank matriz
Uy € D™*P such that kerp(.A) = imp(.Uy), there exists exists a unique matriz Z € DP*™ such that:

I,-P=2U.

Ifimp(.A) is a free left D-module of rank q—1, i.e., if there exists a full row rank matriz Vo € D@—Hxa
such that imp (.A) = imp(.Va), then there exists a unique matrix Y € D such that

A=YV,

and Va R € DYU=DXP defines a basis of imp(.P), i.e., imp(.P) = imp(.(Va R)).

If cokerp(.A) is a free left D-module of rank | and ® € D4 s q Jull row rank matriz such that
{V(®se) }i=1,...1 15 a basis of cokerp(.A), then kerp(.Q) = imp(.(® (I — Q))), i.e., (I, — Q) defines a
basis of kerD( Q). Finally, there exists W € D% such that

I,—Q="2(,-Q),
and ¥ can be chosen to be an injective parametrization of cokerp(.A), namely:
kGI'D(.\I/) :imD(.A), @\I/:Il.

Proof. By 1"~{en[1ark|§|7 we have .P = ao.A and .QQ = iov. Thus, we get kerp(.P) = ker(ao.A) = kerp(.A)
since « is injective and v is surjective. Moreover, we have unD( Q) = im(i ov) = imv = imp(.A) since
i is an inclusion. We also have imp(.P) = im(a 0.A) = ima = imp(.(A R)) since .A is surjective.
Using the fact that « is injective, we get ima = imp(.A) = imp(.Q), which shows that imp(.P) =
imp(. Q) where the isomorphism « : imp(.Q) — imp(.P) is defined by a(u RA) = (W RA)R = (u R) P
and a~! : imp(.P) — imp(.Q) is defined by a Y (AAR) = (A\AR)A = (AA)Q. We also have
kerp(.Q) = ker(i ov) = kerv = kerp(.(RA)). Using kerv = imu = cokerp(.A) since u is injective,
we get that kerp(.Q) = cokerp(.A), where the isomorphism u : cokerp(.A) — kerp(.Q) is defined by
u(y(u)) = p(I; — Q) for all p € D@9, and u~! : kerp(.QQ) — cokerp(.A) is defined by u="(u) = v(u)
for all u € D*¥4,

The second point is a straightforward consequence of the above results. Finally, the last points can
be proved as in Proposition I 4| where the matrix P (resp., Q) is replaced by I, — P (resp., I, — Q). O

Remark 7. One interesting application of the results stated in Propositions [f] and [f]is the following. If
we want to compute a presentation matrix of the left D-module M = D'*?/(D'*4 R) of minimal size,
using the equality m =1 (resp., p—m = g —1) of 1 (resp., 2) of Corollary |2} we then have to seek for the
solutions A € DP*? of the equation A RA = —A (resp., A RA = A) which are such that the projective
left D-modules imp(.A) (resp., kerp(.A)) are free with maximal (resp., minimal) rank.

Using Proposition [4] we then obtain the following theorem which is a refinement of 1 of Corollary [2]
Theorem 8. Let R € D?*P have full row rank. If there exists a matrix A € DP*9 such that:

1. ARA = —-A.
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2. The projective left D-modules kerp(.A), imp(.A) and cokerp(.A) are free of rank respectively p—1,
l and g —1.

Then, there exist V € GLy(D), W € GL,(D) and Ry € DW=DX®=1 sych that:

(Il 0 )
VRW = — . (38)
0 R,

The matrices V := (VI Vi)T, Vi € D9, Vo, € DO-D%4 gnd W= = U .= (UL UL, U, € DV*P,
U; € D(p*l)Xp, can be chosen such as

kerp(.A) = imp(.Us),
imp(.A) =imp(.V4),
U, :=ViR,

Vo=@ (I, + RA),

(39)

where the full row rank matrices Uy, V1 and ® define a basis of kerp(.A), imp(.A) and cokerp(.A).

Moreover, if Y € DP* and Z € DP*(=1 gre the unique matrices defined by and , and
U ¢ DP*P= s an injective parametrization of cokerp(.A), i.e., we have kerp(.W) = imp(.A) and
U =1, ; (see ), then the matrices X = V=1 = (X; X3), X; € D', X, € DI*=D | qnd
W =W, Ws), W, € D**! and Wy € DP*®=1  are defined by:

X, :=—RY,
Xo =0,
; (40)
Wy ==Y,
W2 =Z.

Finally, we have Ry = ® (I, + RA)RZ =®RZ.
Proof. is a direct consequence of 1 of Corollary [2| and of Proposition

_ Now, using (39), let us consider the matrices U := (U] U§)" and V := (V' V5T, If we note
P:=I,+ARand (@ :=I,+RA, then using the identities Q R = RP and P = Z U, (see Proposition,
we obtain:

Vi R VIR I 0 VIR I 0

VR= — | R= — = = = U
DQ PQR ®RZU, 0 ®RZ Us 0 ®RZ

By Theorem |5, we have U € GL,(D) and V' € GL4(D), which proves the second result.

Finally, let us now compute V! and W~!. Combining the short exact sequence

04>D1><q'4R>D1><pL>M4>O

with and , and using the notations of Remark we get the following commutative exact diagram
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0 —— imp(.A) Dixa cokerp(.A) —— 0

0

where § € homp(cokerp(.A),kerp(.A)) is defined by 6(v(u)) = B(—uR) = —pu R P for all yu € D4,
since 8 € homp(D'*P,kerp(.A)) is defined by 3(\) = AP. By (35), we have A = Y V; for a unique
Y € DP*!. Combining these results with and using the notations of the proof of Proposition |4, we
get the following exact diagram:

0 — imp(.A) “—> pixa B cokerp(.A) —— 0.
% 1

Dixi Dlx(qfl)

The left D-homomorphism i o (V) : DX/ — D4 is defined by i o (.V1)(#) = 0 Vi for all § € D'*! and
Loy : D4 — D= g defined by (107)(u) = p¥ for all u € D'*9. Moreover, using A = YV,
we have v(u) = —uRA = (—uRY)V; for all p € D9 which shows that the left D-homomorphism
p: D9 — D! defined by p(u) = —pu RY for all u € D' is such that v = .V} o p. Now the left
D-homomorphism u o t=' : DY@~ — D4 is defined by (uo:™)(¢) = £®Q for all £ € DD,
Hence, we obtain the following diagram which commutes in both directions and is formed by horizontal
split exact sequences:

0 0 0 (42)
[ v
0 —— imp(.A) Dtxa cokerp(.A) —— 0
i dq !
A% R
0—>D1><l D1><q Dlx(qfl) — (.
—RY Ki¥e)
0 0 0

Similarly, using Remark [5] imp(.A) = imp(.V1) and kerp(.A) = imp(.Us), where V; and U, are two
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full row rank matrices, we get the following exact diagram:

0 0
a B
0 —— imp(.A) —= pixp —= kerp(.A) —— 0.
A j
A% U
D1><l D1><(p—l)
0 0

The left D-homomorphism ao.V; : DY*! — D*P is defined by (a0 .V;)(0) = —0V; R for all § € D*¥!,
and the identity A = Y V; implies that the left D-homomorphism .Y : D'*P — D*! is such that
A =.V30.Y. By , we have P = Z U, for a unique Z € DP*(P=D_ The left D-homomorphism
Z : DY — D=1 is such that § = .P = .Uy o.Z. Hence, we obtain the following diagram which
commutes in both directions and is formed by horizontal split exact sequences:

0 0 0 (43)
0 — imp(.A) == pix» =— kerp(.A) —> 0
A j
.V1 »Ip -UzT
-ViR Z
0 Dixt Dxp —= pix(p-l) ——(.
.Us T
0 0 0
Let Ry := ®Q R Z € D@ DX(P=0_ The identities Q R = RP, P = Z Uy and Uy Z = I,_; yield:
Ry=®(QR)Z=®(RP)Z=®RZ(UyZ)=®RZ.
Then, combining this identity with ® ¥ = I,_;, we get:
VRy=(V®)RZ=RZ. (44)
Moreover, the identities P = ZU,, RP = Q R and @2 = Q yield:
RylUy=®QRZU, =dQ(RP)=®Q R=®QR. (45)

Hence, combining , , , and 7 we obtain the following diagram which commutes in
both directions and is formed by horizontal split exact sequences:
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0 0 0
A% R
0 —— D1><l D1><q Dlx(qfl) — 0
—RY D Q
‘Il —R -_§2
—V1i R A
0 ——= pixl —= plxp —= pix-) —— 0
Ua
0 M ‘ L 0,
0 0

where L := DY (=0 /(D=0 R,) is the left D-module finitely presented by R and the left D-
isomorphism ¢ € homp (M, L) is defined by p(m()\)) = k(X Z) for all A € D*P. Now, changing signs in
the above diagram, we get the following one

0 0 0 (46)
W R
0 —— D1><l D1><q Dlx(q—l) — 0
.—RY D Q
I R R
0 —— pixi — D1ixp S — D1><(p—l) —— 0
=Y .U2
0 M T 0,
0 0
which finally proves the result (see also Theorem . O

Remark 8. Using matrix computations, let us check again .

Using ® ¥ = I,_; (see (37), we have (I, — ¥ ®) ¥ = 0, which yields imp(.(I; — ¥ ®)) C kerp(.¥) =
imp(.A), and thus there exists (2 € D7*? such that [, —V® = QA ie., V& + QA = [,. Now, using
A=YV, weget [, —Q=—-RA=—-RYV;, which combined with 1} yields:

V(PQ)+ (—RY)Vi =1, (47)

Now, multiplying by V1 and using the fact that V4 ¥ = 0 since kerp(.¥) = imp(.A) = imp(.V4), we
get ([+V1 RY) Vi = 0, which yields —V;4 RY = I; since V1 has full row rank. In particular, we get that
the projector I, — @ of D99 is such that:

I,-Q=(-RY)Vi. Vi(-RY)=1I,
Now, using AV =0 and ® ¥ = [,_;, we obtain PQ ¥ = & (I, + RA)¥ = & ¥ = [,_;. Multiplying
by ®Q and using ®QV = I,;, we get PQ RY V; = 0, and thus we obtain ® Q RY = 0 since V; has
full row rank, which shows that imp(.(® Q)) C kerp(.(RY)). Finally, if u € kerp(.(RY)), using , we
have = (p V) (2 Q) € imp(.(®Q)), which shows that kerp(.(RY)) = imp(.(® Q)) and finally proves
that the first horizontal sequence of is a split short exact sequence.

Now, using P =1, + AR = Z U, and A =Y V;, we first get the identity:
ZUs+(~-Y)(ViR) = 1, (48)
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Using imp(.P) = imp(.Uz), there exists Z’' € DWP=DxP guch that U, = Z’ P. Combining this identity
with P = ZU,, we obtain (I,_; — Z' Z)U, = 0, which yields Z'Z = I,_; since the matrix Us has
full row rank. In particular, the left D-homomorphim .Z is surjective. Using P = Z U, and P = P,
we get (ZUs Z — Z)Us = 0, which yields ZUs; Z = Z since Uy has full row rank. Thus, we obtain
Z (I,—; — Uy Z) = 0, which yields Us Z = I,,_; since .Z is surjective. The projector P of DP*? satisfies:

P=2U, UyZ=1I,,.

Multiplying by Z and using ZUs Z = Z, we get YV1 RZ = 0, and thus V; RZ = 0 since .Y is
surjective. Thus, we have imp(.(—Vi R)) C kerp(.Z). If A € kerp(.Z), then using (48)), we obtain A =
(AY)(=V1 R) € imp(.(—=V1 R)), which shows that kerp(.Z) = imp(.(—V; R)) and proves the exactness
of the second horizontal sequence of . Multiplying by U; and using U Z = I,_;, we get
(U2Y) (=V1 R) = 0, which yields Uy Y = 0 since —V; R has full row rank due to the identity —V4 RY = I;,
which shows that imp(.Usz) C kerp(.Y). If A € kerp(.Y), then yields A = (A Z) Uz € imp(.Us), which
shows that kerp(.Y) = imp(.Uz) and proves that the second horizontal short exact sequence splits.

Finally, the commutativity of in both directions is proved in and ([45).
Similarly, using Proposition [5} we have the following refinement of 2 of Corollary [2}
Theorem 9. Let R € DY*P have full row rank. If there exists a matrix A € DP*? such that:

1. ARA =A.

2. The projective left D-modules kerp(.A), imp(.A) and cokerp(.A) are free of rank respectively m =
p—q+1,q—1andl.

Then, there exist V € GL,(D), W € GL,(D) and Ry € D™ such that:

R 0
VRW = .
0 I,

The matrices V := (Vi  Vi)T € GLy(D), Vi € D9, Vy € Da=Ux4 qnd W= = U := (Uf U7,
U, € D™*P Uy € D=DXP can be chosen such as

kerp(.A) = imp(.Uy),
imp(.A) =imp(.V3),
Uy :=Vo R,

V=20 (]q - RA),

where the full row rank matrices Uy, Vo and ® define a basis of kerp(.A), imp(.A) and cokerp(.A).

Moreover, if Y € DP*®=1 and Z € DP*™ are the unique matrices defined by

A= Y‘/Za

I,-P =20,
and W € D! is an injective parametrization of cokerp(.A), i.e., we have kerp(.¥) = imp(.A) and
OV = I; (see ), then the matrices X = V! = (X; Xi), X1 € D™, X, € Dla=Dxa  gnd
W= W, Wy), Wy € DP*™ and Wy € DP*(P=1 are defined by:

X1 = \If,
X, :=RY,
i (49)
W1 = Z,
W2 = Y

RR n° 8629



32 Cluzeau & Quadrat

Finally, we have Ry = ® (I —RA)RZ = ®RZ and the following diagram which commutes in both
directions and is formed by horizontal split exact sequences:

0 0 0
@ (14-Q)
00— pixi Dixe —/—= Dlx(qfl) — 0
4 Vs
Ry R Iy

In Section lve shall prove that the converse of Theorem [§ holds, i.e., if there exist V' € GL4(D),
W € GL,(D) and Ry € D@=0xP=1 gatisfying , then there exists A € DP*Y satisfying the conditions
1 and 2 of Theorem [8l A similar result holds for Theorem

Example 6. Let us consider the wind tunnel model studied in Manitius| (1984) described by a linear OD
time-delay system defined by the following matrix of functional operators
d+a kad 0 0
R:= 0 d ~1 o |,
0 w? d+2¢w —w?
where dy(t) = y(t) is the OD operator, d y(t) = y(t — 1) is the time-delay operator and ¢, k, w and a
are constant parameters of the system. If D = Q((, k,w, a)[d,d] is the commutative polynomial ring of

OD time-delay operators with coefficients in the field Q(¢, k,w, a), using Algorithm 4.1 of |Cluzeau and
Quadrat| (2008)), we obtain that the following matrix

0 ~1 0
0 0 0
A= 0 ) 0 € D3 (50)

w? 2wt —aw? w2

satisfies the algebraic Riccati equation A RA = —A. Then, P := I, + AR and @ := I3+ R A defined by

1 —d 1 0
— 0 1 0 0
P .= ,
0 d 0 0
w?2(d+a) w?((2¢w—a)d+kad)+1 w?2(d+a) 0
1 —d—-a O
0=1| o o o |,
-1 d+a 0

satisfy RP = Q R, P’ =P and @2 = Q, i.e., they define f = idys, where M = D'*4/(D'*3 R). Since
the entries of A belong to the field Q((, k,w, a), the D-modules kerp(.A), imp(.A) and cokerp(.A) are
free. Hence, by Theorem [8] the matrix R is equivalent to a block diagonal matrix with a first identity
block. Let us compute the unimodular matrices V', W, U and X. We have kerp(.A) = imp(.Us), where

1 01 0
UQZ )
<0 1 0 0)
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and imp(.A) = imp(.V1), where V3 = T A and Ty is a left inverse of a minimal parametrization Q2 of
cokerp(.Usz) = imp(.A) (see|Chyzak et al.| (2005)), i.e.:
1 0
S B e L A A -1 0
e ol P oo 0o 1) Tl w? w2@Cw—a) w?
0 1

Computing a minimal parametrization of cokerp(.A) = cokerp(.V}), we obtain that kerp(.¥) = imp(.A)
and ® € D3 such that ® ¥ = 1, where:

Then, we obtain:

0 —d 1 0
Uy =ViR=
! ! <w‘2(d—|—a) w?2(2¢w—a)d+kad+w?) w?2(d+a) —1)’

1 0 1 —d
0 O 0 1
Y: 5 Z: )
-1 0 0 d
0 1 w2(d+a) w?((2¢w—a)d+kad+w?)

and let us define the matrices Xo = ¥, W = =Y, Wy = Z and:

—d—a O
X;:=—-RY = -1 0
d+2¢w w?

Then, we have V := (Vi V)T € GLs(D), U := (U{ U3§)" € GLy(D), U™' := (Wy W>) and
V~1:=(X; Xa). Finally, we obtain R :=V RU~! = diag(I5, R2), where:

Ry:=®RZ=(d+a —(d*+ad—ka?)).

Similarly, if we consider the following first-order solution of the Riccati equation A RA = —A

0 0 0
0 0 0
A= , (51)
0 1 0
0 w?(d+2¢w) w2
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then we obtain

1 0 0 0
10
5|0 1 0 0 | Q(O . |
0 d 0 0
0 w2(d®+2¢wd+w?) 0 0 00
0 0
100 0 0 0 0 0 0
U2_<0100>’ @=1,, ’T2_<0001>’
0 1
v1_<0 1 0 ) U1—V1R—<0 d -1 0)
0 w?2(d+2¢w) w2 )’ 0 w?2(d®+2¢wd+w?) 0 -1 )7

T=X,=(1 0 0", ®=(1 0 0), %H=9Q=(1 0 0),

0 0
0 0
0 o0
X1 =—-RY = 1 0 , Whi=-Y= ,
-1 0
—d—2Cw Ww?
0 -1
1 0
7 W = 0 1
== d )
0 w2(d?+2¢wd+w?)

which shows that V := (Vi V;")T € GLg(D), W := (W) W) € GLy(D) and V RW = diag(I2, R2),
where Ro =®RZ =(d+a kad).

6 Serre’s reduction problem as a particular decomposition prob-
lem
We now study Serre’s reduction of linear functional systems, i.e., the possibility to define an equivalent

system by fewer equations and fewer unknowns. This problem can be seen as a particular decomposition
problem where one of the two diagonal blocs of the matrix R defined by is the identity matrix.

6.1 Serre’s reduction

Let us first state again the main theorems of Boudellioua and Quadrat|(2010)) concerning Serre’s reduction
of linear functional systems.

Theorem 10 (Boudellioua and Quadrat (2010)). Let M = DY*P/(D1*9 R) be the left D-module finitely
presented by a full row rank matric R € DYP. For 0 <r < q—1, let A€ D@7 P=(R —A)c
Daxwta=r) gnd E = D' ®+a=r) /(DX P) be the left D-module finitely presented by P. Then, the
following results are equivalent:

1. The left D-module E is stably free of rank p — r.
2. The matriz P admits a right inverse, i.e., there exists S € DWPHI=7)X4 gych that P S = 1.
3. exth(E,D) := D/ (P DP+i—) = 0.

4. {7(Nei)}iz1,.. q—r generates the right D-module extl,(M,D) := D9/(RDP), where the right D-
homomorphism T : D9 — D4 /(R DP) is the canonical projection onto exth (M, D) and Aq; denotes
the i column of the matriz A.
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The above results depend only on the residue class p(A) of A € DI*=") in the right D-module
extl, <M,D1X(q_’")) = p<(a-1)) (RDPX(q_’“)) : (52)

i.e., they depend only on (T(Ae1) ... T(Ae(g—r))) € extl (M, D)txla=r),

If the conditions of Theorem [I0] are satisfied, then the existence of a Serre’s reduction for M, i.e., the
possibility to define M by fewer than p generators and fewer than ¢ relations, relies on the fact that the
stably free left D-module E is free. Using Theorem [3] we obtain the following result.

Theorem 11 (Boudellioua and Quadrat| (2010)). Let R € D9*P be a full row rank matriz, 0 <r < g—1
and A € DP=7) sych that there exists Z € GLytq—r(D) satisfying

(B —A)Z=( 0), (53)

i.e., such that the left D-module E = D"*®+a=") /(DIX4(R  — A)) is free of rank p — r. If we note

[ S @
(20 .

where Sq € DP*4, Sy € DWa="xa @, € DP*P=") gnd Qo € D)X= then we have:
M = D" /(D' R) = L := D@ /(D*7) Q,). (55)

Conversely, if M is isomorphic to the finitely presented left D-module L := D'*®=7) /(D*(4=7") Q,), then
there exist A € DI*(4=") and Z € GLptq—r(D) such that holds, i.e., such that the left D-module
E = DY Wta=r) /(D4 (R —A)) is free of rank p — 7.

Corollary 3 (Boudellioua and Quadrat| (2010)). With the notations of Theorem the isomorphism
given in Theorem is defined by

M:D1><p/(D1><qR) i) L:Dlx(pfr)/(Dlx(qfr)QQ)
m(A) — k(AQ1).

and its inverse o=t : L — M is defined by o~ (k(p)) = ©(uT), where Ty is defined by:

R -A
i ( T, -T ) € GLypig—r(D), Ty e DP 7P Ty e p=rixta=n), (56)
1 —12

The above results depend only on the residue class p(A) of A € DP*(9=") jn the right D-module
extl, (M,Dlx(q’r)) defined by .

The next theorem gives a necessary and sufficient condition for Serre’s reduction problem to be
equivalent to a decomposition problem where one of the diagonal blocks is equal to an identity matrix. It
is a slight reformulation of a result obtained in |Boudellioua and Quadrat| (2010) which is given in |Cluzeau
and Quadrat| (2013)).

Theorem 12 (Cluzeau and Quadrat| (2013))). If R € D?*P has full row rank and 0 < r < q—1, then the
following assertions are equivalent:

1. There exist V € GL,(D), W € GL,(D) and Q2 € DX =7) sych that:

Re=vrw=[" ° (57)
= (% )

2. There exists a matriz A € D@~ gych that:
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(a) A matriz T € DO=)X4 exists and satisfies T A = I,_,.
(b) The stably free left D-module kerp(.A) is free of rank r.
(¢c) The left D-module E = DY*(P+a=7) /(D4 (R — A)) is free of rank p — 7.

Proof. In Corollaries 4.10 and 4.14 of [Boudellioua and Quadrat| (2010), it is proved that 1 is equivalent
to 2.a, 2.c and to the condition 2.b’ defined by the fact that the stably free left D-module kerp(.Q1)
is free of rank r, where Q; € DP*(P=") is a matrix defined by and Z € GLyyq—r(D) satisfies the
condition (which is equivalent to 2.c (see 3 of Theorem [3])). Let us now show that 2.a, 2.b and 2.c
are equivalent to 2.a, 2.b’ and 2.c. To do that, we show that kerp(.A) = kerp(.Q1). Using 2.c and 3 of
Theore there exists Z € GLpq—r(D) which satisfies so that Theorem |[11] and Corollary |3| hold.
Using (54)), we get the relation R Q1 = A Q2 which yields the following commutative exact diagram:

0 0 (58)
| l
kerp(.A) kerp(.Q1) 0

S

0 — plxa : Dlxp M 0
.A\L o .Qll i ®
0 —— plx(e—7) ———= plix(p-7) L 0.
coker\LD(.A) cokeri(.@l) 0
| i
0 0

Since ¢ is an isomorphism, the standard snake lemma in homological algebra (see, e.g., Rotman! (2009)))
then shows that kerp(.A) = kerp(.Q1) (and cokerp(.A) = cokerp(.Q1)), which proves the result. O

Remark 9. Let A € D94~ be such that ' A = I, . for a certain T' € D=")*4_ If D is the ring
defined in 1 or 2 of Theorem |2| or in 3 and 4 of Theorem |2| and r > 2, then the stably free left D-module
kerp(.A) of rank r is free.

In Theorem [I2] the conditions 2.a and 2.b on A mean that we are searching for a particular splitting
D'x4a = DIxr g D1x(a=7) of D1¥4_je., for a splitting short exact sequence of the form:

.0 A
0 —— Dixr —= plxe —= plx(@g—r) ——s (. (59)
= .

In other words, the conditions 2.a and 2.b are equivalent to the existence of V := (67 FT)T € GL,(D)
with X := V=1 = (E A) € GLy(D) (see (23))). Condition 2.c asserts that we have and thus
holds.

Remark 10. We note that the condition 2.c is also equivalent to the fact that the pushout of the two
left D-homomorphisms .A : D9 — D'*(@=7) and .R : D9 — D'*P (see, e.g., [Rotman| (2009)), i.e.,
the finitely presented left D-module E = D'*(+4=7) /(D1X4 (R — A)) is free of rank p — r. A property
of the pushout (see, e.g., Rotman| (2009)) shows that we have the following commutative exact diagram

0 pixa —2 s plxp "5 0
i./\ J/éoil lidM
0 — > pixa—n 222 p P 0,

where § : D' *(+4=") . F denotes the canonical projection onto E and iy : D'*P — D'*®+4=7) apd
iy : DY@, DIX(P+a=7) gre the two canonical injections. Hence, if F = DY*®=7) then we can
easily show that the above commutative exact diagram becomes (58|) (Boudellioua and Quadrat| (2010])).
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Let us now develop the links between Theorem and Theorem m The exact sequence shows
that kerp(.A) = imp(.0) and cokerp(.A) = 0 since .A is a surjective left D-homomorphism. Then,
implies that kerp(.Q1) = kerp(.A) R = imp(.0) R = imp(.(© R)) and cokerp(.Q1) = cokerp(.A) = 0.
Since both R and © have full row rank so has U; := © R € D"*P. Thus, yields the following
commutative exact diagram:

0 *)Dlxr ;9>D1><q ‘*A>D1><(q77‘) — 0 (60)

l.R i.QQ

0 *>D1><r '41>D1><p &Dlx(pfr) — 0.

Hence, the second horizontal exact sequence of splits (see Proposition [3)), i.e.

U -1
0 *)Dlxr *1>D1><p P — DlX(P*T) —_— 0, (61)
1 Uz

which yields D'*? = imp(.U;) @ imp(.U,) = D" @ DY (P=7)_ Equivalently, using , we obtain
U:= U UT € GL,(D) and W := U~! = (W; Q1) € GL,(D). We point out that I' R is not
necessarily equal to Q2 Uz, and thus we cannot yet conclude that 2 of Theorem [7] does necessarily hold.

From the identity UW = I,,, we get Uy (W7 Q1) = (I, 0) which combined with U; = © R yields

o\ Lo _(eRrY B I, 0
T Wy Q1) = TR Wi Qi) = TRW, TRQ, |’

I, 0 ] B(W (I 0
~-TRW, I, T (W1 Qn) = 0 TRQ, |’

Hence, if we consider V' := (07 (T'(I, — RW; ©))1)T € GL,(D), whose inverse is defined by

and thus we get:

/-t = (

[1]

TRWy I,
= (E+(,-ZO)RW; A)=(E(I,—ORW))+RWi A)=(RW; A),

A)( b 0 )(E+AFRW1 A)

since Uy W7 = © RW; = I,., then we get:

V' RW = diag(l,,[ RQ1).
Finally, pre-multiplying RQ; = AQ2 by I and using I' A = I,_,, we obtain @2 = I' R@Q;, which shows
that V' RW = diag(I,,Q2), where V' € GL,(D) and W € GL, (D).

Let us note I'' :=T' (I, —RW; ©) and Z’ := RW;. Using the identities Wy U1 + Q1 Uz = I,, Uy = O R
and Uy Wy =1, weget I'R=T(I,—-RW1©) R=T R(I,-W1Uy) = (' RQ1) Uz = Q2 Us, which shows
that following diagram is formed by horizontal split exact sequences and commutes in both directions:

.© A
0 —— pDixr —= plxq HDlx(qfr) — (0

=/

I’
\L.R i-Qz
.Uy Q1

0 — pDlxr —= plxp _—= pix(p-r) —— (.
1 .Uz

Note that if ' R = Q2 Us, then we get TRW;0 = Q2 Us W1 © = 0 since Uy W; = 0, which then
yields IV :=T ([, - RW;©) =T.
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In particular, Theorem [7] holds with the following matrices

V= (0T (I'(l,— RW;0)7)" € GL,(D),

X:=V1=(RW; A),

U:=(ORT UDNT e GL,(D), (62)
Wi=U"l=W Q)

R =1,

R"=Qy=TRQq,

where the matrices © and I" are defined by the split exact sequence and the matrices W, and Us are
defined by the split exact sequence . We have the following commutative exact diagram:

0 0 0 (63)

A
0 —— pixr Dlxq Dlx(q—r) — 0

Ul 1
0 —— pDlxr —>= plxp _—>= Dlx(pfr) — 0
.W1 ~U2

0 0

To compute the matrices defined in , we first compute a basis of the free left D-module kerp(.A)
to obtain a full row rank matrix © € D"*? such that kerp(.A) = imp(.©). Then, we can define the
matrix U; := © R and compute a right inverse Wy € DP*" of U;. Finally, we can define the matrices
X :=(RW; A)and W:=(W; Q1) and finally compute V := X! (and U = W—1).

Let us write in a different form. The identities Uy = © R, RS — ASy = I; and © A = 0 yield:

U159=0RS=0(,+AS3) =0.

USng this identity, W1 Ul + Ql U2 = Ip, RSl - AS2 = Iq7 QQ = FRQl and T A = Iq—ra we get:

I'=T(I,-RW,0)=T(I,— RW U, 8,) =T (I, - R(I, — Q1 U2) S)
=T(I;,-RS1 +RQ1UyS1) = —TASy+(TRQ)Us Sy =~ + Qy Uy Sy.

Hence, we can rewrite in a form where O is replaced by Uy:

V= (U08)7 (824 Q2U281)")" € GLy(D),

X:=V-'=(RW; A),

U:= (U UNTeGL,(D), o)
Wi=U"= (W Q)

R =1,

R'=Q;=TRQ.

The above expressions are the ones obtained in |Boudellioua and Quadrat| (2010]) in which the condition
that kerp(.Q1) is a free left D-module of rank r (i.e., kerp(.Q1) = imp(.U;) for a full row rank matrix
Uy € D™*P) is used instead of 2.b of Theorem (i.e., kerp(.A) = imp(.0) for a full row rank © € D"*9).
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Let check again the result. Using VX = I, where X = (£' A) = (RW; A), we get V(RW;) =
(IT  0T)T. Using this identity, RQ1 = AQ2, OA =0,1":=T (I, — RW;0) and Q2 = RQ1, we get:

) (C) I, @RQl
VRW = < o ) R(W1 Q)= ( v > (RWr RQu) = ( 0 T'RQ, )

(I OAQ- (I 0 (L 0
~\ 0 TRQ:-TRW:1©AQ> )] \ 0 TRQ: )] \ 0 Q)
Finally, the matrices V and W can be obtained as follows. We first compute a basis of the free left
D-module kerp(.Q1) to get a full row rank matrix Uy € D™*P such that kerp(.Q1) = imp(.Uy). Then, we

compute a right inverse Wy € DP*" of U; and define the matrices W := (W; @) and X := (RW; A)
and finally compute V = X1 (and U = W™1!). See Boudellioua and Quadrat| (2010)).

We summarize the above results in the following corollary.
Corollary 4. We have the following results:

1. If 2 of Theorem holds, then with the notations and @, the matrices

V= (VlT VQT)T, VieDrxq, Vs € D(q—r)xq’

V_l = (Xl X2)’ X1 € qur) X2 S qu(q_r)7 (65)

W=Wi W), Wy € DP*", W, € DP*(p=7)

W= Wl ULHT, U, eD*?, U,eDrmxe,

defined in 1 of Theorem can be chosen as follows

V] = @7 Xl = RW17
‘/QZF(IQ—Rwl@), Xo = A, (66)
W2 = Qla Ul = eR’

where © € D™ is a full row rank matriz such that kerp(.A) = imp(.0), W1 € DP*" is a right
inverse of Uy = O R, i.e., Uy Wy = I, Uy € DWP~")%P sqtisfies

I, = W1 Uy = Q1 Uz, (67)
and Qs =T RQ1, where T' € DW=)%4 js g left inverse of A, i.e., T A = Iy

FEquivalently, the matrices defined in 1 of Theorem[IJ can be defined by

‘/1:U1513 X *RW

Vo= 8+ QaUs Sy, o (68)
Xo = A,

W2:Q17

where Uy € D™*P s a full row rank matriz such that kerp(.Q1) = imp(.Uy), Wi € DP*" is a right
inverse of Uy, i.e., Uy Wy = I,., Uy € DP=7)XP satisfies and Qs = T RQ1, where I' € D4~7)x4
is a left inverse of A, i.e., TA=1,_,.

2. If 1 of Theorem holds, then, with the notations of @, the matrices of 2 of Theorem can be
chosen as follows:

wivi W, . R —-A
A=X,, T=V,, ©=V, Z-= ozl — .
Vo Q2 Uy 0
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Proof. 1 has been proved above and 2 is proved in Corollary 4.14 of Boudellioua and Quadrat| (2010) by
using the isomorphism kerp(.A) = kerp(.Q1) given by (B8).

Let us give a proof of 2 based on the results obtained above. By Theorem [7} 2 is equivalent to
with R = I, R” = Q2 and | = m = r. Comparing with (63), and considering A := Xa,
©:=W, I =V, B := X; and Q1 := Wo, the relations X; V5 + Xa V2 = I, and X; = RW; yield
R (W1 V1) — X5 (—A) = I,. Using the relations RWs — X5 Q2 =0, Us Wy = I,_, and U W7 = 0, we get:

oA\ (v owe )
U 0 -V, Q) TP

The relations W1 U1 + W2 U2 = Ip, U1 = V1 R, V2 R= QQ Ug, V1 X2 =0 and V2 X2 =lg—r yield

WiV Wy R —-A
=lprg—r
V2 Q2 Uy 0
which proves 2.c of Theorem @ Finally, V5 Xy = I;_, yields 2.b of Theorem @ and the fact that
kerp(.Xs) = imp(.V1) = D" since V; has full row rank gives 2.a of Theorem O

Example 7. Let us consider again the wind tunnel model studied in Example @ Let exth (M, D) :=
D3/(RD*) be the D = Q(, k,w,a)[d, §]-module defined by with r = ¢ — 1 = 2. Computing a
Grébner basis of extl (M, D), we obtain that this D-module is a finite-dimensional Q((, k, w, a)-vector
space of dimension 1 defined by the basis 7(A), where A := (1 0 0)¥ and 7 : D3 — exthL(M, D)
is the canonical projection. We can check that the matrix P := (R — A) admits the right inverse
S = (ST ST, where

0 0 0
0 0 0

S = 0 o 0 , Se=(-1 0 0),
0 —w?(d+2¢w) —w?

which shows that the D-module E := cokerp(.P) is stably free (see Theorem , and thus free of rank 2
by the Quillen-Suslin theorem (see 2 of Theorem 2| or Remark@. Computing a basis of the free D-module
E (see [Fabianska and Quadrat| (2007))), we obtain that the following matrices

1 0

0 w?

0 wd

0 d®>+2Cwd+w?

a1 0 00 (0
Y lo w2 oo o0} " \o )’

are such that the matrix Z defined by satisfies Z € GL5(D) and PZ = (I3 0). By Theorem[L1] we
obtain that M = D**/(DY3 R) = [ := D'*2/(D Q3), i.e., the wind tunnel model can be defined by a
single OD time-delay equation in two unknown functions, i.e., #(t) + a2(t) + kaw?v(t — 1) = 0.

Q1 = . Q= (d+a kaw?d),

We note that I' := (1 0 0) is a left inverse of A. Hence, by 2 of Theorem R is equivalent to
the diagonal matrix diag(ls, Q2). Using 1 of Corollary |4l let us compute the matrices V' € GL3(D) and
W € GL4(D) such that V RW = diag(l2,Q2) as well as X = V! and U = W~!. Computing first a
basis of kerp(.A), we obtain that kerp(.A) = imp(.V1), where the full row rank matrix V; is defined by:

01 0
Vlz@;:< >
0 0 1

Inria



A new insight into Serre’s reduction problem 41

Using 7 we obtain that the following matrices

0 0
0 d -1 0 0 0
U1:=0R= 2 2 |2 W= )
0 w* d+2(w —w -1 0
—w 2 (d+2¢w) —w?
0 0
Uy = Lo 00 Xi=RW;=| 1 0
"o w20 0) e ’
01
Vo=T(I;—-RW;0)=(1 0 0), Xo=A=(1 0 0,
1 0
0 w? )
Wy =01 = 0 24 , Q:=TRQy=(d+a kaw?$),

0 d®>+2Cwd+w?

where W1 is a right inverse of Uy, are such that V := (VI V)T € GL3(D), W = (W; Ws) € GLy(D),
X =V1LU=W="1and VRW = diag(l2,Q2). Equivalently, these matrices can also be obtained by
, where the matrix U; € D?*4, which defines a basis of kerp(.Q1), can be taken as above.

In the forthcoming Example [§] we shall illustrate Serre’s reduction techniques with an interesting
class of examples. To do that, we first need to introduce the concept of the Fitting ideals of a finitely

presented module over a commutative ring and state a few standard results. For more details, see, e.g.,
Eisenbud| (1995).

Definition 4 (Eisenbud| (1995)). Let D be a commutative ring, R € D9*P and M = D'*?/(D*4 R).
Then, the i Fitting ideal Fitt;(M) of M is the ideal of D generated by the (p — i) x (p — i) minors of
R, with the conventions that Fitt;(M) =0if p—i > g, i.e., if i < p — ¢, and Fitt;(M) = D for i > p.

Theorem 13 (Eisenbud| (1995)). Let D be a commutative ring, R € DY*P and M = D'*?/(D'*9 R).
The Fitting ideals Fitt;(M)’s depend only on M and not on the presentation matriz R of M.

If the D-module M = D'*?P/(D'*49 R) can be generated by r elements with 7 < p, i.e., M admits a

finite presentation of the form D!** Qopxr T 0, then using Theorem |13[ and Definition
we obtain that Fitt,.(M) = D. Hence, we have the following corollary.

Corollary 5 (Eisenbud (1995)). Let D be a commutative ring, R € DY*P and M = D**?/(D'*9 R). If
M can be generated by r elements, then we have Fitt,. (M) = D.

The above corollary will be used in Section [7] Let us now state two results that will be used below.

Proposition 6 (Eisenbud| (1995)). Let D be a commutative ring, R € D9*P and M = D'*?/(D'*9 R).
Then, M is a projective D-module of rank r if and only if Fitt;(M) = 0 for i = 0,...,7 — 1, and
Fitt, (M) = D.

Proposition 7 (Eisenbud| (1995))). Let D be a commutative ring, R € D?*P, M = D*?/(D'*4 R) and
E a commutative ring which is a D-module. Then, we have Fitt;(E ®p M) = E ®p Fitt;(M) fori > 0.

Example 8. If D = k[z1,...,x,] is a commutative polynomial ring over a field &, in |Lin et al.| (2006,
it is shown that every matrix R € DP*P whose determinant det(R) is of the form x1 — f(z2,...,2y),
where f € k[xa,...,2,], admits Serre’s reduction. Let us prove this using the above results. We first

characterize Fitto(M) and Fitt;(M). We clearly have Fitto(M) = (det(R)) and

_0det(R) & ORa;
].—axl—;det<R.1 8x1 ...R.p),
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where R,; denotes the i*" column of R. If we develop each determinant in the last above sum with respect
to the column which is differentiated, then we get that the corresponding determinant is a polynomial
combination of (p—1) x (p—1) minors of R, i.e., is an element of Fitt; (M). This proves that Fitt; (M) = D.

Now, if E := D/Fitto(M) = A := k[za,...,x,], then applying the covariant right exact functor
E®p - (see, e.g., Rotman! (2009)) to the finite presentation of the D-module N := D? /(R DP), i.e., to
the following short exact sequence of D-modules

0 N<"—pr<f_pr 0,

we get the following exact sequence of E-modules

0<~—E®pN B <" pr torP (N, E) =<— 0, (69)

where R := R(f(z2,...,7,),22,...,7,) and tor? (N, F) = kerg(R.). For more details, see, e.g., Rotman
(2009). Similarly as before with RT instead of R, we get Fitto(E ®p N) = 0 and Fitt;(E ®p N) = E,
which shows that £ ®@p N is a projective E-module by Proposition [6] and thus a free E-module of rank
1 by the Quillen-Suslin theorem (see 2 of Theorem . Thus, the above long exact sequence splits by
Proposition [3] which shows that img(R.) (resp., kerg(R.)) is a stably free, i.e., a free E-module of rank
p—1 (resp., 1) by the Quillen-Suslin theorem. Computing a basis of kerg(R.), we get Ry € EP such that
kerp(R.) = Ry E and Sy Ry = 1 for a certain Sy € E'*P. See |[Fabiariska and Quadrat| (2007) for a way
to compute these two matrices based only on the fact that F ®p N is free of rank 1 over a commutative
ring E. Now, computing a basis of the free F-module cokerp(Rz.) 2 impg(R.) of rank p — 1, we obtain
two matrices Q, € E®~1V*P and Ty € EP*(P~1) such that

Ty R») (gz ) =1, (% ) (Ty Ry) =1, (70)

ie, W := (T, Ry) € GL,(E). For more details, see Fabianiska and Quadrat| (2007); Quadrat and
Robertz| (2007a)). Since the entries of the matrices Ty and Ry can be chosen in A, we have W € GL,(A).
Then, the identity R Re = 0 yields R Ry = A det(R) for a certain A € DP, and thus we have:

RW =R(Ty R;)=(RT, Adet(R))=(RT; A) < Ip61 det(zR) )

Since det(W) can be chosen to be 1, the above identity yields det(RTy A) =1, ie., X := (RTy A) €
GL,(D), and we obtain that V RW = diag(l,_1,det(R)), where V := X! € GL,(D).

Finally, let us add a few more comments. Since £ ®p N is a free E-module of rank 1, yields the
following split long exact sequence

with the notation Ry = R, which can be rewritting as follows:

Ss.
EP—F<—0

EQ.
S1 T \LRL lo
Eo.
EP—F——=0.
§0.
Now, is equivalent to the following split short exact sequence:
0—>=Erle—=pr—=F<~—0.

Q. Ro.
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Using the fact that kerp(Ro.) = imp(R;.), we get imp((R1T2).) C kerg(Ry.). If X € kerg(Ro.), there
exists u € EP such that A = Ry u. Now, using Ty Q5 + R2 S2 = I, and kerg(R;.) = img(Rs.), we obtain

A= (R1T2)(Qq ) + (R1 Ry) (S2 ) = (R1T2) (Qy p) € imp((Ry T2).)

which shows that kerg(Ro.) = img((R1 T2).). Let us now compute kerg((R; T2).). If v € kerg((R1 T2).),
then there exists 6 € E such that Tov = R2 0, ie., v = @2 Ry 0 = 0 since @2 Ty = I,—1 and @2 Ry = 0.
Hence, the matrix R; T has full column rank, and thus it defines a basis of kerg(Ry.), i.e., kerg(Rp.) =
img(Q,.), with the notation Q, = Ry T. In particular, there exists a matrix Ty € E®~1)*P such that
To QO = 1p—1, i.e., To R1 T2 =1p—1-

If we note @/2 = Ty R, then we have @; To=TyRTs = Iy If R; € EP is a matrix such that
I,—T, @/2 = RIQ So and ?6 € EP is such that I, — Q, T = ?’0 Ry, then we obtain the following diagram
which is formed by horizontal split short exact sequences and commutes in both directions:

Ts. Ss.
0—>frl— =P —>F<—0

o | m

- R;. 0

Qo- Ro.
OHEP71<TEP<TE*>0.
To. S

Then, Theorem [7|shows that R is equivalent to diag(I,—1,0), which proves again that cokerp(R;.) & E.
_ T _\T
More precisely, if Y = (T’ R;) € GL,(F) and Z = (Tg ROT) € GL,(E), then we have

_ I, 0
ZRY = " ,
0 0

— _m\T —
where Y1 = (Q;T Sg) and Z7' = (Q, S,).

6.2 From Serre’s reduction problem to the decomposition problem and vice
versa

The purpose of this section is to show how to go from Theorem (which deals with Serre’s reduction
problem) to Theorem 8| or Corollary [2| (which deals with the decomposition problem for the trivial
idempotents idy; and 0p7) and vice versa.

We have the following first result.
Theorem 14. Let R € D9*P be a full row rank matriz and A € D=7 satisfy the conditions 2 of

Theorem , With the notations , (@) and (@) or , we have:
1. A:=-W1 V) € DP*? satisfies A RA = —A.
2. The matrices P := Q1 U, = I, + AR € DP*P and Q= XV = I, + RA € D91 gre two
idempotents, i.e., P =P and @2 = Q, and they satisfy RP = Q R.
3. The left D-modules kerp(.P), imp(.P), kerp(.Q) and imp(.Q) are defined by kerp(.P) = imp(.Uy),

imp(.P) = imp(.Uz), kerp(.Q) = imp(.V1) and imp(.Q) = imp(.Va) i.e., they are free of rank
respectively r, p—r, r and q — r.

Hence, the hypotheses of 1 of Corollary[] are satisfied, i.e., 1 of Corollary[d holds.

Proof. 1. Using Uy = Vi Rand U Wy =1, we get ARA =W ViRWV; =W U W Vi =W V] =
—A.

2.7Since W1U1 +Q1UQ = I and Ul = VlR, we get ? = QlUQ = Ip — W1U1 = Ip *lelR,
ie, P = I, + AR. Using , we have X1 Vi + Xo Vo = I;, where X; = RW;. Thus, we get
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Q=XsVo=1I,— X1 Vi =I,— RWy Vi = I, + RA. Finally, we have P =P, Q" =Q and RP=QR
since ARA = —A.

3. UW = I, yields kerp(.Q1) = imp(.U1), where Uy = Vi R, Uy Wy = I, and Us Q1 = I,_,. The
identity Uy Wy = I, shows that .U; is injective, i.e., that U; has full row rank. The identity Us Q1 = I,
shows that .Q); is surjective and .Us is injective, i.e., that Us has full row rank. Thus, we obtain

kerp(.P) = kerp(.(Q1 Uz)) = kerp(.Q1) = imp(.Uy) =& D7,
imp(.P) = imp(.(Q1 Us)) = imp(.Uz) = D=7,

which proves that kerp(.P) and imp(.P) are free left D-modules of rank respectively r and p — r.

The identity VX = I, yields kerp(.X2) = imp(.V1), V1 X3 = I, and Vo X3 = I,_,. The identity
V1 X7 = I, shows that .Vj is injective, i.e., that V; has full row rank. Theidentity Vo Xo = I, shows
that . X5 is surjective and .V5 is injective, i.e., V5 has full row rank. Using @ = X, V5, we then obtain

kerp(.Q) = kerp(.(X2 V3)) = kerp(.X3) = imp(.V;) = D7,
imD(.Q) = imD(.(XQ Vz)) = ij(.VZ) o~ Dlx(q—r)’

which proves that kerp(.Q) and imp(.Q) are free left D-modules of rank respectively r and q — 7. O

Example 9. We consider again Example [7] According to 1 of Theorem [14] we can check again that

0 0 0

0 0 0
A= —Wy 1y =

0 1 0

0 w?2(d+2¢w) w?

satisfies the equation A RA = —A. With the notations of Example [7} we can check that

0 0 0

1 0 0
PZ:QlUQZIp—FAR: d 0 0
2(d?+2¢wd+w?) 0 0

Q:=X,Vo=1I,+RA =

S O o o o R

o o o g
o o o

P and 62 = (, satisfying RP = QR. Finally, we can check that

. . =2
are two idempotents, i.e., P

kerp(.P) = imp(.Uy) and imp(.P) = kerp(.(Iy — P)) = imp(.Uz), kerp(.Q) = imp(.V1) and imp(.Q) =

kerp(.(Is—Q)) = imp(.Va), where the full row rank matrices Uy, Us, V; and V3 are defined in Example

i.e., kerp(.P) (resp., imp(.P), kerp(.Q), imp(.Q)) is a free D-module of rank 2 (resp., 2, 2, 1), which
shows that the hypotheses of 1 of Corollary [2] are satisfied.

Conversely, we have the following result.

Theorem 15. Let R € D9*P be a full row rank matriz, A € DP*? q matriz satisfying ARA = —A
and which is such that the projective left D-modules kerp(.A), imp(.A) and cokerp(.A) are free of rank
respectively p — 1, 1 and q — 1. Let the full row rank matriz Uy € D®=DXP (resp., Vi € D9 and
® € D=D%9) define a basis of kerp(.A) (resp., imp(.A) and cokerp(.A)), i.e.,

kerp(.A) = imp(.Us),
1mD(A) = imD(~V1)7
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and {v(Pie) }iz1,.. q—1 is a basis of cokerp(.A), where v : D4 — cokerp(.A) = D4 /imp(.A) is the
canonical projection. Then, the following full row rank matrices

Uy :=ViRe D™ Vy:=&(I,+ RA) e Dl-Dxa
are such that U := (Ul UIT € GL,(D) and V := (VI  V;H)T € GL,(D).

Moreover, with the notations (@), we have

R —X5 Wi i Wa
o, 71
( U2 0 > ( _‘/2 VQRWQ ) q+p—I1 ( )

which shows that Theorem holds with the matriz A := X, € D?*@=D which admits the left inverse
Va € DU=D%9 gnd kerp(.Xo) = imp (V1) = D' is a free left D-module of rank I.

Proof. The fact that U := (U] UJ)T € GL,(D) and V := (Vi V)T € GL,(D) is proved in Theo-
rem [§] (see also Remark [8 or Proposition 4.3 of |Cluzeau and Quadrat| (2008))). Theorem [§] yields

I 0 I 0
VRW = & RW=X ,
0 VaRW, 0 VaRW,

which is equivalent to:

RW; = Xy,
(72)
RWy = X5 (Vo RW,).
Combining X; = RW; with X; Vi + X5 Vo = I;, we obtain:
R(Wi V1) — Xo (Vo) =1,. (73)
Moreover, the identity U W = I, yields:
Uy Wi =0, UsgWs=1I,,. (74)

Combining , the second identity of and , we obtain . Since D is a noetherian domain, it
is stably finite, namely, for any r € Z>¢ and for all A, B € D"™*" satisfying AB = I,, we have BA = I,,
ie., A€ GL.(D) and B = A~ (see, e.g., Lam (1999)). Hence, both square matrices in the left-hand side
of belong to GLg4p—i(D). Let us check again this result by direct computation. Using the identities
ViRWy, =0, WUy + Wo Uy = Ip and V43 RWp = [, we first get V1 R = VlR(Wl U, + Wy U2) =U;.
Combining this identity with Vi Xo =0, Vo Xo = I, W1 U1 + Wy Uy = I, and Vo RW; = 0, we obtain:

Wi vy Wy R —-X5 - Wy (Vl R) + WU —-W; (V1 XQ) 7
Vo Vo RW, Uz 0 ) \ VaR(WaU,— 1) Vo X, et

Using V' X = I, we get Vo Xo = Vo A = I,_;. Moreover, we have kerp(.Xs) = imp(.V3) = D! since
the matrix V7 has full row rank. Hence, Theorem [12] holds. O

Remark 11. We note that the matrix A := X5 of Theorem [15]is an injective parametrization of the free
left D-module cokerp(.A) and the residue classes of the rows of V, defines a basis of cokerp(.A).

Example 10. We consider again Example @ First considering the matrix A defined by , we can
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check again that holds, i.e.:

d+a kad 0 0 -1
0 d -1 0 0
0 w2 d+2¢w —w? 1
1 0 1 0 0
0 1 0 0 0
0 1 0 1 —d
0 0 0 0 1
0 -1 0 0 d =15
—w? —w?2¢w-a) —w? w?idt+a) w((2¢w—a)d+kad+w?)

-1 d+a 0 d+a —d>—ad+kaé

Moreover, we have kerp(.X2) = imp(.V;7), where V; is the full row rank matrix defined in Example @
i.e., kerp(.X3) is a free D-module of rank 2. Finally, X5 admits the left inverse V5, where V5 is defined
in Example @ which shows that Theorem [12 holds with A = X = (1 0 —1)T.

Now, if we consider the matrix A defined by , we can check again that holds, i.e.:

d+a kad 0 0 -1

0 d -1 0 0

0 w2 d+2¢w —w? 0

1 0 0 0 0

0 1 0 0 0
0 0 1 0
0 0 0 1
0 -1 0 0 d =1Is.
0 —w?d+2¢w) —w? 0 w?(d?+2¢wd+w?)
-1 0 0 d+a kad

Moreover, we have kerp(.X3) = imp(.V4), where V7 is the full row rank matrix defined at the end of
Example @ i.e., kerp(.X>) is a free D-module of rank 2. Finally, X5 admits the left inverse V5, where V5
is defined at the end of Example @ which shows that Theorem [12 holds with A = X, = (1 0 0)7T.

Similarly, we have the following two results.

Theorem 16. Let R € DI*P be a full row rank matriz and A € D?*=") satisfy the conditions 2 of

Theorem . With the notations , (@) and @), we have:
1. A=W Vj € DP*X1 satisfies ARA = A.
2. The matrices P := W, U, = AR € DP*P gnd Q := X, Vi = RA € D79 qre two idempotents, i.e.,
P=P and @2 = Q, and they satisfy RP = Q R.

3. The left D-modules kerp(.P), imp(.P), kerp(.Q) and imp(.Q) are defined by kerp(.P) = imp(.Us),

imp(.P) = imp(.Uy), kerp(.Q) = imp(.V2) and imp(.Q) = imp(.V1) i.e., they are free of rank
respectively p—r, r, g —r and r.

Hence, the hypotheses of 1 of Corollary[] are satisfied, i.e., 2 of Corollary[3 holds.

Theorem 17. Let R € D?*P be a full row rank matriz, A € DP*9 a matriz satisfying ARA = A
and which is such that the projective left D-modules kerp(.A), imp(.A) and cokerp(.A) are free of rank

Inria



A new insight into Serre’s reduction problem 47

respectively p—q+1, g—1 and . Let the full row rank matriz Uy € DP=9tDXP (resp. Vo € D=D*9 gnd
® € D) define a basis of kerp(.A) (resp., imp(.A) and cokerp(.A)), i.e.,

kerp(.A) =imp(.Uy),
IIHD(A) = imD(-VQ)v

and {y(Pje)}iz1,...1 is a basis of cokerp(.A), where v : D'*% — cokerp(.A) = D' /imp(.A) is the
canonical projection. Then, the following full row rank matrices

Uy:=VaRe D4UXP V.= & (I, - RA) € D!*9
are such that U := (Ul U)T € GL,(D) and V := (VI  V;H)T € GL,(D).
Moreover, with the notations (@), we have

R -X Wa Vs W _7
U, 0 Vi ViRWwW, | ‘atr b

which shows that Theorem holds with the matriz A := X; € D! which admits the left inverse
Vi € D9 and kerp (. X1) = imp(.Va) = D**@=D s q free left D-module of rank q — 1.

7 Applications to linear PD systems studied in hydrodynamics

In this last section, we illustrate how Serre’s reduction techniques can be applied to study the decompos-
ability of standard linear PD systems.

7.1 Oseen equations

Let us consider the Oseen equations in R? defined by

. 75
V.i=0, (75)

{ dii—vAT+ (b.V)i+Vp=0,
where ¥ is the velocity, p the pressure, v the viscosity, b= (b1 b2)T asteady velocity, V= (dy dy)T the
gradient operator in R? and A = d2 —|—d3 the Laplacian operator in R2. The Oseen equations describe the
flow of a viscous and incompressible fluid at small Reynolds numbers (linearization of the incompressible
Navier-Stokes equations at a steady state). See, e.g., Dolean et al.| (2005). Let D = Q(v, by, ba)[dy, dy, dy)
be the commutative polynomial ring of PD operators with coefficients in the field Q(v, b1, b2),

d+b.V—vA 0 dy
R= 0 di+b.V—vA d, | €D (76)
d d, 0

M = DY*3/(D**3 R) the D-module finitely presented by R and 7 : D'*3 — M the canonical projection.
Using Algorithm 2.1 of |Cluzeau and Quadrat| (2008)) and its implementation in the OREMORPHISMS
package (Cluzeau and Quadrat| (2009)), we find that the endomorphism ring endp (M) of M is defined
by the family of generators {f;}i—1.. 5, where fi(m(\)) = (A P;) for all A € D'*3 and:

0 —dy, 0 0 0 dy
P=I, P=|0 d. 0 |, Ps=| 0 0 dy :
0 0 do 0 0 —(di+bidy+bydy)
0 vd,d, 0 0 dy(di+bady—vdy) dz
Py=| 0 —(d+bidy+bydy—vdl) —dy, |, Ps=| 0 —dp(di+body—vdl) — —dpd,
0 0 vd: 0 0 d2 (vdy —by)
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For more details, see Section If (ug ug p)7 is a solution of R (u1 ug p)T = 0 then so is P; (uy uz p)T
fori=1,...,5, i.e., the P,’s send a solution of R (u; uz p)7 = 0 to another solution of the same system.
The generators f;’s of the D-module endp (M) satisfy D-linear relations. Using the results explained at
the end of Section [3] we obtain that a generating set of D-linear relations among the generators f;’s of
endp (M) is defined by L (f1 ... f5)T = 0 where:

dy -1 0 0 0
—d; — by dy—FZ/dZQI —by -1 -1 0
0 —vdy, 0 -1 0
L= ) € DS*5,
0 —v (di + bidy +bady —de) —vd, —b; —v
0 —2d, df/ —v df] —(di +bady) vd,
0 0 0 vd, — by —v

For more details, see Section |8.3
Using Serre’s reduction, let us state a first result.

Proposition 8. The D-module endp(M) = D*5/(DY*S L), finitely presented by the matriz L defined
above, is cyclic and is generated by id ;.

Proof. fA=(1 0 0 0 0)e D™ and P= (LT AT)T € D™, then we can check that P admits
a left inverse X = (X; X») € D%*7 where:

0 0 0 0 0 0
-1 0 0 0 0 0
X, = “bvd, 1 1 o0 o0 |,
vdy 0 -1 0 0 0
—d, (by—vd,) 0 vi(by—vd,) 0 0 —v!

Xo=(1 dy —(d+brdy+bydy—vA) —vd —dvd,—b))" .

We get D1*® = D7 P which yields endp(M) = D'*?/(D**6 L) = (D7 P)/(D'*¢ L) and shows
that the D-module endp(M) = D*5/(D'*6 L) is cyclic and is generated by the residue class of A in
endp(M). Moreover, we have X1 L + Xo A =I5, L f = 0, where f = (f1 ... f5)T, and A f = f; = idyy,
which yields:

fi=fi,
fa=ds f1,

[=Xi(Lf)+ Xo(Af)=Xa f1 & fa=—(di +b1dy +bady, —VA) f1,
fa=—vd3 f1,

f5 = —di (de — bl)fl-

Hence, for every f € endp (M), there exist dy,...,ds € D such that f = 2?21 d; fi = (Zle d; Xgi) fi,
where Xo; is the i*® entry of the column vector X, which shows that endp (M) is generated by f1 = idjs
as a D-module, i.e., endp(M) = D f; is a cyclic D-module (see Definition . O

Theorem 18. The D-module M finitely presented by the matriz R defined by @), i.e., defined by the
Oseen equations (@, is indecomposable.

Proof. Let us determine the annihilator of f; = idy; € endp(M), ie., anup(fr1) :={d € D | d f, = 0}.
Using Grobner basis techniques, we can compute kerp(.P), where P is the matrix given in the proof
of Proposition |8 and we obtain kerp(.P) = D'*2 (T} Ty), where T7 € D?*% is a certain matrix and

. T
T, = (0 —vEA(d+b.V — VA)) € D?. Moreover, we have L = (Ig 0) P. Using Lemma 3.1 of
Cluzeau and Quadrat| (2008), we then obtain
endD(M) — D1><5/(D1><6 L) — (D1><7P)/(D1><6 L) o D1><7/ <D1><8 < ?1 1(—;2 >>
6
=~ D/(DY2Ty) = D/(D (A (dy +b.V — v A))),
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ie., endp(M) = Df; = D/annp(f1) and annp(fy) = D(A(dy +b.V — v A)). We recall that the
decomposability of M is equivalent to the existence of non-trivial idempotent in endp(M). Hence, to
study whether or not the D-module M is decomposable, let us search for non-trivial idempotents of
endp(M) = Didy. If a € D, then e = aidy is an idempotent of endp (M) if and only if €2 — e =
(a? —a)idy; = 0, i.e., if and only if there exists 3 € D such that:

alo—1)=BA(d+b.V —vA). (77)

We first show that the two simple solutions of lead to the trivial idempotents 0 and id s of endp (M).

If A(dy +b.V — v A) divides o, i.e., if there exists y € D such that a = YA (dy + 5.V — v A), then

e=aidy =0. fA(d:+b.V—vA)dividesa—1,ie,a=1+7A(d;+b.V—vA) for a certain vy € D,
then e = aidyy = idy.

We can check that A and dy+b.V —v A are two irreducible polynomials over the field Q(v, by, bs), their

greatest common divisor is 1 and o and « — 1 are coprime. Hence, the only two remaining possibilities

for to hold are:

1. A divides a and d; + 5.V — v A divides o — 1,ie,a=vAand a =1+~ (d; +b.V — v A) for
certain 7, v/ € D. This then leads to y A —+' (d; +b.V —v A) = 1 which is clearly impossible since
1¢ (A di+b.V—vA)=(Ad +b.V).

2. A divides « — 1 and d; + b.V — v A divides a, e, a=14+~vA and a =+ (d; +b.V — v A) for
certain 7, v/ € D. This then leads to 7/ (d; + .V — v A) — vy A = 1 which is also impossible as
shown above.

Thus, endp (M) does not admit any non-trivial idempotent element so that M is an indecomposable
D-module. O

Finally, from the above computations, the endomorphisms of M defined by g1 = Aidy; and gy =
(di + b.V — v A)idys are not injective since we have (d; + b.V — vA)gr = 0 and Ags = 0 and thus
91((dy+b.V —vA)ym) = 0 and go(Am) = 0 for all m € M. Then, R admits the two strict factorizations
R =11, 51 and R = Ly .S defined by:

vd, vdy -1
0010 d q, 0
Li=l0001], $= Lo ,
di +b.V —vA 0 d,
0100 L.
0 di+b.V—-vA d,
0 0 0 -1 ~dy G 0
B (vdy, —b1)d, —bod,—di+vd: —d,
L2: bl—de —1 0 0 , SQ: ’ °
—d, —d, 0
0 0 -1 0 L.
vA—d, —b.V 0 —d,

Using the factorization R = L; S; for i = 1, 2, we get kerx(S5;.) C kerg(R.) for i = 1, 2, i.e., the
solutions of the PD systems defined by S; and Sy are particular solutions of . Computing a Grébner
basis of the D-module D'*4 S; for i = 1, 2, we obtain that:

p=0,
Sin=0 +— diii —vAT+(b.V)d=0,
V.4=0,

dyui +dyup =0,
dyuy —dgup =0,
(di +bidg)ur +badyug +dyp=0,
by dyut + (dy + bady)ug +dyp=0.

We note that the last PD system yields Au; = 0 for i = 1, 2 and Ap = 0, i.e., the components of the
velocity « and the pressure p are harmonic functions.

Son=0 <=

RR n° 8629



50 Cluzeau & Quadrat

7.2 Implicit scheme for the Oseen equations and Stokes equations

Within implicit schemes of the time dependent Oseen equations, the term d; @ in is replaced by
¢, where the constant ¢ corresponds to the inverse of the time step. Let E = Q(v, b1, ba, ¢)[dy, d,] and
N be the E-module finitely presented by the matrix obtained by replacing d; by c in . Then we
can redo the computations of the previous section and prove that the endomorphism ring endg(N) is a
cyclic E-module generated by idy and endg(N) = Eidy = E/anng(idy) 2 E/(A(vA —b.V —¢)). In
particular, this result also holds when b; = 0 or by = 0.

Proposition 9. Ifl;7é 6, then the E-module N is indecomposable.

Proof. As in the proof of Theorem e=aidy € endg(N), where o € E, is an idempotent of endg(N)
if and only if there exists 8 € D such that:

ala—1)=BAWA-b.V —c). (78)

The two trivial solutions & =0 or @« = 1 and 3 = 0 of lead to the trivial idempotents 0 and idy of
endg(N). Now, since A and v A —b.V — ¢ are irreducible over Q(v, by, ba, ¢), can hold only if:

1. A divides v and v A—b.V —c divides a— 1, i.e., « = yA and o = 14+ (v A—b. V —¢) for certain
v,y € E. We then get YA =1+~ (vA — b.V — ¢). In particular, we must have degy = deg~’
and (v —vy)A++"b.V++ ¢c—1=0. Moreover, v must be a constant as if deg+’ > 0, then

the constant 1 cannot be cancelled. Then, we obtain v =v~', v by =0, bs =0 and v ¢ =1, i.e.,
v' = 1/c which yields 4/ b; = b;/c =0, i.e.,, b; =0, for i = 1, 2.

2. A divides a—1 and v A—b.V — ¢ divides o, i.e., a = 1+yA and a =~/ (v A—b.V —¢) for certain
v,y € E. We then get 1 +yA =+"(vA — b.V — ¢). In particular, we must have degy = deg~’
and (Y —vy)A++b.V++ c+1=0, and thus degy’ =0 and v/ ¢ = —1, v = v+, ' by = 0 and
v'by =0, ie., ¥/ = —1/¢, which yields 7' b; = —b;/c =0, i.e., by = by = 0.

O

Let us now consider the case b = 0 which corresponds to an implicit scheme of the time dependent
Stokes equations, namely:

; (79)

cu—yAd+ﬁp:O,
V.i=0.

The matrix of PD operators associated with is then defined by:

c—vA 0 dy
R = 0 c—vA d, |eE¥ (80)
dy dy 0
Let M’ = EY*3/(E**3 R') be the E-module finitely presented by R'.

From the proof of Proposition [9] we obtain the following result.
Corollary 6. The E-module M' finitely presented by R’ is decomposable.

Proof. From the proof of Proposition@, in Case 1, we get that a = (v/c) A is a non-trivial solution of
and thus e = (v/c) Aidyy is a non-trivial idempotent of endg(M’). Similarly, in Case 2, « = 1—(v/c) A is
a non-trivial solution of and thus e = aidjs is a non-trivial idempotent of endg(M’). We have then
found non-trivial idempotents of endg(M’) which proves that the F-module M’ is decomposable. O

This result is used to compute a parametrization of the solutions of . From the latter proof, we
know that the matrices P = @ = ( — %A) I3 € E3*3 yield an endomorphism f € endg(M’) defined
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by f(m(\)) = w(AP) for all A € E'*3, where 7 : E1*3 — M’ is the canonical projection. Then, using
Lemma we get coim f = E1X3/(E'*4S), where

—cdy cdy 0
g vedydy, c(vdi—c) —cdy, ¢ pixs
—cdy —cdy 0 ’
c(vA—¢) 0 —cdy

and ker f = EV4/(EY4 (LT SI)T), where the matrix L is defined by

) 0 0 01
L=—=1| vd, 1 0 0 | eE>*
c
0O 0 1 0
and Sy = (v di —c¢ —d, 0 dy) € EY. Using a Grobner basis computation, we obtain:
1
gl = *Edz <37
AC3 = 07 1
SC=0 <= { chtdys=0 = { @=—_d, (81)
¢+ ds G =0, G = (s,
Al3=0.
Moreover, we have:
Ty = —vdy Ty,
L T3 = O,
=0 <= 82
( SQ ) T T4 :0, ( )
(vA—-c)m =0.

Using the factorization R’ = L S of R’ and the notation 1 := (u; wus p)T, we then get:

Sn=r,
R'n:O <= Lt=0, (83)
SQTZO.

Since f is an idempotent, we have M’ = ker f @ coim f, which shows that the short exact sequence

0 ker f —= ) 2. coim f 0 splits by 4 of Proposition By |Quadrat and Robertz

(2007D)), there exist matrices U; € E**3, Uy € E* and V € E*** such that Uy L+ Us Sy + SV = I;. We
can take:

0 0 O -1
vdy 0o 0 1
0O 0 0 1 0 1
Uy = , Uy =-— , V=— 0 1 0 O
dy dy —c c 0 c )
vid,d, vd, 0 vd,
0O 0 O vdy

Using Uy L + Uy So + SV = I, we get that n* := V 7 is a particular solution of Sn = 7, where 7
satisfies . The general solution of Sn = 7 is then of the form n = n* 4 (, where ( satisfies S¢ = 0,
i.e., ¢ is defined by , and we obtain the following parametrization of the solutions of

w=— G+ Zdym),
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where (3 (resp., 7y ) satisfies the PD equation A (3 =0 (resp., (WA —¢) 1 = 0).

Let us now compute a decomposition of the matrix R’ defined by . The matrices P = Q =
(1 — 2 A) I3 considered above define an idempotent e € endg(M’). Moreover, we have P? = P + Z R,
where Z € E3*3 is defined by:

—d dy d, dy (VA —c¢)
Z=— dy dy —d? dy (v A —¢)
dy WA —¢) dy(vrA—c) WwA-c)?

From Lemma [5] we can consider the algebraic Riccati equation A R’ A+ (P — I3) A+ AQ + Z = 0. For
instance, we can check that we have the following solution

vd, vdy, v(vA-—c)

which yields the following two idempotent matrices

0
F::P+AR/:71 0
0

, dydy dy (VA —c)
@::Q+R/A:E dyd, d2 d,(vA-c) |,
—dy  —dy —-vA+ec

ie., P = P and @2 = (@, which satisfy the relation R’ P = Q R’. Thus, the idempotent e can be
defined by means of the idempotent matrices P and Q. Since P’ =P and @2 = Q, kerg(.P), img(.P),

kerp(.Q) and imp(.Q) are then finitely generated projective E-modules (see ), and thus free by the
Quillen-Suslin theorem (see 2 of Theorem . Syzygy module computations yield kerg(.P) = img(.X)

and kerg(.Q) = img(.Y"), where the matrices X and Y are defined by:

c 0 d, 1 0 vd,
X = —dy dy O , Y = —dy dy O
0 c dy 0 1 wvd,

Moreover, we have imp(.P) = kerg(.(Is — P)) = E(0 0 1) and imp(.Q) = kerp(.(Is — Q)) =

E(d, d, vA —c). The matrix X does not define a basis of kerg(.P) since rankg(kerg(.P)) < 2
and X has three rows. A similar comment holds for the matrix Y and kerg(.Q). Thus, the rows of X
and Y are E-linearly dependent, i.e.:

kerp(.X)=FE(-d, —c d,),

If X,o denotes the " row of X, then we have:

CX2. = _dy Xlo + dx XS.;
Yoo = _dy Yie + dw Yz,

Consequently, a basis of kerp(.P) (resp., kerg(.Q)) is defined by the first and third rows of X (resp., V),

i.e, kerg(.P) = img(.U;) and kerg(.Q) = img(.V7), where the matrices U; and V; are defined by:

U — c dy Vi = 1 0 vd,
loea, )0 Vo1 owa, )

o O

Inria



A new insight into Serre’s reduction problem 53

These results can directly be obtained by means of a constructive version of the Quillen-Suslin theorem
implemented in the QUILLENSUSLIN package (Fabianiska and Quadrat| (2007)).

Now, from Theorem [5] if we define the following unimodular matrices

c 0 dg 1 0 vd,
U=| 0 ¢ d, | €eGL3(E), V= 0 1 vd, € GL3(E),
0 0 1 d, dy, vA-—c

then the matrix R’ defined by is equivalent to the following block diagonal matrix:

—Ld24+1  Ydyd, O
R=VRU '=| Yd,d, -%d2+1 0
0 0 A

Let us finally prove that the E-module O := E'*2/(E'*2T) finitely presented by the first 2 x 2
diagonal block T of R is indecomposable. Applying Algorithm 2.1 of |Cluzeau and Quadrat| (2008), we
obtain that endg(O) is finitely generated by {g;}i=1, .. 4, where the g;’s are defined by g;(k(N)) = k(A B;)
for all A\ € E'*2, the matrices P;’s are defined by

0 vd,d, 0 —Vdf/ 0 cd,
P1: 2 ) P2:I27 P3: 5 P4: )
0 vd,—c 0 vd,d, 0 —cd,

and & : E'X2 — O is the canonical projection onto N. The g;’s satisfy the following E-linear relations:

-1 vd2-c 0 0

—~ 0 0 wvd, -

d, 0 d, 1 )
0 edy 0 1 93

0 0 ¢ vd, o

These E-linear relations yield g1 = (vdZ — ¢) g2, g2 = —cdy, g2 and g3 = —% g4 = vd, dy, go, where gy
satisfies (¥ A — ¢) g2 = 0, which shows that endg(O) is a cyclic E-module generated by go = idp and:

endg(O)=FEg 2 E/(vA —c¢).

Now, e = a go is an idempotent of endz(O), where o € E, if and only if e? = e, i.e., if and only if there
exists § € E such that a (e — 1) = 8 (v A — ¢). Since the polynomial v A — ¢ is irreducible over Q(v, ¢),
then v A — ¢ either divides c or « — 1, i.e., a =y (v A —c)or a =1+ (v A —¢) for certain v, v’ € E,
which shows that we either have e =y (v A —c¢)ga =0ore = (1++' (v A —c)) go = g2 = ido. Therefore,
endg(0) admits only the trivial idempotents 0 and idp, which proves that O is an indecomposable
E-module. Consequently, T" is not equivalent to a diagonal matrix over E.

7.3 Fluid dynamics

In Sections and Serre’s reduction techniques were used to prove the (in)decomposability of finitely
presented differential modules associated with 2-dimensional linear PD systems studied in hydrodynamics.
The approach is based on the fact that endp (M) can be proved to be a cyclic D-module. Unfortunately,
for the 3-dimensional case, we are not able to prove that Fitt;(endp(M)) = D so that Corollary [5| cannot
be used to conclude that the endomorphism ring of the corresponding linear PD systems is cyclic.

In this section, we develop a slightly different approach using Serre’s reduction to prove the indecom-
posabilty of a 3-dimensional linear PD system also studied in fluid dynamics.
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The movement of an incompressible fluid rotating with a small velocity around the axis lying along

the x3 axis can be defined by
ou o _

pOE_2POQOU2+8z1 0,
Po%+2poﬁou1+@:0,
ot To (84)
oy,
Po ot 8563 ’
ou 0w dws _
8l‘1 8.1‘2 8I3 ’

where @ = (u; up wu3)T is the local rate of velocity, p the pressure, py the constant fluid density and
Qo the constant angle speed (Landau and Lifschitz (1989)). Let D = Q(po, Q0)[d:, d1,d2,ds] be the
commutative polynomial ring of PD operators with coefficients in the field Q(po, Q0),

pods  —2po 0 dy
2po Q d 0 d

R— Po 2o Po 2 | ¢ D4 (85)
0 0 L0 dt d3

dy do ds 0

the presentation matrix of , and the D-module M = D'*4/(D1** R) associated with . Let us
study the decomposability of the D-module M. Using Algorithm 2.1 of |Cluzeau and Quadrat| (2008) and
its implementation in the OREMORPHISMS package (Cluzeau and Quadrat| (2009))), we find that endp (M)
is defined by the family of generators {f;}i—12, where f;(m(\)) = 7(A P;) for all A € D4 and:

0 ds —ds 0

—ds3 0 dy 0

Po=1, P= d d 0 0
o —dp

0 0 2% 0

For more details, see Section [85] Using the results explained at the end of Section [3] a generating set of
D-linear relations among the generators f;’s of endp (M) is defined by L (f1  f2)? = 0, where the matrix
L is defined by:

2000 d d
L:( Po o a3 Po Gt

. Ai=dP+d2 4+l
pods A —2,0090(13) 1+ ag

The endomorphism ring endp (M) of M is isomorphic to N = D'*2/(D'*2 L). The first Fitting ideal
Fitti(endp(M)) = (di,ds,dt A) = (di,ds) of endp(M) formed by the entries of L is not equal to D,
which shows that the D-module endp (M) is not cyclic by Corollary Using again Serre’s reduction
techniques, we can prove the following result.

Proposition 10. If D; = Q(po, Qo, d:)[d1,d2,ds]) and My = D ®p M, then the Di-module endp, (M) =
D{*?/(D}*? L) is cyclic and indecomposable, and thus the Dy-module M is indecomposable.

Proof. f A= (1 0)€ D}/*? and P = (AT LT)T € D}*? then P admits the following left inverse:

1 0 0
S: c D2><3.
_gfhds 1 0 ¢
dy po dy

If we note S = (S; S), where S; € D? and S, € DfXZ, then S1 A+ S, L = I,. Using L f = 0, where
f=(01 fo)f, and Af = fi, we then obtain f = S; fi, i.e., fi = f1 and fo = (=2Qod3/d;) f1. Thus,
the Di-module endp, (M) is a cyclic Di-module generated by f1 = idyy,. Using Lemma 3.1 of [Cluzeau
and Quadrat| (2008)), we get

endp, (M) = Dy fi = (D P)/(Dy*? L) = D*? /D3 (FT PY)T) = Di/(po (df A + 495 d3)),
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where F = (0 I) € Di*3 is such that L = FP and P, = (po (d? A +4Q2%d2) —2Qds — dy)
is such that kerp,(.P) = D; P,. We note that po(d? A + 4Q3d3) = det(R). An idempotent e of
endp, (M;) = D;/(det(R)) is then of the form e = aidyy,, where @ € D, satisfies a (o — 1) = v det(R)
for a certain v € D;. Since det(R) is irreducible over Dy, the only idempotents of endp, (M;) are then 0
and idaz, , which shows that M is an indecomposable D;-module. O

To deduce the indecomposability of the D-module M, we shall need the next lemma.
Lemma 6. Let D be a commutative polynomial ring over o field k, R € DP*P q square full row rank
matriz, i.e., det(R) # 0, M = D**P/(D'*P R) the D-module finitely presented by R and 7w : D**P — M
the canonical projection onto M. Then, we have:

1. det(R) € annp(M) :={de D |VYme M : dm = 0}.

2. If det(R) is irreducible over k, then every element d € D satisfying dm = 0 for some m € M \ {0}
is a multiple of det(R).
Proof. 1. Let us consider m = m()\) € M, where A € D'*P. We have det(R)m = m(\ det(R)). If Adj(R)
denotes the adjugate matriz of R, namely the transpose of the matrix of cofactors of R, then using the
identity det(R) I, = Adj(R) R = RAdj(R), we get det(R)m = m(AAdj(R) R) = m((AAdj(R)) R) = 0,
which finally proves that det(R) € annp(M).

2. Let m = n(\) € M \ {0}, where A\ € D>, and d € D satisfy dm = 0, i.e., 7(d\) = 0. Thus,
there exists u € D'*P such that d A\ = p R. Post-multiplying the latter equality by Adj(R), we obtain
dAAdj(R) = pRAdj(R) = pdet(R). Setting v := MNAdj(R) € D*P, we get dv = p det(R). In
particular, det(R) divides dv. Now, if det(R) is irreducible, then either det(R) divides each entry of v
or d is a multiple of det(R). In the first case, we get v = a det(R) for a certain o € D'*P, which yields
AAdj(R) = a det(R) = a RAdj(R). This implies that A = « R since Adj(R) has full row rank, and
proves that m = w(\) = 0, which contradicts the fact that m # 0. O

We can now to state the main result.

Theorem 19. Let D = Q(po, Q)[dy, d1,do, ds], R € D*** be defined by and M = D**/(D'** R)
the D-module finitely presented by R and associated with . Then, M is an indecomposable D-module.

Proof. It M = My & M> for two submodules M7 and Ms of M, then we get
D, ®p M = (D; ®p My) ® (Dy ®p Ma)

(see, e.g., Rotman| (2009))). Now, we proved above that D; @ p M is an indecomposable D;-module so
that either D; ® p M7 = 0 or D; @ p Ms = 0. Without loss of generality, let us suppose D; ® p M; = 0.
If My # 0, then annp(M;) must contain a non-zero polynomial d € Q(po,Qo)[d:]. Since M; is a D-
submodule of M and d? A + 4 Q2 d3 is irreductible over Q(po, (), by Lemma @ we get d = [ det(R) =
B(p3 (d? A+4Q3d3)) for some 3 € D, which contradicts the fact that d € Q(po, Q)[d;]. Consequently,
we have My = 0, and thus M = M>, which proves that the D-module M is indecomposable. O

8 Appendix

In this appendix, we first give the explicit computations for the wind tunnel model studied in Examples 6]
[7 [0 and [I0] of Sections 5] and [6} and then for standard linear PD systems encountered in hydrodynamics
studied in Section [

The computations are obtained by means of the OREMORPHISMS package (Cluzeau and Quadrat
(2009)). The OREMORPHISMS package is based on the OREMODULES package (Chyzak et al.| (2007)).
To handle linear algebra operations, we use the Maple package 1inalg.

> with(OreModules) :

>  with(OreMorphisms) :

> with(linalg):

Since the symbol D is protected in Maple, in what follows, we shall use A instead of D as a name for
(the data representing) an Ore algebra.
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8.1 Wind tunnel model: decomposition

Let us consider the ring A of OD time-delay operators with coefficients in the field Q(a, k, w, ¢), i.e.,

> A := DefineOreAlgebra(diff=[d,t],dual_shift=[delta,s],polynom=[t,s],
> comm=[a,k,omega,zetal):

and the matrix R € A3** defined in Example|6] i.e.,
> R := evalm([[d+a,k*axdelta,0,0],[0,d,-1,0],[0,omega~2,d+2*zeta*omega,-omega~2]]) ;
d+a kad 0 0
R = 0 d -1 0
0 w? d+2¢w —w?
which finitely presents the A-module M := A¥*/(A1*3 R).
We can easily check that the following matrix A € D**3

> Delta := evalm([[0,-1,0],[0,0,0],[0,1,0],[1/omega~2,2*zeta/omega-a/omega~2,
> 1/omega~2]]);

0 -1 0

0 0 0
A=

0 1 0

> 255 o
satisfies the algebraic Riccati equation A RA = —A:
> simplify(evalm(Mult(Delta,R,Delta,A)+Delta));
0 00
0 00
0 00
0 00

We note that the matrix A can be obtained by means of the RiccatiConstCoeff command of ORE-
MorpHISMS (Cluzeau and Quadrat| (2009)).

Hence, the matrix P := I; + A R defined by

> P_bar := simplify(evalm(1+Mult(Delta,R,A)));

1 —d 1 0
0 1 0 0

P bar =
- 0 d 0 0
dta _ —w?’-kad-2dlwtad d+ta 0

and the matrix Q := I; + R A defined by

> Q_bar := simplify(evalm(1+Mult(R,Delta,A)));

1 —-d—a 0
Q _bar = 0 0 0
-1 d+a 0
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satisfy the identities P = P, @2 =Qand RP=QR:

>  simplify(evalm(Mult(P_bar,P_bar,A)-P_bar));

0 0 0O
0 0 0 O
0 0 0O
0 0 0 O

>  simplify(evalm(Mult(Q_bar,Q_bar,A)-Q_bar));

0 0 0
0 0 O
0 0 O

> simplify(evalm(Mult(R,P_bar,A)-Mult(Q_bar,R,A)));

0 0 0 O
0 0 0 O
0 0 0O

Since A is a commutative polynomial ring, we know that the matrix R is equivalent to a block diagonal
matrix. Let us compute this block diagonal matrix. To do that, we first compute a basis of the free
A-module ker4(.A):

> U2 := SyzygyModule(Delta,A);

1 010
U2 .=
01 00

We get im4(.P) = kera(.A) = im4(.Uz), where Us has full row rank since:
> SyzygyModule(U2,4) ;
INJ (2)

Hence, the rows of Us form a basis of the free A-module ker 4(.A) of rank 2. Now, let us compute a basis

~

of the free A-module im4(.A) = cokera(.Us) of rank 2. We first compute a minimal parametrization
Q2 € A**2 of coker 4 (.Us)

> Q2 := MinimalParametrization(U2,A);

Q2 :=
1

0

o
o o O

i.e., we have ker4(.Q2) = im4(.Us) and Q2 admits a left inverse T € A2** defined by:

> T2 := LeftInverse(Q2,4);

T2 :=
00 0 1

00—10]

If k : A% — coker 4 (.Uz) is the canonical projection, then the family {x((T%)1s), £((T2)2¢)} formed by
the residue classes of the rows (T)1e and (73)2e of T5 defines a basis of coker(.Usz). Now, using the
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isomorphism ¢ : coker 4 (.Uz) — ima(.A) defined by ¢(r(n)) = pA for all p € A4 we obtain that
‘/1 = T2 A, i.e.,

> V1 := Mult(T2,Delta,A);

0 -1 0
V1= 1 —%¢wta 1
w? w? w?

defines a basis of ima(.A), i.e., kers(.Q) = im4(.A) = im4(.V1), where V; has full row rank:

> SyzygyModule(V1,A);
INJ (2)

Now, we know that the matrix U; := V; R defined by

> Ul := Mult(V1i,R,A);

0 —d 1 0
Ul := )
d+a _ —w'—kad-2d{w+tad d+a -1
w? w? w?

forms a basis of ker4(.P), i.e., kery(.P) = ima(.(V4 R)). Let us now compute a basis of the free A-
module coker4(.A) of rank 1. Computing a minimal parametrization of coker4(.A), we obtain that
U ¢ A3 defined by

> psi := MinimalParametrization(Delta,A);
1
U= 0
-1
is such that kera(.¥) = im4(.A) and ¥ admits a left inverse ® € A>3 defined by:
> Phi := LeftInverse(psi,A);
:=[0 0 —1]

In particular, the residue class of ® in the A-module coker 4(.A) is a basis. Thus, the full row rank matrix
V5 := & defined by
> V2 := Mult(Phi,Q_bar,A);
V2 .= [ 1 —d—a O]

defines a basis of im(.Q), i.e., im4(.Q) = ima(.V2). Now, we know that A can be factorized by V;

> Y := Factorize(Delta,Vi,A);

jan}
= o o O

i.e., we have A = Y V;. Similarly, the matrix P can be factorized by Us

> Z := Factorize(P_bar,U2,A);

1 —d
0 1
7 =
0
L4814 hety Blusa)d Inia
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ie., we have P = ZU,. Let us define the matrices X1 = —RY, Xo =¥, W, = -Y and Wy = Z, i.e.:

> X1 := Mult(evalm(-R),Y,A);
—d—a O
X1:= -1 0
d+2¢w w?
> X2 := evalm(psi);
1
X2:= 0
-1
> Wl := evalm(-Y);
-1 0
0 O
W1 :=
1 0
0 -1
> W2 := evalm(Z);
1 —d
0 1
W2 .= 0 d

If we form the matrix U := (U] U$)7, ie.,

> U := stackmatrix(U1,U02);

0 —d 1 0
d+a _ —w?’-kadé—2dlwtad d+a 1
U= w? w? w?
1 0 1 0
0 1 0 0

then the matrix U is unimodular, i.e., U € GL4(A), and its inverse U~! is defined by:

> U_inv := LeftInverse(U,A);

-1 0 1 —d
0 0 0 1
U inv:=
- 0 0 d
0 1 d+2a _7w27ka6722d(:w+ad
If we note W = (W, Wh), ie.,
> W := augment(W1,W2);
-1 0 1 —d
0 0 0 1
W .=
1 0 0 d
RR n° 8629 0 —1 446 14kapy GCoiald




60 Cluzeau & Quadrat

then we can check that W = U~1:

> simplify(evalm(U_inv-W));

o O O

0 0
0 0
0 0
0 0

o o o o

0
Similarly, if we define the matrix V := (VI V;)T ie.,

> V := stackmatrix(V1,V2);

0 -1 0
Vi | & g g,
1 —d—a 0

then the matrix V is unimodular, i.e., V € GL3(A), and its inverse V! is defined by:

> V_inv := LeftInverse(V,A);
—d—a 0 1
V _inv = -1 0 0
d+2¢w w? -1
If we note X := (X; Xa), i.e.,
> X := augment(X1,X2);
—d—a 0 1

d+2¢w w? -1
then we can check that X = V1
>  simplify(evalm(V_inv-X));
0 00
0 00
0 00
The matrix R is then equivalent to the block diagonal matrix R :=V RW, i.e.:
> R_bar := Mult(V,R,W,A);
10 0 0
R bar:=| 0 1 0 0
0 0 dta —d*>—ad+kal
We note that the second diagonal block of R is equal to ® R Z:
> Mult(Phi,R,Z,A);
[ d+a —d*>—ad+kad ]
Finally, if we form the two matrices defined in , ie.,

> J := stackmatrix(augment(R,-X2),augment (U2,evalm([[0]1$2])));
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[ d+a kaé 0 0 -1
0 d -1 0 0
J = 0 w2 d+2¢w —w? 1
1 0 1 0 0
o0 1 0 0 0 |

and

> K := stackmatrix(augment (Mult(W1,V1,A),W2),augment(-V2,Mult(V2,R,W2,A)));

0 1 0 1 —d
0 0 0 0 1
K := 0 -1 0 0 d
-1  d+a 0 d+a ~d?> —da+kas

then we can check that J K = I5:

> Mult(J,K,A);

10000
0100 0
00100
00010
(000 0 1]

Hence, it shows that we can take A = X, for Serre’s reduction. Moreover, A admits the left inverse V5:

> Mult(V2,X2,A);
[1]
Now, let us consider another solution Ay € A**3 of the Riccati equation A RA = —A defined by:

> Delta2 := evalm([[0,0,0],[0,0,0],[0,1,0], [0, (d+2*zeta*omega)/omega~2,1/omega~2]]);

0 0 0

0 0 0
A2 =

0 1 0

0 2w L

We note that A, is a first order matrix contrary to A which is a zero order matrix, i.e., A € Q(a, k,w, ¢)**3.

Let us redo the above computations with As instead of A. Let us check again that Ay R Ay = —Ao:

> simplify(evalm(Mult(Delta2,R,Delta2,A)+Delta2));

0 00
0 00
0 00
0 00
Now, let us define the matrix Py := I, + Ao R
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> P_bar2 := simplify(evalm(1+Mult(Delta2,R,A)));

1 0 0 0
0 1 0 0

P bar2 :=
- 0 d 0 0
0 w2+d2:;2d<w 0 0

and the matrix Q, := Iy + R As:

> Q_bar2 := simplify(evalm(1+Mult(R,Delta2,A)));
100
Q _bar2: =10 0 0
0 0 0
Then, we can check again the identities ?g = Py, @5 =Qyand RPy = Qy R:
> simplify(evalm(Mult (P_bar2,P_bar2,A)-P_bar2));
0 0 0O
0 0 0O
0 0 00
0 0 0O
> simplify(evalm(Mult(Q_bar2,Q_bar2,A)-Q_bar2));
0 0 0
0 00
0 00

>  simplify(evalm(Mult(R,P_bar2,A)-Mult(Q_bar2,R,A)));
0 00O
0 0 0O
0 0 0O

Let us now compute the decomposition of the matrix R. First, let us compute a basis of the free A-module
ker 4(.Az). We first have

> U22 := SyzygyModule(Delta2,A);

i.e., we have ker4(.Ag) = im4(.Usz), where the matrix Uss has full row rank:

>  SyzygyModule(U2,4);
INJ (2)
Hence, the rows of Usy define a basis of ker4(.Az). Now, let us compute a basis of the free A-module
ima(.Ag) = cokera(.Upg) of rank 2. We first compute a minimal parametrization Qoo € A**? of
coker 4 (.Us2)

> Q22 := MinimalParametrization(U22,A);
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Q22 .=

o = O O
= o O O

i.e., we have kers(.Q22) = im4(.Usz) and Q22 admits a left inverse Thy € A2X? defined by:

> T22 := LeftInverse(Q22,4);

If ko : APX* — cokery(.Usp) is the canonical projection, then the family {r2((T22)1e), 52((T22)2e)}
formed by the residue classes of the rows (T52)1. and (T22)2e of Too defines a basis of coker 4 (.Usz). Now,
using the isomorphism ¢y : coker 4 (.Usz) — im4(.Az) defined by ¢o(k2(p)) = Ay for all p € A4, we
get that V12 = T22 AQ

> V12 := Mult(T22,Delta2,A);

0 1 0
V12 := 0 2w 1
w? w?

defines a basis of im4(.Ay), i.e., kera(.Qy) = ima(.Az) = im4(.Vi2), where Vi, has full row rank:

>  SyzygyModule(V12,A);
INJ (2)

Now, we know that the matrix Uy := Vi3 R defined by

> U12 := Mult(V12,R,A);

0 d -1 0
Ul12 .= s o
0 w +dwq;2d(w 0 -1

formed a basis of kers(.Ps), i.e., kera(.P2) = im4(.(Vi2 R)). Let us now compute a basis of the free
A-module coker 4(.As) of rank 1. Computing a minimal parametrization of coker 4(.A3), we obtain that
U, € A3 defined by

> psi2 := MinimalParametrization(Delta2,A);
1

U2:= 1[0

0

is such that ker4(.W5) = ima(.As) and ¥y admits a left inverse ®; € A>3 defined by:

> Phi2 := LeftInverse(psi2,A);
$2:=[1 0 0]

In particular, the residue class of @5 in the A-module coker4(.As) is a basis. Thus, the full row rank
matrix Vag := @9 () defined by

> V22 := Mult(Phi2,Q_bar2,A);
v22:=[1 0 0]

defines a basis of im4(.Q,), i.e., ima(.Qy) = im4(.Vaz). Now, we know that A, can be factorized by Viz
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> Y2 := Factorize(Delta2,V12,A);

Y2:

S = O O
= o o O

i.e., we have Ay = Y35 Vj5. Similarly, the matrix Py can be factorized by Usy

> 72 := Factorize(P_bar2,U22,A);
0
1

1

0
Z2 .=
0 d
0 & 4284

i.e., we have Py = Z5 Usg. Let us define the matrices X12 = —RYa, Xoo = ¥y, Wis = —Y5 and Way = 25,
ie.:

> X12 := Mult(evalm(-R),Y2,A);

X12 := 1 0

> X22 := evalm(psi2);

—_

X22:=

o O

> W12 := evalm(-Y2);

W12 :=

> W22 := evalm(Z2);

W22 .=

o o O
ISH

If we form the matrix Us := (UL, UL)T, ie.,

> U2 := stackmatrix(U12,U022);

0 d -1 0
— 0 w2+d2:;2d<w 0 -1
1 0 0 0
0 1 0 0 Inria
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then the matrix Us is unimodular, i.e., Us € GL4(A), and its inverse U{l is defined by:

> U2_inv := LeftInverse(U2,A);

0 0 1 0
0 0 O 1
U2 inv:=
- -1 0 0 d
2 2
0 -1 0 %
If we note Wo = (Wiy Whas), ie.,
> W2 := augment(W12,W22);
0 0 1 0
0 0 O 1
W2 .=
-1 0 0 d
0 -1 0 %4284y
then we can check that Wy = U{lz
>  simplify(evalm(U2_inv-W2));
0 0 0O
0 0 0O
0 0 0O
0 0 0O

Similarly, if we define the matrix Vs := (V5 VE)T, ie.,

> V2 := stackmatrix(V12,V22);

0 1 0
V2:=| 0 “2Le L
1 0 0

then the matrix V5 is unimodular, i.e., Vo € GL3(A), and its inverse V2_1 is defined by:

> V2_inv := LeftInverse(V2,A);

0 0 1
V2 inv:= 1 0 O
—2¢w—-d w? 0
If we note Xo := (X172 Xa2), ie.,
> X2 := augment(X12,X22);
0 0 1
X2 := 1 0 0
—2¢w—d w? 0

then we can check that X, = V,

>  simplify(evalm(V2_inv-X2));
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0 0 0
0 0 O
0 0 O
The matrix R is then equivalent to the block diagonal matrix Ry :=Vo RWoy, ie.:
> R2_bar := Mult(V2,R,W2,A);
1 0 0 0
R2 bar:= | 0 1 0 0
0 0 d+a kaé
We note that the second diagonal block of Ry is equal to ®5 R Zy:
> Mult(Phi2,R,Z2,A);
[d+a kaod |
Finally, if we form the two matrices defined in , ie.,

> J2 := stackmatrix(augment (R, -X22) ,augment (U22,evalm([[0]1$2])));

[ d+a kad 0 0 -1
0 d -1 0 0
J2 = 0 w2 d+2¢w —w? 0
1 0 0 0 0

o0 1 0 0 0 |

and

> K2 := stackmatrix(augment (Mult(W12,V12,A),W22),augment(-V22,Mult(V22,R,W22,A)));

0 0 0 1 0 ]
0 0 0 0 1
K2:=| 0 -1 0 0 d
0 —%2ew 1 g dg96d g
-1 0 0 d+ta kaé

then we can check that Jy Ky = I5:

> Mult(J2,K2,A);

100 00
01000
00100
00010
(000 0 1]

Hence, it shows that we can take A = X5 for Serre’s reduction. Moreover, A admits the left inverse Vao:

> Mult(V22,X22,A);

[1]
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8.2 Wind tunnel model: Serre’s reduction

Let us consider the ring A of OD time-delay operators with coefficients in the field Q(a, k, w, ¢), i.e.,

> A := DefineOreAlgebra(diff=[d,t],dual_shift=[delta,s],polynom=[t,s],
> comm=[a,k,omega,zetal):

and the matrix R € A3** defined in Example @ ie.,

> R := evalm([[d+a,k*a*delta,0,0],[0,d,-1,0],[0,omega~2,d+2*zetaxomega,-omega~2]]);
d+a kad 0 0
R:= 0 d -1 0
0 w2 d4+2¢w —w?

which finitely presents the A-module M := A'*4/(A'*3 R). Let us introduce the matrix RT

> R_trans := transpose(R);
d+a 0 0
kad d w?
0 -1 d+2Cw
0 0 —w?

R _trans :=

and the A-module N := A3 /(A4 RT) finitely presented by RT. We can check that N is a finite-
dimensional Q(a, k,w, ¢)-vector space:

> KBasis(R_trans,A);
[A1]

The above result means that the residue class of the vector (1 0 0)T in N generates N as a Q(a, k,w, {)-
vector space. Hence, let us consider the vector A defined by:

> Lambda := evalm([[1],[0],[0]1);

Now, we can check that the matrix P := (R — A) € A3*5 defined by

> P := augment(R,-Lambda) ;
d+a kad 0 0o -1
P .= 0 d -1 0 0
0 w? d+2¢w —w? 0

admits a right inverse S € A°*3 defined by:

> S := RightInverse(P,A);

0 0 0
0 0 0
S = 0 -1 0
0 fw — 1
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Thus, the A-module E := A1*5/(A'*3 P) is stably free, i.e., free by the Quillen-Suslin theorem (see 2 of
Theorem . Let us compute a basis of F.

> Q := MinimalParametrization(P,A);
- 0 -
0 w?
Q:= 0 dw?
0 w4+ d?+2¢dw
| d+a kadw? ]

We first have ker4(.QQ) = im4(.P). Let us now check whether or not the matrix @ admits a left inverse:

> T := LeftInverse(Q,A);

T .=

1 0 000
0 %5 000 1

We have T'(Q = I, which proves that the residue classes of the two rows of T in E define a basis of E.
Let us write Q := (QT  QI)T, where Q; € A**2 is defined by

> Q1 := submatrix(Q,1..coldim(R),1..2);

1 0
0 0 w?
1:=
0 dw?

0 w+d?+2¢dw
and Qo € A'*?2 by:
> Q2 := submatrix(Q,coldim(R)+1..coldim(R)+1,1..2);
Q2 := [ d+a kadw? ]

By Theorem we have M = A'™@2/(AQ3), i.e., M can be generated by 2 generators and 1 relation
defined by @, i.e., the wind tunnel model is equivalent to 2(t) +az(t) + kaw? v(t — 1) = 0.

If we form the matrix Z = (S @), i.e,,

> Z := augment(S,Q);

0 0 0 1 0
0 0 0 0 w?
Z:=1 0 -1 0 0 dw?
0 -HzZe L 0 W+ d?+2(dw
! 0 0 d+a kadw? |
then we can check again that P Z = (I3 0)
> Mult(P,Z,A);
1 0 0 0 O
01 000
00100

and that the matrix Z is unimodular, i.e., Z € GL5(A). In particular, its inverse Z~! is defined by:
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> Z_inv := LeftInverse(Z,A);
[ d+a kaé 0 0 -1
0 d —1 0 0
Z _inv = 0 w? d+2¢w —w? 0
1 0 0 0 0
0 & 0 0 0

We can check that the vector A admits a left inverse I' defined by:

:= LeftInverse(Lambda,A);
F:=[10 0]

> Gamma

By Theorem [I2]and Remark[9] the matrix R is equivalent to the matrix diag(I>, Q2). Let us compute two
unimodular matrices V' € GL3(A) and W € GL4(A) such that V RW = diag(l2,Q2). Since A admits
a left inverse, we know that ker,(.A) is a stably free A-module, i.e., free by the Quillen-Suslin theorem.
Let us compute a basis of ker4(.A). Let us first compute ker4(.A).

> Theta := SyzygyModule(Lambda,A);

01 0
O .=
0 0 1

We get ker4(.A) = im4(.0). Let us now check whether or not the rows of © are A-linearly independent,
i.e., if they define a basis of ker4(.A). We have:

> SyzygyModule(Theta,A);
INJ (2)

Thus, the matrix © has full row rank, which shows that the rows of © define a basis of ker 4(.A).

Let us now note the matrix © by Vi, i.e.:

> V1 := evalm(Theta);

010
V1=
0 0 1
Now, if we form the matrix U; := © R, i.e.,
> Ul := Mult(Theta,R,A);
0 d -1 0
Ul :=
0 w? d+2¢w —w?

then the matrix U; defines a basis of ker 4(.Q1), i.e., ker4(.Q1) = im4(.Uy) and U; has full row rank:

> SyzygyModule (U1,A);
INJ (2)

In particular, the matrix U; admits a right inverse W; € A**2:

> W1l := RightInverse(U1l,A);

0 0
0 0
W1 :=
-1 0
_dt2¢w 1
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Let us now compute the matrix Us which is such that I, — W7 U; = Q1 Us:

> U2 := Involution(Factorize(Involution(evalm(1-Mult(W1,U1,A)),A),
> Involution(Q1,A),A),A);

1 0 00
U2 :=
0 % 00
Now, let us define the matrix X; := RWh, i.e.,
> X1 := Mult(R,W1,A);

0 0

Xl:=|120

0 1

and the matrix V5 :=T (I3 — X; V4):

> V2 := Mult(Gamma,evalm(1-Mult (X1,V1,A)),A);
V2:=[1 0 0]

Let us note Xo := A

> X2 := evalm(Lambda) ;

1

X2:=10
0

and Wy := Q1:
> W2 := evalm(Q1);
1 0
W2 .= 0 ol
0 dw?
0 w?+d>+2C¢dw

Now, we can check again that we have Qs =T' RQq:

> Q2 := Mult(Gamma,R,Q1,A);
Q2 := [ d4+a kaduw? ]

If we note U := (UL U7, ie.,

> U := stackmatrix(U1,U02);

U
|
—
o

0

0 w? d+2¢w —w?
1 0 0 0
0 &

then we can check that U is unimodular, i.e., U € GL4(A). In particular, its inverse is defined by:

> U_inv := LeftInverse(U,A);
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0 0 1 0
0 0 0 w?
U inv:=
- -1 0 0 dw?
—dHZie L0 w24 d?+2¢dw
If we note W := (W, W), i.e.:
> W := augment(W1,W2);
0 0 1 0
0 0 O w?
W .=
-1 0 0 dw?
—dZle L0 w24 d?+2Cdw

then we can check again that we have W = U~ %

>  simplify(evalm(W-U_inv));

o O O O

0 0
0 0
0 0
0 0

o O O O

In particular, it proves that W € GL4(A). Now, let us define the matrix V := (VL' V;I)T.

> V := stackmatrix(V1,V2);

The matrix V is unimodular, i.e., V € GL3(A), and its inverse is defined by:

> V_inv := LeftInverse(V,A);

0 0 1
V ino: =1 0 0
010
Let us note X := (X7 Xby), ie.
> X := augment(X1,X2);
0 01
X=]11100
010
We can check again that we have X = V1.
>  simplify(evalm(X-V_inv));
0 00
0 00
0 00
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We then have R :=V RW = diag(ls, Q2):
> R_bar := Mult(V,R,W,A);
10 0 0
R bar:=|0 1 0 0
0 0 d+a kadw?
Now, let us check again that the matrix A := —Wj V7, i.e.,

> Delta := Mult(-1,W1,V1i,A);

0 0 0

0 0 0
A =

0 1 0

0 df2le 1

satisfies the algebraic Riccati equation A RA = —A:

> simplify(evalm(Mult(Delta,R,Delta,A)+Delta));

0 00
0 00
0 00
0 00
Hence, if we define the matrix P := Q Us, i.e.,
> P_bar := Mult(Q1,U2,4);
1 0 0 0
0 1 0 0
P _bar = 0 p 0 0
0 «Hdiacde

then we can check again that P = I, + A R
> simplify(evalm(P_bar-evalm(1+Mult(Delta,R,A))));
000 O
0 00 O
0 00 O
0 00 O
and that P is an idempotent matrix, i.e., PQ = P:

> simplify(evalm(Mult(P_bar,P_bar,A)-P_bar));
0 0 0O

o O O

0 0 0
0 0 0
0 0 0

Similarly, if we note Q := X, Vo, i.e.,

Inria



A new insight into Serre’s reduction problem 73

> Q_bar := Mult(X2,V2,A);
1 0 0

Q bar:=|0 0 O
0 00
then we can check again that we have Q = I3 + RA
> simplify(evalm(Q_bar-evalm(1+Mult(R,Delta,A))));
0 00
0 00
0 00
and that the matrix @Q is an idempotent matrix:
>  simplify(evalm(Mult(Q_bar,Q_bar,A)-Q_bar));
0 00
0 00
0 00

Moreover, we have RP = Q R:

> simplify(evalm(Mult(R,P_bar,A)-Mult(Q_bar,R,A)));
0 0 0O
0 0 0O
0 0 0O

Finally, let us check again that the A-modules ker4(.P), ima(.P), kera(.Q) and im4(.Q) are free.

Let us first compute ker 4(.P).

> SyzygyModule(P_bar,A);

0 w? d+2¢w —w?
0 d -1 0

We then have ker 4 (.P) = im4(Uy), where the full row rank matrix U; is defined by:
0 d -1 0
0 w? d+2¢w —w?

Let us now compute im4(.P) = kera(.(I4 — P)).

> evalm(Ul);

> SyzygyModule(evalm(1-P_bar) ,A);
10 00
0 1 .00

We get im4(.P) = im4(.Usz), where the full row rank matrix Us is defined by:

1 0 0
0 0 0

>  evalm(U2);

0
1
o2
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Similarly, let us compute ker4(.Q).

> SyzygyModule(Q_bar,A);

01 0
0 0 1

We get ker4(.Q) = im4(.V7), where the full row rank matrix V; is defined by:

010
0 01

Finally, let us compute im4(.Q) = kera(.(Is — Q)).

> evalm(V1l);

> SyzygyModule (evalm(1-Q_bar),A);
[1 0 0]

We have im4(.Q)) = im4(.V2), where V5 is the full row rank matrix defined by:

>  evalm(V2);
[1 0 0]
Hence, we obtain that the A-modules ker4(.P), ima(.P), ker4(.Q) and im4(.Q) are free and can respec-

tively be generated by means of the full row rank matrices Uy, Uy, V1 and Vs.

8.3 Oseen equations

Let us consider the ring A of PD operators with coefficients in the field Q(v, b, ba)

> A := DefineOreAlgebra(diff=[dt,t],diff=[dx,x],diff=[dy,y],polynom=[t,x,y],
> comm=[nu,bl,b2]):

the Laplacian operator A defined by

> Delta := dx~2+dy~2;
A = dz? + dy?

and the matrix R € A%*3 defined by , ie.,

> R := evalm([[dt+bl*dx+b2*dy-nu*Delta,0,dx], [0,dt+bl*dx+b2*dy-nu*Delta,dy],
> [dx,dy,011);

dt + b1 dz + b2 dy — v (dz® + dy?) 0 dz
R:= 0 dt + b1 dx +b2dy — v (d:z:2 + dy2) dy
dz dy 0

which finitely presents the A-module M = A3 /(A'*3 R). Let us compute a family of generators of the
A-module end 4 (M):

> E := MorphismsConstCoeff (R,R,A):
E[1];

>

Inria



A new insight into Serre’s reduction problem 75

100 0 dy 0 0 —dy 0 00 dz
F=[lo1o0]|,]0 —dz o |,|]0 d o ],]00 dy :

0 0 1 0 O —dz 0 0 dx 0 0 —dt—>bldx—0b2dy
0 dy v dz 0 0 —vdy® + dy dt + dy*b2 dy?
0 vdy?!—dt—blde—b2dy —dy |,| 0 —b2dxdy— dzdt+ dy’dev —dy dz ]
0 0 v dy? 0 0 —bl dy?® + dy*dz v

Then, the A-module end4 (M) is generated by the A-endomorphisms f;’s defined by f;(7()\)) = n(\ E}),
where 7 : AY3 — M is the canonical projection and the F;’s are the above matrices.

The relations between the generators {f;}i=1, ¢ of enda(M) are defined by:

> E[2];
I dx 0 -1 0 0 0
vdy? —dt —b2dy 0 —b1 -1 —1 0
0 1 1 0 0 0
E[2] := 0 0 —vdx 0 -1 0
0 0 v2dy®> —bldev—dtv—0b2dyv —vdz —b1 —v
0 0 —dz 2 dy? —vdy? —b2dy—dt vdex
L 0 0 0 0 —bl+vdex —v |

We note that the second and third entries of F' are the same up to a sign. Hence, we can remove the
second entry of F' to obtain the following family of generators:

> G := [F[1],F[3],F[4],F[5],F[6]];

100 0 —dy O 0 0 dz
G=[lo0o1o0]|,]0 da o/f,|0o0 dy ,
0 0 1 0 0 dx 0 0 —dt—>bldx—02dy
0 dy v dz 0 0 —vdy® + dy dt + dy?b2 dy?
0 vdy?—dt—blde—b2dy —dy |,| 0 —b2dxdy— dzdt+ dy’dev —dy dz ]
0 0 v dy? 0 0 —b1 dy?® + dy*dz v

Hence, if f; € enda (M) is defined by f;(7(X)) = 7(AG;) for i = 1,...,5, then {f;};=1,. 5 is a family of
generators of end 4 (M). Let us compute the A-linear relations among the new generators.

> L := RelationsMatrix(R,R,G,A);

dz —1 0 0 0
vdy? — dt — b2 dy —b1 -1 —1 0
0 —vdz 0 -1 0
b= 0 V2dy? — bl dey —dtv—b2dyry —vde —b1 —v
0 —dz V2 dy? —vdy? —b2dy—dt vdzx
L 0 0 0 —bl+vdex —v |

We obtain that end (M) = A5 /(A6 L). Now, let us prove that end (M) is a cyclic A-module. To
do that, let us introduce the following vector A € A'*5
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> Lambda := evalm([[1,0,0,0,0]1);
A=[100 0 0]

and consider the matrix P := (LT AT)T defined by:

> P := stackmatrix(L,Lambda);

I dx -1 0 0 0
vdy? —dt — b2 dy —b1 -1 -1 0
0 —vdzx 0 -1 0
P := 0 V2dy? — bl dey —dtv—b2dyry —vda —bi1 —v
0 —dz 12 dy? —vdy? —b2dy—dt vdx
0 0 0 —bl +vder —v
L 1 0 0 0 0 |

Now, we can check that the matrix P admits a left inverse X € A>*7 defined by:

> X := LeftInverse(P,A);

I 0 0 0 00 0 1 1
-1 0 0 00 0 dx
X = bl —vd —1 1 0 0 0 —dt—>blde—0b2dy+vde®+vdy?
v dx 0 -1 00 0 —v da?
| —dz (b1 —vdr) 0 Y=z g 0 —p! dz® (b1 — v dz) |

Let us note X = (X7 XI)T, where X; € A5*¢ and X, € A°, i.e.

> X1 := submatrix(X,1..rowdim(X),1..6);

0 0 0 0 0 0
-1 0 0 0 0 0
X1:= bl —vdz -1 1 0 0 0
vdx 0 -1 0 0 0
| —dz (b1 —vdz) 0 HM=zdz o 0 —p7! |
> X2 := submatrix(X,1..rowdim(X),7..7);
_ 1 -
dx
X2:= | —dt — bl dz— b2 dy +vdz® +vdy?
—v dz?
L dz* (b1 — v dz) ]

Hence, we obtain that end (M) is a cyclic A-module defined by the generator f; = A (f1 ... f5)T = ida.
All these results can directly be obtained by using the command ReducedModuleHom.
> Pp := ReducedModuleHom(R,R,F,A);
1 00
Pp:=|10 1 0
0 0 1
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Let us now compute the annihilator anna (idy) := {a € A | aidpys = 0} of idyy:

> Lp := RelationsMatrix(R,R, [Ppl,A);
Lp:=[ 2vda*dy® — dy’bl dv — dz”b2 dy — dy®b2 + v dy* — dy*dt + v dz® — b1 do® — da*dt |
> d := simplify(Lp[1,1]/Delta)*Delta

d:= (—dt — bl dz — b2 dy + v dz® + v dy®) (da* + dy°)

We have anny(idps) = Ad, which shows that enda (M) = A/(d). From that, following the arguments
developed in Section [7.I} we can prove that M is an indecomposable A-module.

Finally, let us give two strict factorizations of the matrix R. First, let us consider the endomorphism
g1 = Aidys defined by the matrices P, = Q1 = A I3, i.e.

> P1 := diag(Delta$3);

da® + dy? 0 0
Pl := 0 dz? + dy? 0
0 0 dz? + dy?

The A-module coim ¢ is then finitely presented by the following matrix S;

> 81 := CoimMorphism(R,R,P1,4);

vdx vdy -1
dz dy 0
S1:= ) )
—dt —bldx —b2dy+vde®+vdy 0 —dx
0 —dt — bl de —b2dy +vdi® +vdy® —dy

i.e., we have coimg; = A1*3/(A'48)). Then, we have the factorization R = L; Si, where the matrix
L, € A>** is defined by:

> L1 := Factorize(R,S1,A);

00 -1 0
L1:=]10 0 0 -1
01 0 0

We can check that this factorization R = L; S is strict, i.e., D'X3 R C D'*4 S;:

> TFactorize(S1,R,A);
[]

Now, if we consider the endomorphism go = (d¢ + b1dy + bady — v A)idps defined by the matrices
Py= Q= (d; +b1dy +bad, —vA) I, ie.

> P2 := diag(dt+bl*dx+b2*dy-nu*Delta$3) ;

P2 .=
dt + b1 dv + b2 dy — v (dz® + dy?) 0 0
0 dt + b1 dz + b2 dy — v (dz® + dy?) 0
0 0 dt + b1 dz + b2 dy — v (dz* + dy®)

then the A-module coim g5 is finitely presented by the following matrix Ss:

> 82 := CoimMorphism(R,R,P2,4);
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—dy dzr 0
dyvdz — bl dy vdy? —dt —b2dy —dy

52:= —dx —dy 0
—dt — b1 dz — b2 dy + v dz® + v dy? 0 —dx

i.e., we have coim go = A*3/(A1*4S,). Then, we have the factorization R = Ly Sy, where the matrix
Ly € A%*% is defined by:

> L2 := Factorize(R,S2,A);
0 0 0 -1
L2:=| bl —vde -1 O 0
0 0 -1 0
Finally, we can check that the factorization R = Lo S, is strict, i.e., D'*3 R C D'*4 Sy:
> Factorize(S2,R,A);

[]

8.4 Implicit scheme for the Oseen equations

Let us consider the ring A of PD operators with coefficients in the field Q(v, ¢)
> A := DefineOreAlgebra(diff=[dx,x],diff=[dy,y],polynom=[x,y],comm=[nu,c]):
the Laplacian operator A defined by

> Delta := dx~2+dy~2;
A = dz® + dy?

and the matrix R € A3*3 defined by , ie.,

> R := evalm([[c-nux(dx~2+dy~2),0,dx], [0, c-nu*x(dx~2+dy~2) ,dy], [dx,dy,0]]);

c—v (da:2 + dy2) 0 dx
R:= 0 c—v (da:2 + dy2) dy
dx dy 0

which finitely presents the A-module M = A*3/(AY@3 R). Let us consider f € enda(M) defined
by f(m(\)) = w(AP), where 7 : A3 — M is the canonical projection and the matrix P = Q =
(1 — %A) I3, ie.:

> P := diag((1-nu*Delta/c)$3);

1— v (da:2+dy2)

The A-module coim f is finitely presented by the following matrix

> 8 := CoimMorphism(R,R,P,A);
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—dyc dz c 0
vdzdyc vdy’c—c —dyc

5= —dxc —dyc 0
vdilc — 2 +vdy’e 0 —dzc

i.e., we have coim f = A'*3/(A'*4S). Then, we have the factorization R = LS, where the matrix
L € A?** is defined by:

> L := Factorize(R,S,A);

To compute a presentation of ker f = (A** ) /(A3 R), let us first compute ker 4(.5):

> 82 := SyzygyModule(S,A);
SQ::[—c+de2 —dz 0 dy]

We obtain that ker 4(.S) = im4(.92). Then, we have ker f =2 A4 /(A4 (LT ST)T) i.e., a presentation
matrix of ker f is defined by:

> Lp := stackmatrix(L,S2);

1
0 0 0 -
— v -1 0 o0
Lp =
0 0 -1 0
—c+v dy2 —dex 0 dy
We recall that the short exact sequence ( ker f Lo M —2 coim f 0 splits if and only if

there exist matrices U; € A**3, Uy € A* and V € A%*% such that Uy L+ Uy Sy + SV = I, (Quadrat and
Robertz] (2007b)). Let us check if this last identity holds.

> M1 := KroneckerProduct(diag(1$4),Lp,A):
> M2 := KroneckerProduct (transpose(S),diag(1$4),4):
> M := stackmatrix(M1i,M2):
> K := transpose(convert (convert(diag(1$4) ,vector) ,matrix)):
> J := Factorize(K,M,A);
J=[0 0 o -0 0 0 0 dz dy —c 0o 0 0
2
0 v v o o -L 0 -%L 0 0 Y& _rvd o _vd |
> u := convert(convert(submatrix(J,1..1,1..16),vector),list);
u:=1[0,0,0,-1,0,0,0,0, dz, dy, —c,0,0,0,0, 2%

> v := convert(convert(submatrix(J,1..1,17..coldim(J)),vector),list);

o d 1 1 2dz d d d

U__[_Vc2y70’07_67270’_?70’07_%’_Vc2y707_uc;r]

Hence, if we define the following matrix U € A**# formed by the entries of the row vector u

> U := matrix(4,4,u);
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and the matrix V € A3** formed by the entries of the row vector v

> V := matrix(3,4,v);
v gy 0o 0 —-%
V= 0 -% 0 0
_u2d:126dy _uc;fy 0 u%x
(& (& (&

then we have the identity U (LT SI)T + SV = Iy, a fact which can be checked again:

> simplify(evalm(Mult(U,Lp,A)+Mult(S,V,A)));

10 0 0
0 1 0 0
0 010
0 0 01

Thus, we have M = ker f & coim f. All these results can be directly obtained as follows.

> C := ComplementConstCoeff (S,R,A);

_ c—v dz? +1 deldy _dz 0 0 0
c c c 0 0 0
L vdz dy c—v dy2 dy
€= et —eiE 4 —a 7
dr dy —c
vdzx (c—vdzz—udyZ) vdy (c—udzz—l/dy2) u(d.’r2+dy2)
_ _ 1—
c c c 0 0 0
dy 1
- 0 0 -3
1
0 = 0 0 ]
_V2dxdy _vady 0 _vdz
2 2 2

> Ul := C[2];

0 0 O
0 0 O
Ul :=
dr dy —c
0 0 O
> V := C[3];
_chy 0 0 _C%
V= 0 -% 0 0
_1/2d7§dy _V(éy 0 —vde

> U2 := Factorize(evalm(1-Mult(S,V,A)-Mult(U1,L,A)),S2,A);
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> U := augment(U1,U2);

o o o -1

0 0 0 0
dr dy —c 0
0 0 0 Y

C

Now, we can check that we have P? = P+ Z R, where Z € A%*3 is defined by:

> Z := map(factor,Factorize(evalm(Mult(P,P,A)-P),R,A));
v dy? vds dy dwu(c—u dz?—v dy2)
) 2 - 2
7 = vdz dy v dz? dyl/(cfu dz?—v dy2)
’ c2 T2 - 2

dx v (C—l/ dz?—v dyz)
2

_dyl/(c—l/ de?—v dy2) V(C—l/ dmz—l/dyz)2

c2

c2

Thus, the matrix P defines an idempotent A-endomorphism f of M.

We can check that the matrix A € A3*3 defined by

> Lambda := evalm(evalm([[-1,0,0],[0,-1,0], [nu*dx,nuxdy,nu*(nu*Delta-c)]])/c);
1
-3 0 0
A= 0 _i 0
v dx v dy V(u(da:2+dy2)—c)
(& C

c
satisfies the algebraic Riccati equation ARA+ (P —3)A+AQ+ Z =0:

>

simplify(evalm(Mult (Lambda,R,Lambda,A)+Mult (evalm(P-1),Lambda,A)
>  +Mult(Lambda,P,A)+Z));

0 0 0
0 0 0
0 0 0

Hence, the idempotent endomorphism f of M can be defined by the idempotent matrix P := P+ AR

> P_bar := simplify(evalm(P+Mult(Lambda,R,A)));

00 —4
P bar:=|0 0 —%
0 0 1

and the idempotent matrix Q := Q + R A defined by:

> Q_bar := simplify(evalm(P+Mult(R,Lambda,A)));
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v dz? vdz dy diUV<C—de2—V dyZ)
c c - c
Q _ bar := vdz dy v dy? 7dyl/(cfu dz?—v dy2)
— : . -
_dz  _dy cmvde®—vdy®
c C c

Let us check that we have P2 = P:

> simplify(evalm(Mult(P_bar,P_bar,A)-P_bar));

0 0 0
0 0 0
0 0 0

Let us also check that we have @2 =Q:

>  simplify(evalm(Mult(Q_bar,Q_bar,A)-Q_bar));

0 0 0
0 0 0
0 0 0

Moreover, let us check that we have RP = Q R:

> simplify(evalm(Mult(R,P_bar,A)-Mult(Q_bar,R,A)));

0 0 0
0 0 O
0 0 O

Hence, the matrix R is equivalent to a block diagonal matrix. Let us compute this block diagonal matrix.

Since P and @ are idempotent matrices of A3*3, we know that ker4(.P) and ker 4(.Q) are projective,
i.e., free A-modules by the Quillen-Suslin theorem (see 2 of Theorem . Let us compute a basis of

ker4(.P) and of ker4(.Q)). To do that, let us first compute ker 4 (.P) and of ker4(.Q).

> X := SyzygyModule(P_bar,A);

c 0 dz
X:=| —dy dz O
0 c dy

We obtain ker4(.P) = im4(.X). Now, let us compute ker4(.Q).

> Y := SyzygyModule(Q_bar,A);

1 0 vdz
Y:=| —dy dr O
0 1 vdy

We obtain that ker4(.Q) = im4(.Y"). Now, we can check that neither X nor Y has full row rank:

> SyzygyModule(X,A);

[—dy —c dx]
>  SyzygyModule(Y,A);

[—dy -1 dm]
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In particular, X (resp., Y) does not define a basis of ker4(.P) (resp., ker4(.Q))). But, from the last but
one matrix, we obtain that the second row of X is a A-linear combination of the first and third rows of
X. Thus, if we consider the matrix U; € A2%3 formed by the first and third rows of X, i.e.,

> Ul := submatrix(X,[1,3],1..3);

Ul :=

c 0 dx
0 ¢ dy

then U; defines a basis of kers(.P), i.e., ker4(.P) = im(.U;). Similarly, we can check that the second
row of Y is a A-linear combination of the first and third rows of Y. Thus, if we consider the matrix
V1 € A?*3 formed by the first and third rows of Y, i.e.,

> V1 := submatrix(Y,[1,3],1..3);

1 0 vdzx
V1=
0 1 vdy

then Vi defines a basis of ker4(.Q)), i.e., kers(.QQ) = im4(.V1). The matrices U; and V; can directly be
computed by the QUILLENSUSLIN package (Fabianiska and Quadrat| (2007)).

Now, let us compute a basis of im4(.P) = kera(.(I3 — P)).

> U2 := SyzygyModule(evalm(1-P_bar),A);
U2:=[0 0 1]

Thus, we have im4(.P) = im4(.Uz), where Us has full row rank, i.e., Uy defines a basis of ima(.P).

Similarly, let us compute a basis of im4(.Q) = kera(.(I3 — Q)).

> V2 := SyzygyModule(evalm(1-Q_bar),A);
V2= [ de dy —c+vde® +vdy? ]

Thus, we have im4(.Q) = im4(.Vz), where V5 has full row rank, i.e., V, defines a basis of im4(.Q). Now,
if we define the matrix U := (UL U7, ie.,

> U := stackmatrix(U1,U2);

c 0 dx
U:=|0 ¢ dy
0 0 1
and the matrix V := (VI VJ)T defined by
> V := stackmatrix(V1i,V2);
1 0 vdz
V=] 0 1 vdy

de dy —c+vds®+vdy?

then we can check that these two matrices belong to GL3(A):

> U_inv := LeftInverse(U,A);
Lo -
U inmv:=1]0 % —%
0 0 1
> V_inv := LeftInverse(V,A);
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—vdz?tec _vdzdy v dz
c c c
V inv:= _vdzdy c—v dy2 v dy
— c c c
dz dy _1
c c c

Finally, the matrix R is equivalent to the block diagonal matrix R = V RU ™" defined by:

> R_bar := Mult(V,R,U_inv,A);

c—v dy? vdz dy 0
c c
R bar := vdz dy —vdz’+c 0
- c c
0 0 dz® + dy®

Let us now study whether or not the first block diagonal matrix 7' € A%2*2 of R is equivalent to a block
diagonal matrix.

> T := submatrix(R_bar,1..2,1..2);

c—v dy? vdx dy
T o c c
' vdrdy —vdz’4c
c c

Let us note O := A2 /(A2 T). We first compute a presentation of the A-module end(O).

> E := MorphismsConstCoeff (T,T,A):

We obtain that a family of generators of end4(O) is defined by {g;}i=1,.. .4, where g;(k(v)) = k(v P;),
k: A2 — O is the canonical projection and the matrices P;’s are defined by:

[ 10 0 dyc 0 —vdy? 0 wvdzdy |
0 1110 —dzel|’'| o0 vdx dy 1o —c+ v dy?

The A-linear relations among the generators g;’s of the A-module end 4(O) are defined by:

> E[1]:

> E[2];
[ dr c 1 0 0
—c+vdy? 0 0 -1
0 vdy c 0
0 vdr 0 —c
I 0 c dyc —dzc |

Hence, we get enda(0) =2 A4 /(A5 Ey), i.e., Ey is a presentation matrix of end4(O). Let us check
that end 4 (O) is a cyclic A-module generated by g; = idp. If we define the following vector

> Jlambda := evalm([[1,0,0,0]1]1);
Ai=[1 00 0]

corresponding to a representative of g; = idp in the A-module end4(0O) = A% /(A5 Es,), then we can
check that the matrix (AT EZ)T admits the following left inverse

> LeftInverse(stackmatrix(lambda,E[2]),A);
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1 0 0 0 00
—dzc 1 0 0 0 O
vdzdy %% 0 1 0 0

—c+vdy? 0 -1 0 0 0

which shows that g; generates the A-module end 4(O). This result can directly be obtained by using the
command ReducedModuleHom:

10

0 1

Let us now compute the A-linear relations of g, i.e., its annihilator:

> ReducedModuleHom(T,T,E[1],A);

> Rp := collect(RelationsMatrix(T,T,[E[1]1[1]],4), [nu,cl);
Rp = [ cv (dx2 + dy2) —c? }
We obtain that ends(0O) =2 A/(A(c(v A — ¢))). From that, following the arguments developed in Sec-

tion we can easily check that end4(O) does not admit non-trivial idempotents, which proves that O
is an indecomposable A-module.

8.5 Rotating fluid

Let us consider the ring A of PD operators with coefficients in the field Q(po, Qo), i.e.,

> A := DefineOreAlgebra(diff=[dt,t],diff=[d1,x1],diff=[d2,x2],diff=[d3,x3],
> polynom=[t,x1,x2,x3],comm=[rho0,0Omegal]):

and the matrix R € A*** defined by (85), i.e.,

> R := evalm([[rhoO*dt,-2*rhoO*0Omega0,0,d1], [2*rho0*0megal,rho0*dt,0,d2],
> [0,0,rho0O*dt,d3], [d1,d2,d3,0]]);

p0dt —2p0Q0 0 di

2 p0Q0 p0 dt 0 a2
B 0 0 p0dt  d3
d1 d2 a3 0

which finitely presents the A-modue M = A1*4/(A'** R). Let us characterize the A-module end4(M).

> E := MorphismsConstCoeff (R,R,A):

We obtain that the A-module end 4 (M) is generated by f;(m()\)) = w(A P;), where 7 : AY* — M is the
canonical projection and the matrices P; are defined by:

> P := E[1];
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1000 0 d3 —d2 0 0 d2 d3 0
0100 —d3 0 a1 0 0 —di 0 0
P=l 00 10| | d -—di o ofl'lo o —di o |’
0001 0 0 2p000 0 0 0 0 —di
0 20000 0 —di 0 —d2d1  —di1d3 0
—2p0Q0 0 0 —d2 0 d1? 0 0
0 0 0 —d3 |’ 0 0 d1? 0 ]
0 0 0 p0dt —2p00Q0d2 2Q0d1 p0 0 —d2? — d3*

The A-linear relations among the generators fi, ..

., f5 of end 4 (M) are defined by:

> L := E[2];
[ di 1 0 0 0 ]
2p0Q0d3 0 p0 dt 0 0
p0 dt 0 0 -1 0
L:=
0 —d1 0 0 -1
0 p0 dt 0 d1 0
0 0 2p0Q0d3 —d2*>—d3*> —p0dt |

We obtain end4 (M) =2 A¥5/(A**C L). From the A-linear relations among the generators of end 4 (M),
we obtain fo = —di f1, f1 = pods f1, fs = —di fo = d3 f1. Hence, the A-module end4 (M) can only
be generated by f; = idy; and f3. Let us compute the A-linear relations among f; and f3 to obtain a

smaller presentation matrix for the A-module end 4 (M).
> Lp := collect(RelationsMatrix(R,R, [E[1]1[1],E[1][3]],A), [rho0,dt]);
2p0Q0d3 p0 dt
Lp = 2 2 2
(d3* + d2° + d1®) dt p0  —2p0Q0 d3

We get enda (M) =2 A2 /(A2 L'), where L’ is the above matrix and the two generators of end 4 (M)
are f; and f3. Note that the above fact can be obtained directly using the ReducedModuleHom command:

> GenFam:=ReducedModuleHom(R,R,E,A);

1 0 0 O 0 ds —-d2 0
01 0O —d3 0 d1 0
o010l a —a o o
0 0 01 0 0 2p0Q0 0
> collect(RelationsMatrix(R,R,GenFam,A), [rho0,dt]);
—2Q0d3 p0 —p0 dt

(d1? + d2* + d3%) dt p0  —2Q0 d3 p0
Finally, if we note B = Q(po, Q0, d:)[d1, d2, d3],

> B := DefineOreAlgebra(diff=[d1,x1],diff=[d2,x2],diff=[d3,x3],polynom=[x1,x2,x3],
> comm=[dt,rho0,0Omegal]) :

then let us prove that the B®4 end (M) = B**2/(B'*2 ') is a cyclic B-module generated by idpg , 1s-
If we consider the following vector which is the representative of idpg ,p in B ® 4 end 4 (M).
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> Lambda := evalm([[1,0]1);
A= [ 1 0 ]

and define the matrix P = (AT L'")7 ie.,

> P := stackmatrix(Lambda,Lp);
1 0
P = 2 p0 Q0 d3 p0 dt
(d3® + d2® + d1?) dt p0  —2 p0 Q0 d3

then we can check that P admits a left inverse S € B2*3 defined by

> S := LeftInverse(P,B);

[ 1 0 0
S =

Q0 d3
—2 dt ﬁ 0

which proves that B ® 4 enda (M) =2 B*2/(B**2 L) is a cyclic B-module generated by idgg ,as. Let us
now compute the annihilator anng(idgg,a) = {b € B | bidpg ;s = 0} of idpg ,a- To do that, let us
first factorize L’ by P.

> F := Factorize(Lp,P,B);

F =

0 1 0
0 01

> P2 := collect(SyzygyModule(P,B), [rho0,dt]);
P2:=[ ((d3%+ d2* + d17) dt* + 4Q0%d3%) p0  —2Q0d3 —dt |

We get L’ = F P. Now, let us compute ker4(.P).

We obtain kera(.P) = ima(.P,). If we define the matrix Q = (FT P]{)7, i.e.,

> Q := stackmatrix(F,P2);
0 1 0

Q= 0 0 1
((d8® + d2® + d1?) dt* +4Q0%d3%) p0  —2Q0d3 —dt

then we have B® 4 end4 (M) = BY*3/(B1*3 Q) = B/(Bb), where b := Q31 = _p% det(R) since we have:

> collect(-det(R), [rho0,dt]);
((d5* + d2® + d1?) dt* + 4907 d3?) p0?

This result can directly be obtained as follows:

> collect(RelationsMatrix(R,R, [E[1][1]1],A), [rho0,dt]);
[ ((d3? + d2? + d1?) dt* + 4Q0%d3?) p0 |

Finally, following the arguments developed in Section [7.3] we can prove that M is an indecomposable
A-module.
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