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On the robustness of homogeneous systems
and a homogeneous small gain theorem

Emmanuel Bernuau, Denis Efimov, Wilfrid Perruquetti

Abstract—This paper is devoted to the study of the
robustness properties stemming from geometric ho-
mogeneity. More precisely, we show that a continuous
homogeneous system, which is asymptotically stable
without perturbation, is always ISS w.r.t. a pertur-
bation. We characterize the asymptotic gain of such a
disturbed system and state a so-called homogeneous
small gain theorem based on this estimation.

I. Introduction

The problem of robustness and stability analysis with
respect to external inputs (like exogenous disturbances
or measurement noises) for dynamical systems is at the
center of attention of many research works [9], [12], [21],
[20], [22], [23]. One of the most popular theories, which
can be used for this robustness analysis of nonlinear
systems, was originated more than 20 years ago [19]
and it is based on the Input-to-State Stability (ISS)
property and many related notions. The advantages of
ISS theory include a complete list of necessary and
sufficient conditions, existence of the Lyapunov method
extension, a rich variety of stability concepts adopted for
different control and estimation problems.

The main tool to check the ISS property for a nonlin-
ear system consists in a Lyapunov function design. As
usual, there is no generic approach to select a Lyapunov
function for nonlinear systems. Therefore, computation-
ally tractable approaches for ISS verification for particu-
lar classes of nonlinear systems are of great importance,
and they are highly demanded in applications.

The homogeneity is an intrinsic property of an object
on which the flow of a particular vector field, called Euler
vector field, operates as a scaling. This property entails
a lot of qualitative results for a homogeneous object, and
is of particular interest in view of stability purposes. The
notion of homogeneity was found useful by many authors
[24], [15], [17], [11], [10], [6], [7], [1].

The ISS properties of homogeneous continuous sys-
tems have been studied in [14], [18], [2] and in particular
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the links between ISS properties and finite-time stability
have been studied in [13]. Recently, in [5], more general
robustness results for weighted homogeneous systems
have been proven. Our first objective here is to extend
the methods of this paper to generalize some results
in the more general framework of geometric homogene-
ity. In the aforementioned paper, an estimation of the
asymptotic gain has been given. Our second objective is
to improve this estimation by using homogeneous norms.
Indeed, we will show that, considering homogeneous
norms, the asymptotic gain can be shown to be a linear
function. This fact will allow us to state a homogeneous
small gain theorem and see how to use it in examples.

The outline of the paper is as follows. Section II
is devoted to the introduction of notations, definitions
and results that will be used in the sequel. Section III
presents the main results: theorem 11 gives conditions
based on homogeneity that are sufficient for ensuring
ISS of a disturbed system and an estimation of the
asymptotic gain; theorem 12 uses this estimation for
stating a small gain theorem for homogeneous systems.
Finally, a conclusion will sum up the paper and will give
some perspectives.

II. Preliminaries

A. Notation

Throughout the paper the following notation is used:

• R+ = {x ∈ R : x ≥ 0}, where R is the set of real
number.

• | · | denotes the absolute value in R, ‖.‖ denotes the
Euclidean norm on Rn.

• if r1, . . . , rn ∈ R, we will denote Diag(r1, . . . , rn) the
diagonal matrix of dimension n×n with kth diagonal
entry rk.

• For a (Lebesgue) measurable function d : R+ → Rm,
we denote ‖d‖[a,b] = ess supt∈[a,b] ‖d(t)‖. If for any
0 ≤ a < b we have ‖d‖[a,b] < +∞, the function
d is called locally essentially bounded. We denote
L∞loc the set of locally essentially bounded functions
d : R+ → Rm.

• A continuous function α : R+ → R+ belongs to
the class K if α(0) = 0 and the function is strictly
increasing. A function α : R+ → R+ belongs to the
class K∞ if α ∈ K and it is increasing to infinity.



• A continuous function β : R+ × R+ → R+ belongs
to the class KL if β(·, t) ∈ K∞ for each fixed t ∈ R+

and if for each fixed s ∈ R+ the function t 7→ β(s, t)
is decreasing to 0.

• The notation dxV (resp. dxΦ) stands for the differ-
ential of the function V (resp. the diffeomorphism
Φ) at the point x.

B. Stability notions

In this paper we will use classical stability notions,
recalled hereafter.

Consider the system

ẋ = f(x), x ∈ Rn. (1)

• An equilibrium of the system (1) is a point x0 ∈ Rn
such that f(x0) = 0.

• A solution of the system (1) is the data of a real
interval I and a differentiable function z : I → Rn
such that ż(t) = f(z(t)) for all t ∈ I. A solution
(I, z) of the system (1) is a maximal solution if no
solution (J,w) of the system (1) is such that I  J
and for all t ∈ I, w(t) = z(t).

• An equilibrium x0 of the system (1) is stable if for
any neighborhood U of x0, there exists a neighbor-
hood V of x0 such that for any maximal solution
x(t) of (1), if x(0) ∈ V , then x is defined for all
t ≥ 0 and x(t) ∈ U for all t ≥ 0.

• An equilibrium x0 of the system (1) is locally attrac-
tive if there exists a neighborhood U of x0 such that
for any maximal solution x(t) of (1), if x(0) ∈ U ,
then x is defined for all t ≥ 0 and x(t) → x0 when
t → +∞. If moreover we can take U = Rn, the
equilibrium x0 is said to be globally attractive.

• An equilibrium of the system (1) is locally (resp.
globally) asymptotically stable if it is stable and
locally (resp. globally) attractive.

C. Input-to-State Stability

Let us consider the following nonlinear system:

ẋ = f(x, d), (2)

where x ∈ Rn is the state, d ∈ L∞loc is the external input
and f : Rn+m → Rn is continuous. We will also denote
fd(x) = f(x, d) and hence f0(x) = f(x, 0).

Definition 1. [8] The system (2) is called input-to-state
stable (ISS ), if for any input d ∈ L∞loc and any x0 ∈ Rn
there exist some functions β ∈ KL and γ ∈ K such that
for any solution x(t) of the equation (2) we have:

‖x(t)‖ ≤ β(‖x(0)‖, t) + ess sup[0,t] γ(‖d‖) ∀t ≥ 0.

The function γ is called a nonlinear asymptotic gain.

This property has the following Lyapunov function char-
acterization.

Definition 2. A smooth function V : Rn → R+ is called
an ISS Lyapunov function for the system (2) if there exist
α1, α2, α3 ∈ K∞ and θ ∈ K such that for all x ∈ Rn and
all d ∈ Rm:

(a) α1(‖x‖) ≤ V (x) ≤ α2(‖x‖),
(b) dxV f(x, d) ≤ θ(‖d‖)− α3(‖x‖).

Note that an ISS Lyapunov function can also satisfy
the following equivalent condition for some χ ∈ K∞:

‖x‖ > χ(‖d‖)⇒ dxV f(x, d) ≤ −α3(‖x‖).

Theorem 3. [8] The system (2) is ISS iff it admits an
ISS Lyapunov function.

D. Homogeneity

Different notions of homogeneity appear in the littera-
ture. The most common one is the weighted homogeneity,
based on a particular choice of the coordinates, while the
most generic one is the geometric homogeneity, which
is coordinate free. We shall more use in the sequel the
framework of geometric homogeneity than the frame-
work of weighted homogeneity, so we will introduce the
latter as a particular case of the former.

Definition 4. A vector field ν on Rn is called an Euler
vector field if ν is of class C1, complete (i.e. the maximal
integral curves are defined on R) and if the origin is a
globally asymptotically stable equilibrium of −ν.

Example 1. If we consider a matrix A ∈ Rn×n such that
−A is Hurwitz, the vector field defined by ν(x) = Ax is an
Euler vector field. In particular, if A = Diag(r1, . . . , rn)
with r1, . . . , rn > 0, the vector field ν(x) = Ax is Euler.

Definition 5. Let ν be an Euler vector field on Rn. We
denote Φs(x) the value of the flow of ν at time s with
initial condition x.

• A function V : Rn → R is ν-homogeneous of degree
κ ∈ R if for all x ∈ Rn and all s ∈ R we have
V (Φs(x)) = eκsV (x).

• A vector field f on R is ν-homogeneous of degree
κ ∈ R if for all x ∈ Rn and all s ∈ R we have
f(Φs(x)) = eκsdxΦsf(x).

Remark 1. If we have ν(x) = Ax, with −A Hurwitz,
the flow of ν verifies Φs(x) = exp(As)x. In particular,
if A = Diag(r1, . . . , rn) with r1, . . . , rn > 0, we find
Φs(x) = Diag(er1s, . . . , erns)x. The homogeneity defined
by such an Euler vector field has been the subject of
a lot of works. It is usually referred to as weighted
homogeneity, the coefficients r1, . . . , rn are called the
weights and r = [r1, . . . , rn] is called the generalized
weight [3]. Let us finally mention that homogeneity with
respect to an Euler vector field defined by a generalized
weight r is usually simply referred to as r-homogeneity.

Equivalent conditions for homogeneity exist. Given
that we will not need them hereafter, we just refer to



[16], [6] for a complete exposition of the homogeneity
theory.

Theorem 6. [17], [24] Consider f a continuous vector
field on Rn. Assume moreover that there exists an Euler
vector field ν such that f is ν-homogeneous of degree κ.
Then the following properties are equivalent:

• the origin is a globally asymptotically stable equilib-
rium of the system (2);

• the system (2) admits a class C1 ν-homogeneous
Lyapunov function of degree µ > max{0,−κ}.

Let us now introduce a tool which will be of great use
in the sequel.

Definition 7. Let ν be an Euler vector field on Rn. A
ν-homogeneous norm is a function N : Rn → R such
that:

1) N is positive definite;
2) N is ν-homogeneous of degree 1;
3) N is continuous.

Applying theorem 6 to f = −ν, we find the existence
of a class C1, positive definite and ν-homogeneous of
degree µ > 0 function V . Hence, taking N = V 1/µ we
get that, for any Euler vector field ν, there exists a ν-
homogeneous norm.

When considering weighted homogeneity, homoge-
neous norms can always be explicited. Indeed, if r =
[r1, . . . , rn] is a generalized weight, the function

N(x) =

(
n∑
i=1

|xi|
ρ
ri

) 1
ρ

, x = (x1, . . . , xn)

is a r-homogeneous norm for any ρ > 0.
It is well-known that all norms are equivalent in a

finite-dimensional vector space. This property also holds
for homogeneous norms, as proved by the following
proposition.

Proposition 8. [6] Suppose V1 and V2 are continu-
ous real-valued positive definite functions on Rn , ν-
homogeneous of degrees l1 > 0 and l2 > 0, respectively.
Then, for every x ∈ Rn,

M−[V1(x)]
l2
l1 ≤ V2(x) ≤M+[V1(x)]

l2
l1

with

M− = min
{z:V1(z)=1}

V2(z),

M+ = max
{z:V1(z)=1}

V2(z).

Considering f a ν-homogeneous vector field of degree
κ and V a ν-homogeneous function of degree µ, a
straightforward computation shows that the function
x 7→ dxV f(x) is ν-homogeneous of degree κ + µ. This
remark implies a better characterization of the decay
rate of the homogeneous Lyapunov function in theorem
6: indeed, applying proposition 8 with V1(x) = V (x) and

V2(x) = −dxV f(x), we find that there exists a constant

c > 0 such that dxV f(x) ≤ −cV (x)
κ+µ
µ .

Proposition 8 allows us to compare two ν-
homogeneous functions. Sometimes, we also need
to compare a ν-homogeneous function to a classical
norm.

Lemma 9. [4] Let V : Rn → R be a positive definite
ν-homogeneous function of degree κ > 0. There exist σ−
and σ+ two functions of class K such that for all x ∈ Rn:

σ−(‖x‖) ≤ V (x) ≤ σ+(‖x‖).

This lemma incidentally proves that the condition (a)
of Definition 2 always holds for a homogeneous Lyapunov
function.

III. Robustness of homogeneous systems

The ISS property of weighted homogeneous systems
has been investigated in [18] and [14]. In [5], more general
conditions have been given for checking the ISS of a
homogeneous system. This section aims at improving
the results of [5] in two directions: first, the results will
be proved in the more general framework of geometric
homogeneity; second, we shall prove that one may choose
a linear asymptotic gain, provided that the ISS condi-
tion of Definition 1 is written with homogeneous norms
instead of classical norms.

In this section, we assume that the system (2) verifies
an additional homogeneity property.

Assumption 10. There exist an Euler vector field ν on
Rn with flow denoted Φs(x), an Euler vector field ν̃ on
Rm with flow denoted Φ̃s(d) and κ ∈ R such that for all
x ∈ Rn and all d ∈ Rm:

f(Φs(x), Φ̃s(d)) = eκsdxΦsf(x, d). (3)

Let us remark that, considering F (x, d) =
(f(x, d), 0)T , this assumption is equivalent to the
(ν, ν̃)-homogeneity of F . Moreover, Assumption 10
implies that the vector field f0 is ν-homogeneous of
degree κ. Finally, note that this assumption often holds;
for instance, consider r a generalized weight, f0 a
r-homogeneous vector field on Rn disturbed by d ∈ Rn
so that the disturbed vector field is f(x, d) = f0(x + d)
(the effects of sampling can be modeled in this way).
Assumption 10 then obviously holds with ν = ν̃.

Theorem 11. Assume that f : Rn × Rm → Rn
is continuous and that Assumption 10 holds. Assume
also that the origin is a globally asymptotically stable
equilibrium of the system ẋ = f0(x). Then the system
(2) is ISS w.r.t. the input d and for any ν-homogeneous
norm N and any ν̃-homogeneous norm Ñ , there exist
C > 0 and β ∈ KL such that:

N(x(t)) ≤ max {β(N(x(0)), t) ;

C ess supτ∈[0,t] Ñ(d(τ))
}
. (4)



Proof. This proof follows the same steps as the proof
of theorem 6 from [5]. The origin being a globally
asymptotically stable equilibrium of the ν-homogeneous
system ẋ = f0(x), by theorem 6 hereinbefore, there
exists a smooth ν-homogeneous Lyapunov function V
of degree µ > 0. We define N(x) = V (x)1/µ; the func-
tion N is hence a ν-homogeneous norm. Let us denote
S = {V = 1} = {N = 1}, −a = supx∈S dxV f0(x) < 0
and b = supx∈S ‖dxV ‖. We have, for any x ∈ Rn \ {0},
x = Φs(x̃) with x̃ ∈ S and s = lnN(x). Moreover:

dxV fd(x) = dxV f0(x) + dxV ((fd − f0)(x))

= e(κ+µ)s[dx̃V f0(x̃)

+dx̃V
(

(fΦ̃−s(d) − f0)(x̃)
)

]

≤ V (x)
κ+µ
µ [−a
+b sup

z∈S
‖(fΦ̃−s(d) − f0)(z)‖].

Let Ñ be a ν̃-homogeneous norm. Since f is continuous,
there exists C > 0 such that supz∈S ‖(fd − f0)(z)‖ < a

2b

whenever Ñ(d) < 1/C. Using this fact in the beforehand

inequation leads to dxV fd(x) ≤ −a2V (x)
κ+µ
µ whenever

Ñ(Φ̃−s(d)) < 1/C, i.e. whenever CÑ(d) < N(x) =
V (x)1/µ. Finally we have whether V (x) ≤ [CÑ(d)]µ or

dxV fd(x) ≤ −a2V (x)
κ+µ
µ , which leads to equation (4)

with

β(r, t) =

 re−
a
2
t κ = 0

max

{[
r−κ/µ + aκ

2µ
t
]−µ/κ

, 0

}
κ 6= 0

. (5)

The general result for any homogeneous norm is obtained
by equivalence of homogeneous norms (lemma 8), and
finally the ISS property is given by lemma 9.

The constant C of the equation (4) will be called the
homogeneous gain.

Theorem 12 (Homogeneous small gain theorem). Con-
sider a system defined on Rn × Rm by{

ẋ = f(x, x̃)
˙̃x = f̃(x, x̃)

, x ∈ Rn, x̃ ∈ Rm, (6)

with f and f̃ being continuous. Assume that the origin
of Rn (resp. Rm) is a globally asymptotically equilibrium
of the system ẋ = f(x, 0) (resp. ˙̃x = f̃(0, x̃)). Assume
moreover that there exist ν and ν̃ two Euler vector fields
on Rn and Rm respectively, which flows are denoted Φ
and Φ̃, and κ, κ̃ ∈ R such that

f(Φs(x), Φ̃s(x̃)) = eκsdxΦsf(x, x̃);

f̃(Φs(x), Φ̃s(x̃)) = eκ̃sdx̃Φ̃sf(x, x̃).

Let us denote by C and C̃ the homogeneous gains given
by theorem 11. If the small gain condition CC̃ < 1
holds, then the origin is a globally asymptotically stable
equilibrium of the system (6).

Proof. The proof is classical. Consider a couple (r, r̃) ∈
R+ × R+. Let (x, x̃) be a solution of (6) with initial

condition (x0, x̃0) such that N(x0) ≤ r and Ñ(x̃0) ≤ r̃.
For all 0 ≤ t0 ≤ t we have:

N(x(t)) ≤ β(N(x(t0)), t− t0) + C sup
τ∈[t0,t]

Ñ(x̃(τ)),

Ñ(x̃(t)) ≤ β̃(Ñ(x̃(t0)), t− t0) + C̃ sup
τ∈[t0,t]

N(x(τ)).

Hence, for any tmax ≥ t0, if t ∈ [t0, tmax] we get:

N(x(t)) ≤ β(N(x(t0)), 0) + C sup
τ∈[t0,tmax]

Ñ(x̃(τ)),

Ñ(x̃(t)) ≤ β̃(Ñ(x̃(t0)), 0) + C̃ sup
τ∈[t0,tmax]

N(x(τ)).

which yields

sup
τ∈[t0,tmax]

N(x(τ)) ≤ β(r, 0) + Cβ̃(r̃, 0)

1− CC̃
,

sup
τ∈[t0,tmax]

Ñ(x̃(τ)) ≤ β̃(r̃, 0) + C̃β(r, 0)

1− CC̃
.

The right hand members being independant of tmax, we
find that N(x(t)) and Ñ(x̃(t)) are bounded. The stability
follows.

Furthermore, let us denote

S(t0) = sup
t≥t0

N(x(t)),

S̃(t0) = sup
t≥t0

Ñ(x̃(t)),

and ` = limt0→+∞ S(t0), ˜̀ = limt0→+∞ S̃(t0). Since β
and β̃ are class KL functions, for any ε > 0, there exists
T such that for t− t0 ≥ T

β(r, t− t0) ≤ ε,

β̃(r̃, t− t0) ≤ ε.

Thus for all t ≥ t0 + T we have:

N(x(t)) ≤ ε+ CS̃(t0),

Ñ(x̃(t)) ≤ ε+ C̃S(t0),

then

S(t0 + T ) ≤ ε+ CS̃(t0),

S̃(t0 + T ) ≤ ε+ C̃S(t0).

Taking the limit when t0 → +∞, we get

` ≤ ε
1 + C

1− CC̃
,

˜̀ ≤ ε
1 + C̃

1− CC̃
.

The previous inequality being true for any ε > 0, we
conclude that ` = ˜̀= 0, that is (x(t), x̃(t))→ (0, 0).

Remark 2. Let us emphasize that even though each
subsystem has to be homogeneous, the whole system has
not. Indeed, when κ 6= κ̃, the whole system is not ho-
mogeneous. This point is interesting because it allows us



to apply the homogeneous small gain theorem to systems
that are not necessarily homogeneous.

Example 2. Consider the following system defined on
R2: {

ẋ = −x3 + xy

ẏ = −y + αx2
,

where α is a real parameter. This system is not weighted
homogeneous. However, taking weights [1, 2], we find
that the homogeneity condition of theorem 12 holds with
κ = 2 and κ̃ = 0. Then, a direct computation shows
(see proposition 13) that the homogeneous gain C̃ of the
second equation is a class K function of |α|. Hence, no
matter what the homogeneous gain C of the first equation
is, for |α| small enough, the small gain condition holds
and we can apply the homogeneous small gain theorem
for getting the asymptotic stability. Finally, there exists
ε > 0 such that, for all |α| < ε, the origin of this system
is globally asymptotically stable.

The method used in the previous example can actually
be generalized.

Proposition 13. Consider the following system:{
ẋ = f(x, αx̃)
˙̃x = f̃(x, x̃)

, (7)

where α ∈ R is a parameter, and f and f̃ are continuous.
We assume that there exist linear Euler vector fields
ν(x) = Ax and ν̃(x̃) = Ãx̃ such that for all x ∈ Rn,
x̃ ∈ Rm and all s ∈ R:

f(exp(As)x, exp(Ãs)x̃) = eκs exp(As)f(x, x̃);

f̃(exp(As)x, exp(Ãs)x̃) = eκ̃s exp(Ãs)f̃(x, x̃).

Then, there exists ε > 0 such that for all |α| < ε, the
origin is a globally asymptotically stable equilibrium of
the system (7).

Proof. Following theorem 11 we get:

N(x(t)) ≤ β(N(x(0)), t) + C sup
τ∈[0,t]

Ñ(αx̃(τ)). (8)

Let us denote θ(α) = supÑ(x̃)=1 Ñ(αx̃). The function θ is
clearly continuous and θ(0) = 0. Therefore the function
σ(r) = sup|α|≤r θ(α) is a class K function. Now for any

x̃ 6= 0 there exists x̃0 ∈ {Ñ = 1} such that exp(Ãs)x̃0 =
x̃ with s = ln(Ñ(x̃)) and:

Ñ(αx̃) = Ñ(α exp(Ãs)x̃0)

= esÑ(αx̃0)

= Ñ(x̃)Ñ(αx̃0)

≤ Ñ(x̃)σ(|α|).

Then (8) becomes:

N(x(t)) ≤ β(N(x(0)), t) + Cσ(|α|) sup
τ∈[0,t]

Ñ(x̃(τ)), (9)

and choosing ε = σ−1(1/CC̃) concludes the proof.

IV. Conclusion

In this paper, we studied disturbed homogeneous sys-
tems. We extended the results from [5] to the more
general framework of geometric homogeneity. We gave
an estimation of the asymptotic gain of such disturbed
systems using homogeneous norms and showed that, in
doing so, the asymptotic gain can be shown to be a linear
function. This fact allowed us to state a homogeneous
small gain theorem. This theorem, applicable to a class
of nonlinear systems, is formulated in a setting similar
to linear systems (CC̃ < 1).

Future works include the use of these results to the
study of the effects of sampling on homogeneous systems
and extensions of these results to discontinuous homo-
geneous systems.
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[10] Lars Grüne. Homogeneous state feedback stabilization of
homogeneous systems. SIAM J. Control Optimization,
38(4):1288–1314, 2000.

[11] H. Hermes. Homogeneous feedback controls for homogeneous
systems. Systems & Control Letters, 24:7–11, 1995.

[12] David J. Hill and Peter J. Moylan. Dissipative dynamical
systems: basic input-output and state properties. J. Franklin
Inst., 309(5):327–357, 1980.

[13] Y. Hong, Z. Jiang, and G. Feng. Finite-time input-to-state
stability and applications to finite-time control design. SIAM
Journal on Control and Optimization, 48(7):4395–4418, 2010.

[14] Yiguang Hong. H∞ control, stabilization, and input-output
stability of nonlinear systems with homogeneous properties.
Automatica, 37(7):819–829, 2001.

[15] Matthias Kawski. Nilpotent lie algebras of vectorfields. J.
reine angew. Math, 388:1–17, 1988.

[16] Matthias Kawski. Geometric homogeneity and stabilization.
In Arthur Krener and David Mayne, editors, Proc. IFAC
Nonlinear Control Symposium, pages 164–169, Lake Tahoe,
CA, 1995.

[17] L. Rosier. Homogeneous Lyapunov function for homogeneous
continuous vector field. Systems & Control Letters, 19:467–
473, 1992.



[18] E.P. Ryan. Universal stabilization of a class of nonlinear
systems with homogeneous vector fields. Systems & Control
Letters, 26:177–184, 1995.

[19] Eduardo D. Sontag. Smooth stabilization implies coprime
factorization. IEEE Trans. Automat. Control, 34(4):435–443,
1989.

[20] Eduardo D. Sontag. The ISS philosophy as a unifying frame-
work for stability-like behavior. In Nonlinear control in the
year 2000, Vol. 2 (Paris), volume 259 of Lecture Notes in
Control and Inform. Sci., pages 443–467. Springer, London,
2001.

[21] Arjan van der Schaft. L2-gain and passivity techniques in
nonlinear control, volume 218 of Lecture Notes in Control and
Information Sciences. Springer-Verlag London Ltd., London,
1996.

[22] M. Vidyasagar. Input-output analysis of large-scale inter-
connected systems, volume 29 of Lecture Notes in Control
and Information Sciences. Springer-Verlag, Berlin, 1981.
Decomposition, well-posedness and stability.

[23] Jan C. Willems. Dissipative dynamical systems. I. General
theory. Arch. Rational Mech. Anal., 45:321–351, 1972.

[24] V.I. Zubov. On ordinary differential equations with gener-
alized homogeneous right-hand sides (in Russian). Izvestiya
vuzov, Matematika, 1(2):80–88, 1958.


