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Abstract

This paper describes a statistical approach to fault detection and isolation for linear time-varying (LTV) systems subject to
additive faults with time-varying profiles. The proposed approach combines a generalized likelihood ratio (GLR) test with a
recursive filter that cancels out the dynamics of the monitored fault effects. To our knowledge, the proposed recursive filter is
new for the considered faults. The resulting algorithm handles fault isolation with weaker assumptions than usual, in particular
regarding the requirements on the number of sensors and on the stability of the monitored system. Numerical results for
leakage detection in a gas transportation network illustrate the effectiveness of the proposed method.
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1 Introduction

The increasing requirements on higher performance, ef-
ficiency, reliability and safety for various industrial sys-
tems, together with the emergence of stronger safety
and environmental norms in most of human activities,
call for continuous research investigations in the field of
fault detection and isolation (FDI). Since many indus-
trial processes rely on physical principles, which write
in terms of equations, providing us with mathematical
models, it is reasonable to assume that a model of the
monitored system is available; see e.g. [29] for a recent
survey. Model-based approaches to FDI problems have
been mostly studied for linear time invariant (LTI) sys-
tems; see for example [6, 12, 18, 21, 23, 30, 31, 40], and
references therein. In many applications, however, this is
too much a simplified assumption: quite often the time-
varying and/or nonlinear properties of the monitored
system cannot be neglected. Some more recent studies
have been focused on nonlinear system FDI, such as
those reported in [5, 8, 17, 20], but these results are often
developed under restrictive assumptions, limiting their
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application to some particular nonlinear systems. An-
other approach to dealing with nonlinear systems uses
linearization along the actual or nominal trajectory of
the monitored system. Such a linearization generally
leads to linear time-varying (LTV) systems, whereas the
more classical LTI approximation is usually related to
the linearization around a single working point. It is thus
clear that methods for FDI in LTV systems are much
more powerful than their LTI counterparts. Finally, non-
linear control systems have been widely studied with
the linear parameter varying (LPV) approach; see, e.g.,
[7, 37, 44]. Since a LPV system is essentially a particu-
lar LTV system, the FDI method proposed in this paper
for general LTV systems is also valid for LPV systems.

FDI issues for LTV systems have been addressed using
three main approaches known as fault detection filters,
observers, and parity relations, as shortly recalled in the
following. Even though the first and third approaches
are known to be equivalent [48], and the third one may
be seen as a particular case of the second one in the
case of LTI systems (see for example [22]), it is useful to
distinguish those three types of investigations.

The detection filter approach [38] has been investigated
for LTV systems in [19, 34], and also in [14] by gener-
alizing the least-squares derivation of the Kalman filter.
A game theoretic approach to fault detection filter de-
sign has been proposed in [15], whereas an unknown in-
put decoupled optimal filter for stochastic LTV systems
with application to fault detection has been investigated

Preprint submitted to Automatica October 17, 2016



in [11]. Based on the unknown input observer and de-
coupling technique of [27] and the innovation approach
to filtering, the design of optimal filters for LTV sys-
tems with unknown inputs has been proposed and stud-
ied in [28]. More recently, the design of optimal stochas-
tic fault detection filters for both LTI and LTV systems
has been addressed in [13]. A filter-based approach to
fault detection, estimation and tracking, and filter sta-
bility analysis have been studied in [33]. Designing a fi-
nite horizon H∞ fault detection filter for discrete time
LTV systems using projection and innovation analysis
in Krein space has been the topic of [56, 58].

The design of adaptive observers for residual generation
and the analysis of their convergence have been investi-
gated in [51, 52, 54]. The design of adaptive observers
for discrete time state affine systems has been recently
addressed in [43]. Set-valued observers for solving the
FDI problem for uncertain LTV systems have been pro-
posed in [41, 42]. Fault detection for LTV systems has
been addressed in the time domain and optimal solu-
tions to different H−/H∞ optimization problems have
been provided in [36]. In [35], all those solutions have
been shown to have the same observer structure. Finally,
parity-based fault estimation for discrete LTV systems
has been considered in [57].

A LPV gain scheduling approach to robust fault detec-
tion filter design was proposed in [9] and applied to actu-
ators fault diagnosis in [10]. Another LPV gain schedul-
ing method is proposed in [45] and applied to actuators
fault diagnosis in [46, 47]. Structured fault detection fil-
ters for LPV systems designed in [25] have been applied
to fault detection in aircraft control surfaces servo-loop
in [26]. Interval LPV observers proposed in [16] were ap-
plied to fault diagnosis for a wind turbine in [39].

In this paper, we address the FDI problem for LTV
systems subject to parametric additive faults under
weaker assumptions than usual, in particular regarding
the number of required sensors and the stability of the
monitored system. The proposed approach is statisti-
cal, by combining a generalized likelihood ratio (GLR)
test with a recursive (Kalman) filter that cancels out
the dynamics of the faults effects. To some extent, it
has been inspired by the results reported in [24, 49, 50],
but our approach addresses more general fault classes,
with less assumption on the dynamics of the monitored
system. More details about the relationship and differ-
ences between this paper and [24, 49, 50] are given in
Subsections 2.2 and 2.4 and in the appendices.

The paper is organized as follows. The problem of ad-
ditive faults in the state equation is stated in Section 2
and a simple filter is proposed in Section 3. The pro-
posed FDI algorithm is described in Section 4. The case
of additive faults in both state and output equations is
considered in Section 5. Numerical results are presented
in Section 6. Some conclusions are drawn in Section 7.

2 Problem statement

The considered fault-free stochastic multiple-input
multiple-output (MIMO) LTV systems are of the form{

Xk+1 = Fk Xk + Gk Uk + Wk

Yk = Hk Xk + Jk Uk + Vk
(1)

where Xk is the n-dimensional state vector, Uk is the
l-dimensional input, Yk is the p-dimensional output,
Fk, Gk, Hk, Jk are bounded time-varying matrices of
appropriate sizes, and Wk and Vk are two independent
white Gaussian noise sequences with time-varying co-
variance matrices Qk and Rk, respectively. The initial
state condition X0 is assumed to be Gaussian with
mean X̂0 and covariance P0. The matrix pair (Fk, Hk)
is assumed uniformly observable, and the matrix pair

(Fk, Q
1/2
k ) uniformly controllable.

Before stating precisely the faults considered in this pa-
per, let us first formulate the following general form of
additive faults in the state equation:{

Xk+1 = Fk Xk + Gk Uk + Wk + Ψk θk

Yk = Hk Xk + Jk Uk + Vk
(2)

where the m-dimensional fault vector θk and the n×m
fault profile matrix Ψk are time-varying.

In (2), the term Ψkθk typically represents actuator
faults.

Several particular and practical cases are discussed be-
low. A particular case of similar additive faults in the
output equation is considered in Subsection 2.4 and Sec-
tion 5. For presentation simplicity and for comparison
with existing results, the major part of this paper does
not concern the faults in the output equation.

2.1 Fault profiles and fault vectors

As far as the fault profile matrix Ψk and fault vec-
tor θk are concerned, two different modelling assump-
tions should be distinguished.

Constant fault profile and time-varying fault
vector. A case often considered in the literature as-
sumes a known constant fault profile matrix Ψ and an
unknown time-varying fault vector θk; see e.g. [33]. In
this case the number of sensors must be larger than or
equal to the number of faults, namely p ≥ m, in order to
fully detect and isolate the m faults (components of θk).

Time-varying fault profile and constant fault
vector. In contrast, in the present paper we consider
the case where the matrix Ψk is a possibly partly known
time-varying fault profile and the m-dimensional vec-
tor θ is an unknown constant fault vector, that is:{

Xk+1 = Fk Xk + Gk Uk + Wk + Ψk θ

Yk = Hk Xk + Jk Uk + Vk
(3)

2



In this case, the condition on the number of sensors
can be replaced by a persistent excitation condition as
pointed out in Subsection 3.3. Important cases of actu-
ator faults can be modelled with particular instances of
the fault profile matrix Ψk in (3) as described now.

For actuator biases, the time-varying matrix Ψk is re-
lated to Gk. For example, if each actuator is possibly af-
fected by a bias so that Uk becomes Uk + θ (in this case
m = l), then:Gk (Uk+θ) = Gk Uk+Ψk θ with Ψk = Gk.

For faults affecting actuator gains, Ψk is related to Uk.
For example, if each actuator is possibly affected by a
gain loss so that Uk becomes (I−diag(θ))Uk (again m =
l), where diag(θ) is the diagonal matrix formed by the
vector θ and I is the identity matrix of appropriate size,
then: Gk (I− diag(θ)) Uk = Gk Uk + Ψk θ where Ψk =
− Gk diag(Uk).

2.2 Particular fault profiles

It should be noted also that the fault profile matrix Ψk

may capture different fault occurrence speeds. In partic-
ular, it may involve an unknown fault onset time.

Step faults. As an example of faults occurring
quickly, a step change in the actuator bias or gain could
be represented by a jump in the parameter vector θ oc-
curing at an unknown time. Since θ is assumed constant
in the formulation (3), such a jump is represented by

Ψk(r)
∆
= Ψ̃k × 1l{k≥r} (4)

where Ψ̃k is the known fault profile, r the unknown on-
set time of the jump, 1l{·} the indicator function, and
the dependence of Ψk on r is made explicit in the nota-
tion Ψk(r). In such a case, the estimation of the jump
onset time r might be of interest in addition to the de-
tection of the fault itself.

For the above actuator bias and gain loss examples, if
the considered faults occur suddenly at time r, then Ψk

is given by equation (4), with Ψ̃k = Gk for biased actu-

ators, and Ψ̃k = − Gk diag(Uk) for actuator gain losses.

Impulsive faults. These faults correspond to
Ψk = δr,k+1I, where δ·,· is the Kronecker delta, and
were considered in [49, 50]. This case is also investigated
in [24][Chap.9] with a similar approach. It should be
noted that such an impulsive fault typically has a tran-
sient effect on the affected system due to its dynamic
behavior. As shown in Appendix A, the approaches in
[49, 50] and [24][Chap.9] can be extended to the general
fault profiles Ψk considered here. However they implic-
itly assume the exponential stability of the state dynam-
ics matrix Fk of the monitored system, an assumption
not required by the approach proposed in this paper.

2.3 The problems to be solved

Considering the fault-free model in (1) and the corre-
sponding faulty system (3), and given a sequence of mea-
surements (Uk, Yk)k, the problems addressed in this pa-

per are to detect the presence of the monitored faults, to
isolate them in terms of the non-zero components of the
fault vector θ, and possibly to estimate the fault onset
time r in the case of a fault profile as in (4). This for-
mulation assumes that the nominal value of θ is zero. As
it is straightforward to generalize to the case of a non-
zero nominal value, we keep the case formulated above
to simplify the presentation.

2.4 Faults in both the state and output equations

A more general case where additive faults may occur in
both the state and output equations, namely{

Xk+1 = Fk Xk + Gk Uk + Wk + Ψk θ

Yk = Hk Xk + Jk Uk + Vk + Φk θ
(5)

where the p×m matrix Φk is another time-varying fault
profile, can also be addressed with the approach pro-
posed here, at the price of more complex computations.
For the sake of notational simplicity, and also for the
purpose of comparison with the results of [49, 50] and
of [24][Chap.9], we first restrict the discussion to the fault
model (3) and postpone to Section 5 the derivation of
the solution for model (5). This more general case is cov-
ered neither in [49, 50] nor in [24], which consider only
faults modelled by a particular term Ψkθ as in (3).

3 Fault effect on the innovation

In this section, we investigate the effect of the consid-
ered fault on the Kalman filter innovation sequence. As
already shown in [49, 50] and [24][Chap.9] for particular
instances of the fault model (3), this effect is additive;
and moreover, the dynamic fault detection problem con-
cerning the state-space system reduces to a static one
concerning a regression model. The main contribution
in this section is to exhibit a recursive and stable filter
that cancels out the dynamics of the system and en-
sures reliable computation of the fault effect on the in-
novation by guaranteeing that all the variables involved
in the algorithm are bounded, regardless of the stability
of the monitored system. In contrast, the similar filters
proposed in [49, 50] and [24][Chap.9] implicitly assumed
the stability of the monitored system itself.

Let X̂k be the one-step ahead prediction of the state

vector Xk, sometimes denoted as X̂k|k−1 in the litera-
ture. This prediction is computed by ignoring the un-
known fault term Ψkθ, with the Kalman filter designed
for the fault-free system (1). The computation is essen-
tially made recursively through

X̂k+1 = FkX̂k+GkUk+FkKk(Yk−JkUk−HkX̂k) (6)

where Kk is the Kalman gain computed as

Kk = Pk H
T
k Σ−1

k (7)

Pk+1 = Fk (I−Kk Hk) Pk F
T
k +Qk

Σk =Hk Pk H
T
k +Rk. (8)

Let X̃k and εk be the state and output prediction errors
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(the latter is also called the innovation):

X̃k
∆
= Xk − X̂k (9)

εk
∆
= Yk − Jk Uk − Hk X̂k. (10)

The behavior of these error sequences is analyzed next.

3.1 Filtering the fault profile

The innovation sequence εk is the basic tool for FDI in
this paper. The effect of the fault term Ψkθ on εk is
described in the following proposition.

Proposition 1 The innovation sequence εk as defined
in (10), of the Kalman filter (6) applied to the faulty
system (3), is related to the fault parameter vector θ by

εk = ε0
k +Hk Γk θ, (11)

where ε0
k denotes the innovation sequence of the same

Kalman filter applied to the fault-free system (1), and
Γk ∈ Rn×m is recursively defined by

Γk+1 = Fk (I−Kk Hk) Γk + Ψk , Γ0 = 0. (12)

Remark 1 Though the Kalman filter (6) is designed for
the fault-free system (1), it is always applied to the mon-
itored system which is either fault-free (1) or faulty (3).

Proof of Proposition 1. In the case of the faulty

system (3), it is straightforward to check that X̃k and εk
satisfy the following recursions:

X̃k+1 = Fk(I−KkHk)X̃k − FkKkVk +Wk + Ψkθ (13)

εk =HkX̃k + Vk (14)

Define the linear combination of X̃k and θ:

ηk
∆
= X̃k − Γkθ (15)

where Γk is the n×m matrix recursively defined in (12).
It then follows from (13) and (15) that:

ηk+1
∆
= X̃k+1 − Γk+1θ

= Fk(I−KkHk)(ηk + Γkθ)− FkKkVk +Wk

+Ψkθ − Γk+1θ

= Fk(I−KkHk)ηk − FkKkVk +Wk

+[Fk(I−KkHk)Γk + Ψk − Γk+1]θ (16)

The last term in (16) vanishes because of (12). Thus the
recursion (16) for ηk becomes:

ηk+1 = Fk (I−Kk Hk) ηk − Fk Kk Vk +Wk (17)

On the other hand, in the fault-free case X̃0
k and ε0

k are
also governed by equations in the forms of (13) and (14),
but with θ = 0. Accordingly,

X̃0
k+1 = Fk(I−KkHk)X̃0

k − FkKkVk +Wk (18)

ε0
k =HkX̃

0
k + Vk (19)

Since equation (17) governing ηk is identical to equa-

tion (18) governing X̃0
k , an appropriate choice of the ini-

tial value X̂0 so that η0 = X̃0
0 ensures that the equality

ηk = X̃0
k (20)

holds for all k ≥ 0. It follows from (14), (15), (20) that

εk =Hk(ηk + Γkθ) + Vk
=Hkηk + Vk +HkΓkθ

=HkX̃
0
k + Vk +HkΓkθ. (21)

The equality (11) is then proved from (21) and (19). 2

This result shows that the effect of the fault in (3) on
the innovation εk is additive, as expected. Moreover
that effect is governed by a matrix gain Γk computed
through (12), that depends on the time-varying fault
profile matrix Ψk, but not on the fault vector θ.

In the case of continuous time LTV systems, an equa-
tion similar to (11) has been derived in [55], through
a general transformation for the design of adaptive ob-
servers. The derivation of (11) presented here follows a
more straightforward approach.

3.2 Stability and boundedness

Under the assumptions of uniform observability and
controllability made for the monitored system (1), the
Kalman gain Kk used in (6) is bounded and stabilizes
the matrix Fk(I−KkHk) in the sense that the homoge-
nous linear dynamic system xk+1 = Fk(I − KkHk)xk
is exponentially stable [32]. This implies that Γk, com-
puted from the bounded Ψk through the exponentially
stable recursive equation (12), is also bounded. The
boundedness of all the involved variables is thus guaran-
teed in the above numerical computations, regardless of
the stability of the dynamics of system (1) characterized
by Fk.

It should be noted that, in [49, 50, 24], because the com-
putations are based on recursive formulas that involve
the state dynamics matrix Fk, the involved variables are
not guaranteed to be bounded, unless the dynamics of
the monitored system characterized by Fk is itself expo-
nentially stable. This fact is outlined in A.1 and numer-
ically illustrated with the first example of Section 6.

3.3 Persistent excitation and required sensors number

For detecting the faults represented by Ψkθ in (3) and
estimating the unknown fault vector θ from (11) seen as
a linear regression, in an off-line approach it is sufficient
that the sum

∑
k ΓTkH

T
k Σ−1

k HkΓk over the available data
sample is strictly positive definite; here Σk is the inno-
vation covariance matrix (8). For the on-line approach
of this paper, the following persistent excitation condi-
tion is assumed: there exist an integer s > 0 and a real
number α > 0 such that, for any k ≥ s, the inequality

k∑
k=k−s+1

ΓTk H
T
k Σ−1

k Hk Γk ≥ α I (22)
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holds, where I is the identity matrix of size m (the di-
mension of θ). Such a condition is typically assumed for
on-line parameter estimation problems. This condition
does not imply any hard requirement on the number of
sensors, that is p, the dimension of Yk, and can be satis-
fied when the number of sensors is smaller than m, the
number of faults to be isolated, and in particular even
with a single sensor (p = 1). When p < m, each term in
the sum of (22) is rank deficient. In this case the sum
can still be positive definite if Γk, driven by the fault
profile Ψk through (12), varies sufficiently over the time.

3.4 The transformed FDI problem

Under the assumptions made in this paper, in the fault-
free case the innovation ε0

k is a zero mean Gaussian white
noise, whose covariance matrix, usually computed in the
Kalman filter, is given in (8). Based on (11), where the
(biased) innovation sequence εk is computed in (10) with
the aid of the Kalman filter (6), the considered FDI prob-
lem is thus transformed into the problem of monitoring
a change in the mean of a white Gaussian sequence with
known covariance matrix.

4 Statistical tests for FDI

Based on the main result of the previous section, sum-
marized by (11), we propose to apply to the innova-
tion sequence εk the fault detection and estimation al-
gorithm introduced in [49, 50] and further discussed in
[2, 3]. This algorithm is called generalized likelihood ra-
tio (GLR) algorithm. The main idea is to perform a test
between the fault-free model (1) – hypothesis H0 – and
the faulty model (3) – hypothesis H1, respectively, us-
ing a likelihood ratio and replacing the unknown vari-
ables, namely the fault vector θ and possibly the fault
onset time r, with their maximum likelihood estimates
(MLE). In what follows, the GLR test is first formulated
in the case of a fully known fault profile matrix Ψk, and
then for a jump fault with unknown onset time.

4.1 Fault detection - Known fault profile matrix

Thanks to the additive effect of the fault in the linear
regression equation (11), the fault-free and faulty hy-
potheses H0 and H1 can be formulated as

H0 : εk ∼ N (0,Σk)

H1 : εk ∼ N (Hk Γk θ,Σk) (23)

where (εk)k is a white Gaussian innovation sequence
with covariance matrix Σk given in (8). The unknown
value of θ underH1 is replaced with its MLE up to time k:

θ̂k
∆
= arg max

θ̃

ln p(ε1, . . . , εk | θ = θ̃) (24)

= arg min
θ̃

k∑
j=1

(εj −Hj Γj θ̃)
T Σ−1

j (εj −Hj Γj θ̃)

= C−1
k dk

where:

Ck
∆
=

k∑
j=1

ΓTj H
T
j Σ−1

j Hj Γj (25)

dk
∆
=

k∑
j=1

ΓTj H
T
j Σ−1

j εj (26)

In order to minimize the computer memory requirement,
these two sums can be computed recursively as:

Ck =Ck−1 + ΓTk H
T
k Σ−1

k Hk Γk (27)

dk = dk−1 + ΓTk H
T
k Σ−1

k εk (28)

The GLR test statistics then writes

lk
∆
= 2 ln

p(ε1, . . . , εk | θ = θ̂k)

p(ε1, . . . , εk | θ = 0)
(29)

= dTk C
−1
k dk (30)

and is compared to a threshold for deciding between H0

and H1. It is well known [3] that lk follows a χ2 distri-
bution, centered under H0 and non centered under H1.

4.2 Fault detection - Jump with unknown onset time

When the dynamic fault profile is of jump-type as in (4),
typically the fault onset time r is unknown. In this case,
the likelihood under H1 used in the GLR test should
be maximized over the onset time r, in addition to the
maximization with respect to the fault vector θ. Let k
be the current time instant. For the r-dependent fault
profile Ψk(r) in (4), the filtered fault profile Γk also de-
pends on r and is thus denoted by Γk(r). Consequently
equation (12) now writes:

Γk+1(r) = Fk(I−KkHk)Γk(r)+Ψk(r), Γ0(r) = 0 (31)

Because Ψj(r) = 0 for j < r, the fault term Ψk(r)θ
does not affect the system and the matrix gain Γk
in (11) is not incremented before the jump onset
time r. Thus the innovations ε1, . . . , εr are indepen-
dent of θ, and the MLE of θ given in (24) becomes

θ̂k(r)
∆
= arg max

θ̃
ln p(εr+1, . . . , εk|θ = θ̃). Accordingly,

Ck and dk now write:

Ck(r)
∆
=

k∑
j=r+1

ΓTj (r) HT
j Σ−1

j Hj Γj(r) (32)

dk(r)
∆
=

k∑
j=r+1

ΓTj (r) HT
j Σ−1

j εj (33)

and can be computed recursively as in (27)-(28), whereas

θ̂k(r) = C−1
k (r) dk(r) (34)

and is computed for r such that 0 ≤ r ≤ k− s. The per-
sistent excitation condition (22) ensures the invertibility
of Ck(r) computed with (32).
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At time k, for computing the likelihood for different val-
ues of r≤k − s, the filtered fault profile Γk(r) must be
computed once for each value of r ∈ {1, 2, . . . , k−s}.
This holds true for Ck(r) and dk(r) as well.

Maximizing the likelihood ratio over the onset time r,
the GLR statistics now writes:

lk = 2 max
1≤r≤k−s

ln
p(εr+1, . . . , εk | θ = θ̂k(r))

p(εr+1, . . . , εk | θ = 0)

= max
1≤r≤k−s

dTk (r) C−1
k (r) dk(r) (35)

and the estimated fault onset time is:

r̂k = arg max
1≤r≤k−s

dTk (r) C−1
k (r) dk(r). (36)

In practice the search of the maximum over r is restricted
within a moving time window of some size w, so that the
computations of Γk(r), Ck(r), dk(r) are only made for

r ∈ {k − w + 1, k − w + 2, . . . , k − s}. (37)

4.3 Fault isolation

Assume that at time k = k∗ the GLR statistics lk has
exceeded the chosen threshold so that a fault is detected.
Fault isolation then consists in determining which (sub-
sets of) components of the fault vector θ are responsible
for the detected fault, namely which ones are non-zero.

In the case of a fully known fault profile Ψk, the whole
sequence of innovations ε1, . . . , εk∗ is analyzed for fault
isolation. For a jump fault with unknown onset time r
estimated as in (36), the sequence of innovations start-
ing from the estimated jump time, namely εr̂+1, . . . , εk∗ ,
is analyzed. In what follows, the latter case is considered
without loss of generality, since the former case corre-
sponds to r̂ = 1. The vectorZ stacking those innovations
on top of each other, namely:

Z
∆
=


εr̂+1

...

εk∗

 , (38)

is a Gaussian vector:

Z ∼ N (Mθ,R) (39)

with

M =


Hr̂+1 Γr̂+1(r̂)

...

Hk Γk∗(r̂)

 , R = diag(Σr̂+1, . . . ,Σk∗)

Fault isolation then amounts to locating the non-zero
components of θ in the mean Mθ of the Gaussian vec-
tor Z. A typical approach consists in testing if a subset
of the components of θ is different from zero, while con-
sidering the other components as nuisance information.
By appropriately permuting the columns of Ψk and the

components of θ, the vector θ is partitioned as:

θ =

[
θa

θb

]
(40)

where θa contains the assumed fault. The hypothesis
θa 6= 0 is tested against θa = 0 while considering θb as
an unknown nuisance parameter to be statistically re-
jected [1]. This problem can be solved with the minmax
test, that replaces the unknown θb with its least favor-
able value. This test runs as follows. Assuming the par-
tition (40), the sensitivity matrix M in (39), the Fisher

information matrix F
∆
= MTR−1M and the normalized

residual ζ
∆
= MTR−1Z are partitioned accordingly:

M = [Ma Mb]

F =

[
Faa Fab

Fba Fbb

]
∆
=

[
MT
a R
−1Ma M

T
a R
−1Mb

MT
b R
−1Ma M

T
b R
−1Mb

]
ζa = MT

a R
−1Z , ζb = MT

b R
−1Z

and the statistics of the minmax test writes:

la = ζ∗Ta F∗a
−1 ζ∗a (41)

where ζ∗a is the residual of the regression of ζa with re-
spect to ζb, namely: ζ∗a = ζa − Fab F−1

bb ζb and F∗a is its

covariance: F∗a = Faa − Fab F−1
bb Fba. The statistics la

in (41) is then compared to some threshold in order to
decide if θa = 0 or not. It is known that under the hy-
pothesis θa = 0, regardless of the value of θb, la follows
a centered χ2 distribution with a number of degrees of
freedom equal to the dimension of θa. This fact can serve
as a guideline for the choice of the threshold λa for la.
Each decision made with the minmax test la is subject
to two types of errors:

Type I error: decide θa 6= 0 while actually θa = 0

Type II error: decide θa = 0 while actually θa 6= 0.
(42)

The threshold λa is typically chosen for some desired
probability of the type I error.

One procedure for isolating simultaneous faults consists
in running simultaneously multiple nuisance rejection-
based isolation tests la1 , . . . , laq corresponding to differ-
ent partitions (40) of θ, say (θa1 , θb1), . . . , (θaq , θbq ) [4].
The fault isolation decision is then made by comparing
la1 , . . . , laq to the corresponding thresholds λa1 , . . . , λaq :

la1
<
> λa1 , . . . , laq

<
> λaq . (43)

5 Faults in both state and output equations

As pointed out in Subsection 2.4, it is also possible to
consider an additive fault term similar to Ψkθ in the
output equation. Such a term, typically modelling sen-
sor faults, can in principle be transformed into actua-
tor faults through a state augmentation approach; see
for example [38]. In order to avoid state augmentation,
we generalize the method presented in this paper to the
case where additive faults may appear in both the state
and output equations. The case where such faults appear
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only in the output equation has been studied in [53].

The considered faulty system now writes{
Xk+1 = Fk Xk +Gk Uk +Wk + Ψk θ

Yk = Hk Xk + Jk Uk + Vk + Φk θ
(44)

where Ψk ∈ Rn×m and Φk ∈ Rp×m are two known and
bounded fault profile matrices, θ ∈ Rm is the unknown
fault vector, and the other quantities involved in this
system are as in (1).

Though apparently the same fault parameter vector θ
appears in both the state and the output equations, this
formulation can also deal with independent faults in the
two equations. Indeed by setting some columns of Ψk to
zeros, and the complementary columns of Φk to zeros,
the faults affecting the two equations are then modelled
by distinct components of the parameter vector θ. It is
also possible to keep some components of θ shared by Ψk

and Φk. Therefore the formulation (44) is in fact general
for coupled and non coupled faults in the state and the
output equations. Note that this more general case is
covered neither in [49, 50] nor in [24], which consider
only faults modelled by a particular term Ψkθ as in (3).

Like in Section 3, apply to system (44) the Kalman fil-
ter (6) which is designed by ignoring both fault terms Ψkθ
and Φkθ. In this case the effect of the fault terms on the
innovation εk is described by the following proposition.

Proposition 2 The innovation sequence εk as defined
in (10), of the Kalman filter (6) applied to the faulty
system (44), is related to the fault parameter vector θ by

εk = ε0
k + (Hk Γk + Φk) θ (45)

where ε0
k denotes the innovation sequence of the same

Kalman filter applied to the fault-free system (1), and
Γk ∈ Rn×m is recursively defined by

Γk+1 = Fk(I−KkHk)Γk+Ψk−FkKkΦk, Γ0 = 0. (46)

Notice that, compared to equation (11) appearing in
Proposition 1, the equation (45) involves an extra ma-
trix Φk, and the matrix Γk now defined by (46) is differ-
ent from the one in (12).

Proof of Proposition 2. Following the approach

presented in Section 3, let X̃k , Xk − X̂k be the state

prediction error and define ηk , X̃k − Γkθ, but now Γk
is defined as in (46). Like in the proof of Proposition 1,
it can be easily checked that in this case

X̃k+1=Fk(I−KkHk)X̃k−FkKkVk+Wk+(Ψk−FkKkΦk)θ

and the new ηk satisfies exactly (17) as before. Then

εk = Yk − Jk Uk −Hk X̂k (47)

= Hk X̃k + Vk + Φk θ (48)

= Hk ηk +Hk Γk θ + Vk + Φk θ (49)

Again like in the proof of Proposition 1, by appropriately

choosing the initial value X̂0, the resulting ηk satisfies

ε0
k = Hk ηk + Vk (50)
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Figure 1. The spectral norm of Γk for r = 1, 101, 201, 301.
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Figure 2. The spectral norm of αk(r) for r = 1, 101, 201, 301.

where ε0
k is the unbiased Kalman innovation in (19). The

equality in (45) is then obtained from (49) and (50). 2

Due to the similarity between the results of Proposition 1
and Proposition 2, after the computations of εk and Γk,
the algorithms presented in Section 4 apply as before,
but HkΓk is now replaced with (HkΓk + Φk).

Let us end this subsection by a note on algorithm sta-
bility. Under uniform observability and uniform con-
trollability conditions, the Kalman gain Kk is bounded
and ensures the exponential stability of the matrix LTV
system (46) characterized by the time varying matrix
Fk (I−Kk Hk). The assumed boundedness of Fk,Ψk

and Φk then imply the boundedness of Γk, ensuring re-
liable numerical computations.

6 Numerical examples

In order to illustrate the relevance of the proposed ap-
proach to FDI in LTV systems, in this section we report
on the numerical results obtained on two examples: a
simulated example in order to illustrate the stability is-
sue discussed above, and a more realistic one borrowed
from the literature in order to present and thoroughly
discuss the numerical results obtained for FDI.

6.1 A simple example illustrating the stability issue

The purpose of the first example is to illustrate an im-
portant difference between the method presented in this
paper and the one proposed in [49, 50] [24][Chap. 9]: in
the former case all the involved variables have bounded
values, whereas in the latter case some variables may
tend to infinity if the monitored system is unstable.
Consider the state space system modeled by

Xk+1 =

[
0.5 1

0 1.2

]
Xk +

[
0

1

]
Uk +Wk + δr,k+1θ (51)

Yk =
[
1 0

]
Xk + Vk (52)

7
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Figure 3. Kalman filter innovation (Top) and GLR statis-
tics lk (Bottom) for the impulsive fault occurring at k = 201
with θ = [4, 0]T . GLR search window size w = 100.
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Figure 4. Kalman filter innovation (Top) and GLR statis-
tics lk (Bottom) for the impulsive fault occurring at k = 201
with θ = [1.5, 0]T . GLR search window size w = 100.

where Xk ∈ R2, Uk ∈ R, Yk ∈ R, the noises Wk ∈
R2, Vk ∈ R, and the fault vector θ ∈ R2. The sam-
pling period is Ts = 1 sec. The noises covariances are
Qk = 0.0025×I and Rk = 0.0025. This LTI example is
chosen for its easy stability analysis. A more complex
LTV (LPV) system is considered in the next subsection.

One of the eigenvalues of the state dynamics matrix
is 1.2808, hence the system is unstable. It is stabilized
by a PI controller represented by the transfer function
C(z) = 0.209 + 0.0011/z − 1. The input Uk of the sys-
tem is given by the PI controller, that ensures that the
state of the system remains bounded. The setpoint of
the closed loop system is equal to 1.

The main issue in this example is the stability of the
filter (12) computing Γk, given that the state dynamics
matrix Fk has an unstable eigenvalue. Remind that,
in theory, the Kalman gain Kk ensures that the re-
cursion in (12) is exponentially stable [32]. Thus Γk
computed with (12) driven by any bounded Ψk is

bounded. To experimentally check this boundedness in
the present example where Ψk = δr,k+1I, the compu-
tation of the sequence Γk is repeated four times, each
with r = 1, 101, 201 or 301. The spectral norm of Γk is
plotted in Figure 1 for the four sequences. The results
show that in all the cases the norm of Γk remains under
the value of 1.

The counterpart of Γk in the method of [49, 50] is αk(r)
defined by the recursion (A.6). It is also computed for
each value of r = 1, 101, 201, 301. The spectral norm
of αk(r) is plotted in the logarithmic scale in Figure 2 for
the four cases. These curves appear linearly increasing
with time, indicating that the spectral norms increase
exponentially. These results confirm thatαk(r) may tend
to infinity when the considered system is unstable.

To see the ability of the proposed fault detection method
for such an unstable system, two cases corresponding to
two different values of θ are simulated. In the first case
θ = [4, 0]T and the simulated fault occurs at k = 201.
The Kalman innovation εk and GLR statistics lk in (35)
are illustrated in Figure 3. As the simulated impulsive
fault disappears after k = r−1 (δr,k+1 = 0 for k > r−1),
its effect on the innovation sequence is visible only during
a short time interval after k = 201. In contrast, the GLR
statistics lk raises significantly during about 100 sec. In
fact, the GLR search window size chosen in this example
is w = 100. For k > 301, the impulsive fault occurring at
k = 201 gets out of the search window, then the effect of
the fault on lk disappears. It is clearly easier to detect the
fault by thresholding the GLR statistics lk than directly
thresholding the Kalman innovation εk.

The second case, with a smaller fault magnitude corre-
sponding to θ = [1.5, 0]T , also occurring at k = 201, is
presented in Figure 4. In this case, the effect of the im-
pulsive fault is hardly visible on the Kalman filter inno-
vation sequence. Nevertheless, this fault can be detected
without ambiguity by thresholding the GLR statistics lk.

6.2 Leakage detection in a gas transportation network

As an illustration of the relevance of the proposed FDI
approach, we now consider an application example bor-
rowed from [37] on leakage detection in natural gas trans-
portation networks. Leakage detection and localization
is a crucial issue for pipeline operators, and especially for
high pressure natural gas transportation networks, since
an early warning of and proper reaction to a leakage al-
low effective risk minimization. Many gas leakage detec-
tion methods exist, ranging from manual inspections to
model-based approaches using pressure or mass flow sig-
nals recorded mostly at the two ends of the pipeline. A
major difficulty in detecting leakage from massflow bal-
ance equations is caused by the presence of a significant
amount of noises in the measurements, hence the inter-
est of the proposed statistical approach.

Model and simulated faults. In [37], a LPV model
of the gas dynamics in a gas transportation network is
established through a system identification approach.
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The resulting discrete time LPV model writes:{
Xk+1 = (F0 + Fppk)Xk + (G0 +Gppk)Uk +Wk

Yk = (H0 +Hppk)Xk + (J0 + Jppk)Uk + Vk
(53)

where Uk ∈ R is the input mass flow, Yk ∈ R is the
output mass flow, Xk ∈ R2 is composed of the mass
flow and the pressure drop within the first section of the
modeled pipe, and pk ∈ R is the scheduling parameter
(pressure pattern). The parameter values contained in
F0, Fp, G0, Gp, H0, Hp, J0, Jp are detailed in [37].

In this paper two types of faults are considered. First,
faults are simulated as leakages at the input end of the
considered pipe. They are modelled as depression in the
first componentsG0(1) andGp(1) ofG0 andGp. Second,
a leakage is simulated at the output end of the pipe,
by adding a bias into the output equation of (53). This
second case is similar to the one considered in [37].

In the simulations presented below, the input data Uk
was provided by the authors of [37], corresponding to a
record of 1000 min of the second day as presented in [37].
The sampling period is 2 min. The output data are sim-
ulated with the LPV model (53) by adding the simu-
lated fault into the state or the output equation. The
sequences Wk and Vk are generated as two independent
Gaussian white noises with constant covariance matri-

ces Q =

[
100.2766 −66.1165

−66.1165 43.5933

]
, R = 3.0273× 105.

Leakages at the input end. At the input end of
the considered pipe, faults are simulated as depression
of the first components of the vectors G0 and Gp, re-
spectively denoted by G0(1) and Gp(1). Each of the sim-
ulated faults, affecting either G0(1) or Gp(1), occurs at
the 600-th min as a jump of the concerned parameter.
The nominal and changed values of G0(1) and Gp(1) are
displayed in Table 1. These changes have been chosen
small enough so that their effects are hardly visible on
the noisy Kalman innovation often used as a residual for
fault detection. For the faults considered in this exam-
ple, the matrix Ψk and parameter vector θ in (3) take
the form

Ψ =

[
Uk pkUk

0 0

]
, θ =

[
G̃0(1)

0

]
or θ =

[
0

G̃p(1)

]
where G̃0(1) and G̃p(1) are respectively the increments
of G0(1), Gp(1) as in Table 1.

Table 1 The simulated faults.

Nominal values Changed values

G0(1) = −7.8297 × 10−4 G0(1) − 2 × 10−5 (Fault 1)

Gp(1) = +3.8290 × 10−5 Gp(1) − 1 × 10−5 (Fault 2)

In the results reported below, the computations of
Γk(r), Ck(r), dk(r) in (12), (25) and (26), respectively,
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Figure 5. Fault detection - Fault 1 with G̃0 = −2 × 10−5.
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Figure 6. Fault detection - Fault 1 with G̃0 = −4 × 10−5,
doubled with respect to the case of Figure 5. The effect of
the fault on the Kalman innovation is more visible, and the
GLR test statistics lk grows more rapidly.

necessary for computing the test (35) and the fault on-
set time estimate (36), are performed within a moving
search window of fixed size w = 160 samples (320 min).
See Section 4.2 for the discussion about this window.
The GLR test is disabled during the first 320 min while
waiting for the search window being fully filled.

Figure 5 (Top) displays the innovation of the Kalman
filter computed on data generated with fault 1. It ap-
pears that the effect of the fault, drowned in the noisy
innovation sequence, is hardly visible. Figure 5 (Bottom)
displays the behavior of the test statistics lk as in (35).
With the detection threshold equal to 50, the alarm is
raised at the 786-th min. The estimated fault onset time,
given by (36), is the 618-th min.

In Figure 5 (Bottom), the curve of the GLR test statis-
tics lk as defined in (35) can clearly detect the fault with
a threshold chosen within a quite large range (from 20
to 100). For the threshold choice as shown in Figure 5,
the large detection delay of 186 min is because of the
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small magnitude of the simulated fault whose effect is
hardly visible in the noisy Kalman innovation sequence.
To observe the influence of the fault magnitude on the
detection delay, in a second simulation the magnitude of
the fault is doubled, with G̃0 = −4×10−5 instead of the
previously used value −2×10−5, and the result is shown
in Figure 6. In this case the effect of the fault is more vis-
ible on the Kalman innovation sequence, but it remains
delicate to apply a threshold to the innovation sequence
in order to detect this fault. The GLR test statistics lk
grows more rapidly in this case. With the same thresh-
old as before, the detection delay is 88 min. This ex-
ample confirms that a higher fault magnitude implies a
smaller detection delay. The detection delay could also
be reduced by lowering the threshold, but at the price
of an increased false alarm rate.

Each of the results shown in Figures 5 and 6 corresponds
to one simulation with a random realization of the sim-
ulated noises. To gain insights about the statistical be-
havior of the algorithm, for each of the simulated faults
with magnitudes given in Table 1, 1000 random real-
izations are repeated. The histograms of the detection
delays and of the fault onset time estimation errors are
displayed in Figure 7, with fault 1 on the left side and
fault 2 on the right side. In 7 out of the 2000 realizations,
the GLR statistics lk exceeded the chosen threshold be-
fore the occurrence of the simulated fault (false alarms).
Such results depend on the magnitudes of the simulated
faults, and here the examples have been chosen so that
they cannot be trivially detected by thresholding the
Kalman innovation sequence.
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Figure 7. Histograms of detection delays (Top) and onset
time estimation errors (Bottom), fault 1 (Left) and 2 (Right).

After fault detection (when the GLR test lk has exceeded
the chosen threshold), fault isolation is performed with
two parallel minmax tests in the form of (41), one focus-
ing on fault 1 and the other on fault 2. The histograms
of the results based on 1000 realizations for each of the
two simulated faults are displayed in Figure 8.

On the left-hand side of Figure 8 the results for simulated
fault 1 are shown, with the minmax test focussing on
fault 1 (Top) and the minmax test focussing on fault 2
(Bottom). The vertical red lines indicate the threshold
of 6.6349 corresponding to the 1% theoretic rate of type I
error for each minmax test, as defined in (42). Over the
1000 realizations simulating fault 1, no type II error is
encountered, and the rate of type I error is 1.7%.
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Figure 8. Histograms of fault isolation minmax tests. Fault 1
(Left), fault 2 (Right). Minmax tests focusing on fault 1
(Top) and on fault 2 (Bottom). The dashed red lines cor-
respond to the theoretic centered χ2(1) probability density
function rescaled to the scale of the histograms. See (42) for
the definition of type I and type II errors.

Similar results are shown on the right-hand side of Fig-
ure 8 for the case of fault 2. Empirically over the 1000 re-
alizations simulating fault 2, the rate of type I error
is 1.3%, and the rate of type II error is 0%.

In these results based on 1000 realizations for each of the
two simulated faults, the histograms of each minmax test
when the monitored fault is absent is in good agreement
with the theoretic χ2(2) distribution as illustrated by
the dashed red lines in Figure 8. In these realizations the
empirical rates of type II error are equal to zero, despite
the small magnitudes of the simulated faults.
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Figure 9. Fault detection - Leakage at the output end. Af-
ter the occurrence of the simulated leakage, the innovation
sequence drops suddenly, before going back to a level close
to the average before the fault. The GLR test statistics lk
increases rapidly and stays at a level of about 50 times the
threshold. The threshold value is 50 as above.

Leakage at the output end. To simulate a leakage
fault at the output end of the considered pipe, a con-
stant bias of −43980 Nm3, corresponding to 10% of the
average output mass flow, is added to the output equa-
tion of (53) at the 700-th min. This case is similar to the
one considered in [37]. For this example, Φk = 1 after
the (unknown) jump time.

Figure 9 (Top) displays the innovation of the Kalman fil-
ter computed on data generated with the simulated leak-
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age. After the occurrence of the simulated leakage, the
innovation sequence drops suddenly, before going back
to a level close to the average before the simulated fault,
though the simulated fault is persistent in the system.
In this case it is possible to detect the fault based on the
transient behavior of the Kalman innovation sequence.
However, if a smooth fault profile was simulated, the
transient drop of the innovation sequence would be less
obvious. It is more reliable to make detections which do
not solely rely on the transient effect of a fault. This case
has been successfully addressed in [37]. As an alterna-
tive solution, the method presented in this paper is ap-
plied. The GLR test statistics lk is plotted in Figure 9
(Bottom). After the occurrence of the simulated fault,
the value of lk exceeds rapidly the chosen threshold and
stays at a quite high level (about 50 times the thresh-
old). This behavior of lk is to be compared with that of
the innovation sequence, on which the effect of the fault
is clearly visible only during a short transient interval.

7 Conclusion

The FDI problem for LTV systems has been addressed
using a statistical approach combining a recursive filter
that cancels out the fault dynamics and a GLR test. The
proposed algorithm handles additive parametric faults,
with weaker assumptions than usual on the number of
required sensors. Numerical results obtained on a sim-
ulated example confirm the stability of the proposed
filter even for an unstable system, an advantage w.r.t.
[49, 50, 24], and the capability of the detection algorithm
to detect additive faults hardly visible on the innovation
sequence. Numerical results for leakage detection in a
gas transportation network further illustrate the effec-
tiveness of the proposed FDI method, both for detecting
relatively small faults and for isolating the components
of the fault vector.

The online computational cost of the proposed method
can be evaluated separately for the Kalman filter-based
residual generation part and the GLR test part. For the
first part, in addition to the well known numerically effi-
cient Kalman filter, the computational cost is mainly for
the computation of the matrix Γk through (12). At each
time instant k, the number of floating point operations
(FLOP) is of the order of O(n3) + O(n2p) + O(n2m),
where n is the dimension of the state vector, p is the
number of outputs and m is the number of components
in the fault parameter vector θ. For the second part, in
the case of known fault profile (Subsection 4.1), at each
time instant k, the number of FLOP is of the order of
O(nm2) + O(nmp) +O(mp2) +O(m3) +O(p3). In the
case of jump fault with unknown onset time (Subsec-
tion 4.2), this cost is roughly multiplied by the size w of
the moving search window. Overall the online computa-
tional cost is roughly proportional to the third power of
the sizes of the variables involved in the considered sys-
tem, possibly multiplied by the window size when the
GLR test is maximized within a moving search window.
This result is essentially due to the fact that the nu-

merical computations mainly involve matrix multiplica-
tions and inversions. After an alarm raised by the GLR
test, the computational cost for fault isolation should
be added, but this computation is not made for every
time instant k. Each minmax test for fault isolation costs
O(m3) +O(m2(pw)) +O(m(pw)2) +O((pw)3) FLOP.

The assumption of parametric faults may be considered
a drawback in practice, as it is less flexible than the
more versatile arbitrary unknown fault profile assump-
tion considered in other publications. On the other hand,
it is also this parametric fault assumption that weakens
the requirement on the number of sensors. The possibil-
ity of assuming parametric faults depends on the avail-
able prior knowledge about the considered faults. Even
in the case of over-equipped sensors, a more detailed
fault model can lead to more efficient FDI algorithms.
Another drawback related to parametric faults is the ad-
ditional assumption about persistent excitation.

Future investigations include experiments on other sim-
ulated and real cases to confirm the performances of the
proposed algorithm, and the design and analysis of FDI
algorithms for LTV systems affected by faults known
with different levels of a priori information.

A Revisiting the Willsky-Jones algorithm

In this Appendix, we first recall the Willsky-Jones al-
gorithm as proposed in [49, 50], then we investigate the
relationship and the difference between this algorithm
and the one proposed in the present paper.

A.1 The Willsky-Jones fault model and algorithm

The fault model considered in [49, 50] is:{
Xk+1 = Fk Xk + Gk Uk + Wk + δr,k+1 θ

Yk = Hk Xk + Jk Uk + Vk
(A.1)

Here δr,k+1θ represents a possible jump in one or more of
the state variables, r > 0 is an integer with finite value
if a jump occurs and +∞ if there is no jump. Note that
the fault vector θ is assumed to be deterministic and to
have the same dimension as the state X.

Effect of the fault on the innovation. Let us
recall the analysis of the fault effect on the innovation
made in [49, 50]. This analysis follows an approach dif-
ferent from the one proposed in Section 3 of the present
paper. Because of the additive nature of the fault, the
state, the state estimate and the output prediction error
(innovation) can be decomposed as the sum of two parts:
one solely due to the fault-free assumption (denoted with
an exponent “0”) and one due to the additive fault. The
matrices αk(r), ξk(r), ρk(r) are defined accordingly as:

Xk =X0
k + αk(r) θ (A.2)

X̂k|k = X̂0
k|k + ξk(r) θ (A.3)

εk = ε0
k + ρk(r) θ (A.4)
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where αk(r), ξk+1(r), ρk(r) are non-zero only for k≥r,
the innovation εk is defined by (10), and X̂k|k is the
updated state estimate related to the one-step ahead

prediction X̂k , X̂k|k−1 by

X̂k|k = X̂k +Kk εk, (A.5)

with Kk being the Kalman gain (7). Based on (A.1),
(A.5), (6) and (10), αk(r), ξk+1(r), ρk(r) satisfy:

αk+1(r) = Fk αk(r) (A.6)

ξk+1(r) = Fk+1 ξk(r) +Kk+1 ρk+1(r) (A.7)

ρk+1(r) =Hk+1 (αk+1(r)− Fk+1 ξk(r)) (A.8)

with the initial conditionsαk(k)=I, ξk(k)=KkHk, ρk(k)=
Hk. Note that αk(r) and ξk(r) computed through (A.6)-
(A.7) may not be bounded unless the homogeneous
system xk+1 = Fkxk is exponentially stable. Remark
that the algorithm in [49, 50] did rely on the possibly
unbounded (A.6)-(A.7); see (A3)-(A4) in [50].

FDI algorithm. From (A.4) which is similar to (11),
the GLR test, the MLE of θ and the estimated fault onset
time write as in (35), (34), (36), respectively, with Ck(r)
and dk(r) defined as in (32)-(33) (with HjΓj(r) replaced
by ρj(r)) and computed recursively as in (27)-(28).

A.2 The Willsky-Jones algorithm revisited

We now modify the Willsky-Jones algorithm to avoid
the possibly unbounded computations in the original
algorithm recalled in A.1. The key element is replac-

ing in (A.3) the updated state estimate X̂k|k by the

one-step ahead prediction X̂k , X̂k|k−1. This modifica-
tion is clearly inspired by the new approach proposed
in Section 3. The fault model considered here is still
model (A.1).

Effect of the fault on the innovation. This effect
is computed in the following manner. Because of the
additive nature of the fault, the state, the one-step ahead
prediction of the state and the output prediction error
can be decomposed as the addition of two parts : one part
solely due to the fault-free assumption and one part due
to the additive fault. The matrices αk(r), βk(r), ρk(r)
are defined accordingly as:

Xk =X0
k + αk(r) θ (A.9)

X̂k = X̂0
k + βk(r) θ (A.10)

εk = ε0
k + ρk(r) θ (A.11)

where αk(r), βk+1(r), ρk(r) are non-zero only if k≥ r.
Based on (A.1), (6) and (10), αk(r), βk+1(r), ρk(r) sat-
isfy:

αk+1(r) = Fk αk(r) (A.12)

βk+1(r) = Fk βk(r) + Fk Kk ρk(r) (A.13)

ρk(r) =Hk (αk(r)− βk(r)) (A.14)

with the initial conditions: αk(k) = I, βk+1(k) =
Fk Kk Hk, ρk(k) = Hk. Note the difference between
(A.14) and (A.8). Now, if we define

γk(r)
∆
= αk(r)− βk(r) , (A.15)

then the relation (A.14) writes

ρk(r) = Hk γk(r) , (A.16)

and moreover, the two recursions (A.12) and (A.13) can
be replaced by the single one

γk+1(r) = Fk (I−Kk Hk) γk(r) (A.17)

with the initial condition γk(k) = I. This result is indeed
similar to (11) for an impulsive fault as in model (A.1).

In this modified algorithm, numerical computations are
made with (A.16) and (A.17) instead of (A.12)-(A.14),
the boundedness of the involved variables is then en-
sured under observability and controllability assump-
tions. This improvement has been strongly inspired from
the new approach presented in Section 3.

FDI algorithm. The application of the GLR test
is almost the same as in A.1.

A.3 The revisited Willsky-Jones algorithm applied to
the more general fault model

For the purpose of comparison with the filter proposed
in Section 3, we now apply the modified Willsky-Jones
algorithm described in A.2 to the fault model (3). First
we note that, in the case (4) of a jump-type fault, the
model (3) is different from the model (A.1). Because
of the additive nature of the fault, the same argument
of additive decomposition as in (A.2)-(A.4) holds true.
Consequently the state, the one-step ahead state predic-
tion and the output prediction error can be decomposed
as the addition of two parts: one solely due to the fault-
free assumption and one due to the additive fault. The
matrices αk, βk, ρk are thus defined accordingly by:

Xk =X0
k + αk θ (A.18)

X̂k = X̂0
k + βk θ (A.19)

εk = ε0
k + ρk θ (A.20)

Based on (3), (6) and (10), those matrices α, β, ρ defined
in (A.18)-(A.20) satisfy for all θ:

αk+1 θ= Fk αk θ + Ψk θ (A.21)

βk+1 θ= Fk βk θ + Fk Kk ρk θ (A.22)

ρk θ=Hk (αk − βk) θ (A.23)

from which, defining

γk
∆
= αk − βk, (A.24)

and noting that αk, βk, ρk and thus γk do not depend
on θ as we know from Section 3, the following recursive
formula is obtained:

γk+1 = Fk (I−Kk Hk) γk + Ψk = Γk+1 (A.25)

12



With (A.23)-(A.25), we get that (A.20) coincides
with (11), namely the computations in Section 3 provide
the same signature of the fault on the innovation as here.
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discrete time state affine systems. In Proc. 16th
Symp. on System Identification (SYSID’12), pages
1245–1250, Brussels, July 2012. IFAC.
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