
HAL Id: hal-01081111
https://inria.hal.science/hal-01081111v1
Submitted on 7 Nov 2014 (v1), last revised 22 Dec 2015 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Second order analysis of state-constrained control-affine
problems

Maria Soledad Aronna, J. Frederic Bonnans, Bean San Goh

To cite this version:
Maria Soledad Aronna, J. Frederic Bonnans, Bean San Goh. Second order analysis of state-constrained
control-affine problems. [Research Report] Inria Saclay Ile de France. 2014. �hal-01081111v1�

https://inria.hal.science/hal-01081111v1
https://hal.archives-ouvertes.fr


ar
X

iv
:1

41
1.

17
19

v1
  [

m
at

h.
O

C
] 

 6
 N

ov
 2

01
4

SECOND ORDER ANALYSIS OF STATE-CONSTRAINED

CONTROL-AFFINE PROBLEMS

M. SOLEDAD ARONNA AND J. FRÉDÉRIC BONNANS AND BEAN SAN GOH

Abstract. In this article we establish new second order necessary and suffi-
cient optimality conditions for a class of control-affine problems with a scalar
control and a scalar state constraint. These optimality conditions extend to
the constrained state framework the Goh transform, which is the classical tool
for obtaining an extension of the Legendre condition. We propose a shooting
algorithm to solve numerically this class of problems and we provide a suffi-
cient condition for its local convergence. We provide examples to illustrate the
theory.

1. Introduction

Control-affine problems have been intensively studied since the 1960s and there
is a wide literature on this subject. In what respect to second order conditions, the
main feature of these systems that are affine in the control variable is that the second
derivative of the pre-Hamiltonian function with respect to the control vanishes, and
hence the classical Legendre-Clebsch conditions hold trivially and do not provide
any useful information. Second and higher order necessary conditions for problems
without control nor state constraints were first established in [31, 23, 22, 28, 3].
The case with control constraints and purely bang-bang solutions was investigated
by [42, 4, 46, 40, 18] among many others, while the class of bang-singular solutions
was analyzed in e.g. [47, 6, 20].

This article is devoted to the study of Mayer-type optimal control problems
governed by the dynamics

ẋt = f0(xt) + utf1(xt), for a.a. t ∈ [0, T ],

subject to endpoint constraints

Φ(x0, xT ) ∈ KΦ,

control constraints
umin ≤ ut ≤ umax,

and a scalar state constraint of the form

g(xt) ≤ 0.

For this class of problems, we show necessary optimality conditions involving the
regularity of the control and the state constraint multiplier at the junction points.
Some of these necessary conditions which hold at the junction points were proved
in [37]. Moreover, we provide second order necessary and sufficient optimality
conditions in integral form obtained through the Goh transformation [23]. We also
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propose a shooting-like numerical scheme and we show a sufficient condition for
its local quadratic convergence, that is also a second order sufficient condition for
optimality (in some sense to be specified later on). Finally, we solve numerically
an example of practical interest.

This investigation is strongly motivated by applications since it allows to deal
with both control and state constraints, which appear naturally in realistic models.
Many practical examples can be found in the existing literature, a non exhaustive
list includes the prey-predator model [24], the Goddard problem in presence of a
dynamic pressure limit [50, 25], an optimal production and maintenance system
studied in [39], and a recent optimization problem on running strategies [2].

In what concerns second order analysis in the state constrained case, Malanowski
and Maurer [34], Bonnans and Hermant [10] provided second order necessary and
sufficient optimality conditions and related the sufficient conditions with the con-
vergence of the shooting algorithm in the case where the strengthened Legendre-
Clebsch condition holds. Second order necessary conditions for the general non-
linear case with phase constraints were also proved in [8, 29]. For control-affine
problems with bounded scalar control variable, a scalar state constraint (as is the
case in this article) and solutions (possibly) containing singular, bang-bang and
constrained arcs, Maurer [37] proved necessary conditions (similar to those devel-
oped by McDanell and Powers [41]) that hold at the junction points of optimal
solutions. In Maurer et al. [39] they extended to the state-constrained frame-
work, a second order sufficient test for optimality given in Agrachev et al. [4] and
Maurer-Osmolovskii [44] for optimal bang-bang solutions.

As it is commonly known nowadays, the application of the necessary condi-
tions provided by Pontryagin’s maximum principle leads to an associated two-point
boundary-value problem (TPBVP) for the optimal trajectory and its correspond-
ing multiplier. A natural way for solving numerically TPBVPs is the application
of shooting-like algorithms. This type of algorithms has been used extensively to
solve optimal control problems (see e.g. [13, 45] and references therein) and, in par-
ticular, it has been applied to control-affine problems both with and without state
constraints. Maurer [36] proposed a shooting scheme for solving a problem with
bang-singular solutions, which was generalized quite recently by Aronna, Bonnans
and Martinon in [7], where they provided a sufficient condition for its local conver-
gence. Both these articles [36] and [7] analyze the case when no state constraints
are present. Practical control-affine problems with state constraints were solved
numerically in several articles, a non extensive list includes Maurer and Gillessen
[38], Oberle [43] and Fraser-Andrews [21].

Up to our knowledge, there is no result in the existing literature about: (i) second
order necessary and sufficient conditions in integral (quadratic) form for control-
affine problems with state constraints and solutions containing singular arcs; (ii)
sufficient conditions for the convergence of shooting algorithms in this context.

The paper is organized as follows. In Section 2 we give the basic definitions
and show necessary optimality conditions concerning the regularity of the optimal
control and associated multipliers. Section 3 is devoted to second order necessary
optimality conditions in integral form and to the Goh transformation, while second
order sufficient conditions are provided in Section 4. A shooting-like method and
a sufficient condition for its local quadratic convergence are given in Section 5.
This algorithm is implemented in Section 6 to solve numerically a variation of the
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regulator problem. The Appendix is consecrated to the presentation of abstract
results on second order necessary conditions.

Notations. Let Rk denote the k−dimensional real space, i.e. the space of column
real vectors of dimension k, and by R

k∗ its corresponding dual space, which consists
of k−dimensional row real vectors. With R

k
+ and R

k
− we refer to the subsets of Rk

consisting of vectors with nonnegative, respectively nonpositive, components. We
write ht for the value of function h at time t if h is a function that depends only
on t, and by hi,t the ith component of h evaluated at t. Let h(t+) and h(t−) be,
respectively, the right and left limits of h at t, if they exist. Partial derivatives
of a function h of (t, x) are referred as Dth or ḣ for the derivative in time, and
Dxh, hx or h′ for the differentiations with respect to space variables. The same
convention is extended to higher order derivatives. By Lp(0, T )k we mean the
Lebesgue space with domain equal to the interval [0, T ] ⊂ R and with values in R

k.
The notations W q,s(0, T )k and H1(0, T )k refer to the Sobolev spaces (see Adams
[1] for further details on Sobolev spaces). We let BV (0, T ) be the set of functions
with bounded total variation. In general, when there is no place for confusion, we
omit the argument (0, T ) when referring to a space of functions. For instance, we
write L∞ for L∞(0, T ), or (W 1,∞)k∗ for the space of W 1,∞−functions from [0, T ] to
R

k∗. We say that a function h : Rk → R
d is of class Cℓ if it is ℓ−times continuously

differentiable in its domain.

2. Framework

2.1. The problem. Consider the control and state spaces L∞ and (W 1,∞)n, re-
spectively. We say that a control-state pair (u, x) ∈ L∞ × (W 1,∞)n is a trajectory
if it satisfies both the state equation

(2.1) ẋt = f0(xt) + utf1(xt), for a.a. t ∈ [0, T ],

and the finitely many endpoint constraints of equality and inequality type

(2.2) Φ(x0, xT ) ∈ KΦ.

Here f0 and f1 are twice continuously differentiable and Lipschitz continuous vector
fields over Rn, Φ is of class C2 from R

n × R
n to R

n1+n2 , and

(2.3) KΦ := {0}Rn1 × R
n2

− ,

where {0}Rn1 is the singleton consisting of the zero vector of Rn1 and R
n2

− := {y ∈
R

n2 : yi ≤ 0, for all i = 1, . . . , n2}. Given (u, x0) ∈ L∞ × R
n, (2.1) has a unique

solution. In addition, we consider the cost functional φ : Rn ×R
n → R, then bound

control constraints

(2.4) umin ≤ ut ≤ umax, for a.a. t ∈ [0, T ],

and a scalar state constraint

(2.5) g(xt) ≤ 0, for all t ∈ [0, T ],

with φ and g : Rn → R of class C2. Here we allow umin and umax to be either
finite real numbers, or to assume the values −∞ or +∞, respectively, in the sense
that problems with control constraints of the form ut ≤ umax or umin ≤ ut are
also considered in our investigation, as well as problems in the absence of control
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constraints. We say that the trajectory (u, x) is feasible if it satisfies (2.4)-(2.5).
Let us then consider the optimal control problem in the Mayer form

(P) minφ(x0, xT ); subject to (2.1)-(2.5).

2.2. Regular extremals. We set f(u, x) := f0(x) + uf1(x), and define the pre-
Hamiltonian function and the endpoint Lagrangian, respectively, by

(2.6)

{

H(u, x, p) := pf(u, x) = p
(

f0(x) + uf1(x)
)

,

ℓβ,Ψ(x0, xT ) := βφ(x0, xT ) + ΨΦ(x0, xT ),

where p ∈ R
n∗, β ∈ R+ and Ψ ∈ R

(n1+n2)∗.
Any function µ ∈ BV (0, T ) (shortly, BV ) has left limit on (0, T ] and right limits

on [0, T ) and, therefore, the values µ0+ and µT are well-defined. Moreover, µ has
a distributional derivative that belongs to the space M(0, T ) (shortly, M) of finite
Radon measures. Conversely, any measure dµ ∈ M can be identified with the
derivative of a function µ of bounded variation such that µT ∈ BV0, i.e., µ belongs
to the space of bounded variation functions that vanish at time T.

Let (u, x) be a feasible trajectory. We say that Ψ ∈ R
(n1+n2)∗ is complementary

to the endpoint constraint if

(2.7) Ψ ∈ NΦ

(

Φ(x0, xT )
)

,

where NΦ

(

Φ(x0, xT )
)

denotes the normal cone to KΦ at the point Φ(x0, xT ), i.e.
(2.8)

NΦ

(

Φ(x0, xT )
)

:= {Ψ ∈ R
(n1+n2)∗ : Ψi ≥ 0, ΨiΦi(x0, xT ) = 0, i = n1 + 1, . . . , n2}.

A bounded variation function µ is complementary to the state constraint if and only
if

(2.9) dµ ≥ 0, and

∫ T

0

g(xt)dµt = 0.

For Ψ ∈ R
(n1+n2)∗ and µ ∈ BV0, the costate equation associated with (β,Ψ, dµ) is

given by

(2.10) − dpt = ptfx(ut, xt)dt+ g′(xt) dµt, for a.a. t ∈ [0, T ],

with endpoint conditions

(2.11) (−p0, pT ) = Dℓβ,Ψ(x0, xT ).

Given (β,Ψ, dµ) ∈ R × R
(n1+n2)∗ ×M, the boundary value problem (2.10)-(2.11)

has at most one solution. In addition, the condition of minimization of the pre-
Hamiltonian H implied by the Pontryagin Maximum Principle can be expressed as
follows, for a.a. t ∈ [0, T ],

(2.12)







ut = umin, if umin > −∞ and ptf1(xt) > 0,
ut = umax, if umax < +∞ and ptf1(xt) < 0,
ptf1(xt) = 0, if umin < ut < umax.

Denote the quadruple of dual variables by λ := (β,Ψ, p, dµ), element of the space

(2.13) EΛ := R+ × R
(n1+n2)∗ ×BV n∗ ×M.

The Lagrangian of the problem is

(2.14) L(u, x, λ) := ℓβ,Ψ(x0, xT ) +

∫ T

0

pt
(

f(ut, xt)− ẋt

)

dt+

∫ T

0

g(xt)dµt.
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Note that the costate equation (2.10) expresses the stationarity of L with respect
to the state. For a feasible trajectory (u, x) ∈ L∞ × (W 1,∞)n, define the set of
Lagrange multipliers as
(2.15)
Λ(u, x) := {λ = (β,Ψ, p, dµ) ∈ EΛ : (β,Ψ, dµ) 6= 0; (2.1)-(2.5) and (2.7)-(2.12) hold}.
Remark 2.1. Let us recall that, since problem (P) is affine in the control variable,
Lagrange multipliers and Pontryagin multipliers coincide.

In addition we set, for β ≥ 0,

(2.16) Λβ(u, x) := {(β,Ψ, p, dµ) ∈ Λ(u, x)}.
Since Λ(u, x) is a cone we have that

(2.17) Λ(u, x) =

{

R+Λ1(u, x), if Λ0(u, x) = ∅,
Λ0(u, x) + R+Λ1(u, x), otherwise.

Consider a nominal feasible trajectory (û, x̂) ∈ L∞ × (W 1,∞)n. Set

(2.18) At := Dxf(ût, x̂t), for t ∈ [0, T ].

¿From now on, when the argument of a function is omitted, we mean that it is
evaluated in the nominal pair (û, x̂). In particular, we write Λ to refer to Λ(û, x̂).

For (v, z0) ∈ L∞×R
n, let z[v, z0] ∈ (W 1,∞)n denote the solution of the linearized

state equation

(2.19) żt = Atzt + vtf1,t, for a.a. t ∈ [0, T ],

with initial condition

(2.20) z0 = z0.

Let Φ̄E denote the function from L∞×R
n to Rn1 that, to each (u, x0) ∈ L∞×R

n,
assigns the value

(

Φ1(x0, xT ), . . . ,Φn1
(x0, xT )

)

, where x is the solution of (2.1)
associated with (u, x0). For some results obtained in this article, we shall consider
the following qualification condition:
(2.21)































(i) DΦ̄E(û, x̂0) is onto from L∞ × R
n to R

n1 ,
(ii) there exists (v̄, z̄0) ∈ L∞ × R

n in the kernel of DΦ̄E(û, x̂0),
such that, for some ε > 0, setting z̄ = z[v̄, z̄0], one has:
ût + v̄t ∈ [umin + ε, umax − ε], for a.a. t ∈ [0, T ],
g(x̂t) + g′(x̂t)z̄t < 0, for all t ∈ [0, T ],
Φ′

i(x̂0, x̂T )(z̄0, z̄T ) < 0, if Φi(x̂0, x̂T ) = 0, for n1 + 1 ≤ i ≤ n1 + n2.

Here the notation ût+ v̄t ∈ [umin+ ε, umax− ε] means that ût+ v̄t ∈ [umin+ ε,+∞)
if umax = +∞ and umin is finite; ût + v̄t ∈ (−∞, umax − ε) if umin = −∞ and umax

is finite; and ût + v̄t ∈ R if neither umin nor umax is finite.

Definition 2.2. A weak minimum for (P) is a feasible trajectory (u, x) such that
φ(x0, xT ) ≤ φ(x̃0, x̃T ) for any feasible (ũ, x̃) for which ‖(ũ, x̃) − (u, x)‖∞ is small
enough.

Theorem 2.3. Assume that (û, x̂) is a weak minimum for (P). Then (i) the set Λ
of Lagrange multipliers is nonempty, (ii) if the qualification condition (2.21) holds,
then Λ0 is empty, and Λ1 is bounded and weakly* compact.

Proof. It follows from [12, Theorem 3.9]. �
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2.3. Jump conditions. Given a function of time h : [0, T ] → R
d for d ∈ N, we

define its jump at time t ∈ [0, T ] by

(2.22) [ht] := h(t+)− h(t−),

when the left and right limits, h(t−) and h(t+), respectively, exist and are finite.
Here we adopt the convention h(0−) := h0 and h(T+) := hT . For any function
of bounded variation the associated jump function is well-defined. For a function
defined almost everywhere with respect to the Lebesgue measure, we will accord
that its jump at time t is the jump at t of a representative of this function for which
the left and right limit exist, provided that such a representative exists. By the
costate equation (2.10), we have that, for any (β,Ψ, p, dµ) ∈ Λ,

(2.23)

{

(i) [pt] = −[µt]g
′(x̂t),

(ii)
[

Hu(t)
]

= [pt]f1(x̂t) = −[µt]g
′(x̂t)f1(x̂t).

In addition, if [ût] makes sense, then the jump in the derivative of the state con-
straint exists and satisfies

(2.24)

[

d

dt
g(x̂t)

]

= [ût]g
′(x̂t)f1(x̂t).

Lemma 2.4. Let (β,Ψ, p, dµ) ∈ Λ. Then, if t ∈ [0, T ] is such that [Hu(t)] = 0 and
g′(x̂t)f1(x̂t) 6= 0, then µ is continuous at t.

Proof. It follows from item (ii) in equation (2.23). �

Lemma 2.5. Let t ∈ (0, T ) be such that [ût] makes sense. Then the following
conditions hold

(2.25)







(i) [ût][Hu(t)] = 0,

(ii) [µt]

[

d

dt
g(x̂t)

]

= 0.

Proof. Note that

(2.26) [µt]

[

d

dt
g(x̂t)

]

= [µt]g
′(x̂t)f1(x̂t)[ût] = −[Hu(t)][ût],

where the last equality follows from (2.23). This implies that (i) is equivalent to
(ii), and so we only need to prove (i), which holds trivially when [µt] = 0. Hence, let
us assume that [µt] 6= 0. Then g(x̂t) = 0 in view of (2.9) and, necessarily, t 7→ g(x̂t)
attains its maximum at t, so that

[

d
dtg(x̂t)

]

≤ 0. Since dµ ≥ 0, it follows that
[µt] ≥ 0, and therefore by (2.26), [Hu(t)][ût] ≥ 0. However, the converse inequality
holds in view of (2.12). The conclusion follows. �

We say that the state constraint is of first order if

(2.27) g′(x̂t)f1(x̂t) 6= 0, when g(x̂t) = 0.

Corollary 2.6. Assume that the state constraint is of first order. Then if the
control has a jump at time τ ∈ (0, T ) for which g(x̂τ ) = 0, then µ is continuous at
τ for any associated multiplier (β,Ψ, p, dµ) ∈ Λ.

Proof. ¿From the identity (2.25) in Lemma 2.5, if [ûτ ] 6= 0, then [Hu(t)] = 0. The
latter implies that [µτ ] = 0, in view of the second equality in (2.26) and since (2.27)
holds. �
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We refer to Remark 2.8 regarding the relation between latter Corollary 2.6 and
Maurer [35].

Remark 2.7. Let us illustrate by means of this example that the associated µ might
have jumps at the initial and or at final times. In fact, consider the problem

(2.28) min

∫ T

0

xtdt+ xT ; ẋT = ut ∈ [−1, 1]; g(xt) = −xt ≤ 0; x0 = 1,

with T = 2, and note that

ût :=

{

−1 on [0, 1],
0 on (1, 2]

is optimal for it. Over [0, 1) the state constraint is not active, and on [1, 2] it is.
Since Hu = 0 on [1, 2], necessarily one has that p = 0 on (1, 2). The adjoint equation
reads dp = −dt+ dµ. Since pT+

= 1, we have that [pT ] = [µT ] = 1.

2.4. Arcs and junction points. The contact set associated with the state con-
straint is defined as

(2.29) C := {t ∈ [0, T ] : g(x̂t) = 0}.
For 0 ≤ a < b ≤ T , we say that (a, b) is a (maximal) active arc for the state
constraint, or a C arc, if C contains (a, b), but no open interval in which (a, b) is
strictly contained. Note that, since t 7→ g(x̂t) is continuous, the set C consists of a
countable union of arcs, which can be ordered by size. We say that τ ∈ (0, T ) is a
junction point of the state constraint if it is the extreme point of a C arc.

We give similar definitions for the control constraint, paying attention to the fact
that the control variable is not continuous, and is defined only almost everywhere.
So, we define the contact and interior sets for the control bounds as

(2.30)

{

B− := {t ∈ [0, T ] : ût = umin},
B+ := {t ∈ [0, T ] : ût = umax},

and set B := B− ∪ B+. We shall make clear that if umin = −∞ then B− = ∅
and, analogously, if umax = +∞ then B+ = ∅. These sets are defined up to a
null measure set and they can be identified with their characteristic functions. We
define arcs in a similar way, using representatives of the characteristic functions.
That is, we say that (a, b) is a B−, B+arc (or simply B arc if we do not want to
precise in which bound û lies) if (a, b) is included, up to a null measure set, in B−,
B+, (in B− or B+) respectively, but no open interval strictly containing (a, b) is.
We call junctions times of the control constraint the boundary of B−, B+ arcs in
(0, T ).

Finally, let S denote the singular set

(2.31) S := {t ∈ [0, T ] : umin < ût < umax and g(x̂t) < 0}.
Junction times are in general points τ ∈ (0, T ) at which the trajectory (x̂, û)
switches from one type of arc (B−, B+, C or S) to another type. We may have, for
instance, CS junctions, BC junctions, etc.

Remark 2.8. The result in Corollary 2.6 above was proved by Maurer [37] at times
τ ∈ (0, T ) being junction points of the state constraint, and for state constraints of
any order.
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Consider the following geometric hypotheses on the control structure:
(2.32)






















(i) the interval [0, T ] is (up to a zero measure set) the disjoint
union of finitely many arcs of type B, C and S,

(ii) the control û is at uniformly positive distance of the bounds umin and umax,
over C and S arcs,

(iii) the control û is discontinuous at CS and SC junctions.

The example in Remark 2.7 above and the regulator problem in Section 6 verify
these hypotheses.

Let us note that (2.27) can be written as

(2.33) g′(x̂t)f1(x̂t) 6= 0, on C.

¿From

(2.34) 0 =
d

dt
g(x̂t) = g′(x̂t)

(

f0(x̂t) + ûtf1(x̂t)
)

, on C,

and whenever (2.33) holds, we get that

(2.35) ût = −g′(x̂t)f0(x̂t)

g′(x̂t)f1(x̂t)
, on C.

In the remainder of the article we assume that (x̂, û) satisfy hypotheses (2.32)
and (2.33) above.

2.5. About dµ. Observe that, along a constrained arc (a, b), over which umin <
ût < umax a.e., in view of (2.12), we have that Hu = pf1 = 0, for any (β,Ψ, p, dµ) ∈
Λ. Differentiating in time this equation and using (2.10), we get

0 = dHu = p[f1, f0]dt− g′f1dµ.(2.36)

Thus, since the state constraint is of first order, i.e. (2.33) holds, dµ has a density
ν ≥ 0 over C given by the absolutely continuous function

(2.37) ν : [0, T ] → R, t 7→ νt :=
pt[f1, f0](x̂t)

g′(x̂t)f1(x̂t)
,

where [X,Y ] := X ′Y − Y ′X denotes the Lie bracket associated to a pair of vector
fields X,Y : Rn → R

n.

3. Second order necessary conditions

In this section we state second order necessary conditions for weak optimality
of problem (P). We start by defining the cones of critical directions and giving
necessary conditions, obtained by applying the abstract result in Theorem A.9 in
the Appendix. Afterwards, we present the Goh transformation [23] and we state
second order conditions in the transformed variables.

3.1. Critical directions. Let us extend the use of z[v, z0] to denote the solution
of (2.19)-(2.20) for (v, z0) ∈ L2 ×R

n, and let us write TΦ to refer to the polar cone
of NΦ (defined in (2.8)) at the point (x̂0, x̂T ), given by

(3.1) TΦ := {0}Rn1 × {η ∈ R
n2 ; ηi ≤ 0 : if Φn1+i(x̂0, x̂T ) = 0, i = 1, . . . , n2}.
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For v ∈ L2 and z0 ∈ R
n, consider the linearization of the cost and endpoint con-

straints

(3.2)

{

φ′(x̂0, x̂T )(z0, zT ) ≤ 0,
Φ′(x̂0, x̂T )(z0, zT ) ∈ TΦ,

where z := z[v, z0]. Define the critical cone as the set

(3.3) C :=

{

(v, z) ∈ L∞ × (W 1,∞)n : (v, z) satisfies (2.19) and (3.2),

vt ≥ 0 a.e. on B−, vt ≤ 0 a.e. on B+, g′(x̂t)zt ≤ 0 on C

}

.

Define the strict critical cone,

(3.4) CS := {(v, z) ∈ C : vt = 0 a.e. on B±, g′(x̂t)zt = 0 on C} .

Note that the strict critical cone is a polyhedron of a closed subspace of L∞ ×
(W 1,∞)n. Consider the following weak complementarity condition: there exists a
Lagrange multiplier (β,Ψ, p, dµ) ∈ Λ (defined in (2.15)) such that

(3.5)

{

Hu(û, x̂, p) 6= 0, a.e. over B,
the support of dµ is C.

We have the following identity:

Proposition 3.1. Assume that (3.5) holds, then C = CS .

3.2. Radiality of critical directions. In view of the definition of radial critical
directions given in Section A.2 of the Appendix, an element (v, z) of C is radial if
and only if, for some σ > 0, the following conditions are satisfied:

(3.6) umin ≤ ût + σvt ≤ umax, a.e. on [0, T ],

(3.7) g(x̂t) + σg′(x̂t)zt ≤ 0, for all t ∈ [0, T ].

Recall hypotheses (2.32) and (2.33).

Proposition 3.2. Any critical direction (in C) is radial.

Proof. Let (v, z) ∈ C. Relation (3.6) holds over B arcs, and on S and C arcs by
(2.32)(ii). Relation (3.7) trivially holds over C arcs and, since the state constraint is
not active over B and S arcs, it does also hold over these arcs, except perhaps in the
vicinity of entry or exit points to C arcs. For t ∈ [0, T ], let δt denote the distance
between t and C. By (2.32)(ii)-(iii) and (2.27), d

dtg(x̂t) has a jump at the entry and
exit points of any C arc. Let us check that, for ε > 0 and σ > 0 small enough, we
have g(x̂t)+σg′(x̂t)zt ≤ 0 for all t ∈ [0, T ] such that δt ∈ (0, ε). For such t, reducing
ε > 0 if necessary, we have that g(x̂t) ≤ −c1δt. On the other hand, since g′(x̂t)zt
is Lipschitz continuous and nonpositive over C arcs, we have that g′(x̂t)zt ≤ c2δt,
where c2 > 0 depends on v. Therefore, g(x̂t) + σg′(x̂t)zt ≤ (σc2 − c1)δt < 0 as soon
as σ < c1/c2. The conclusion follows. �

We next give an example of a problem in which the optimal control is not dis-
continuous at the junction points of C arcs, but whose associated critical cone is
nevertheless radial since it reduces to {0}.
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Remark 3.3. Let us consider the problem

min

∫ 2

0

x1,tdt,

ẋ1,t = ut ∈ [−1, 1], ẋ2,t = 1, a.e. on [0, T ],

x1,0 = 1, x2,0 = 0; −(x2,t − 1)2 − x1,t ≤ 0 over [0, T ].

(3.8)

Notice that x2,t = t and that the state constraint is of first order since g(x) :=

−(x2 − 1)2 − x1 satisfies d
dtg(xt) = −2(x2,t − 1)− u+ t. Thus, ut = −2(t− 1) on a

constraint arc. It is easy to see that the optimal control is of type B−CB−. More
precisely,

(3.9) ût =







−1, t ∈ [0, 1],
−2(t− 1), t ∈ (1, 3/2],

−1, t ∈ (3/2, 2].

Thus, û is continuous at the junction time t = 3/2. Yet, since no singular arc occurs,
the critical cone reduces to {0} and, therefore, any critical direction is radial.

3.3. Statement of second order necessary conditions. Next we state a second
order necessary condition in terms of the Hessian of the LagrangianL (which respect
to (u, x)), which is given by the quadratic form

(3.10) Q := Q0 +QE +Qg,

where

(3.11)































Q0(v, z, λ) :=

∫ T

0

(

z⊤t Hxx zt + 2vtHux zt
)

dt,

QE(v, z, λ) := D2ℓβ,Ψ(z0, zT )
2,

Qg(v, z, λ) :=

∫ T

0

z⊤t g′′ ztdµt,

We recall that the Lagrangian L was defined in (2.14).

Proposition 3.4. For every multiplier λ ∈ Λ, we have

(3.12) D2
(u,x)2L(û, x̂, λ)(v, z)2 = Q(v, z, λ), for all (v, z) ∈ C.

As a consequence of Proposition 3.2 and Theorem A.9 in the Appendix, the
following result holds.

Theorem 3.5 (Second order necessary condition). Assume that (û, x̂) is a weak
minimum of problem (P). Then

(3.13) max
λ∈Λ

Q(v, z, λ) ≥ 0, for all (v, z) ∈ C.

3.4. Goh transformation and primitives of critical directions. For (v, z0) ∈
L∞ × R

n, and z := z[v, z0] being the solution of the linearized Cauchy problem
(2.19)-(2.20), let us set,

(3.14) yt :=

∫ t

0

vsds; ξt := zt − ytf1(x̂t), for t ∈ [0, T ].

This change of variables is calledGoh transformation [23]. Defining Et := Atf1(x̂t)−
d
dtf1(x̂t) (where A was defined in (2.18)), observe that ξ is solution of

(3.15) ξ̇t = Atξt + ytEt,
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on the interval [0, T ], with initial condition

ξ0 = z0.

Consider the set of strict primitive critical directions

PS :=
{

(y, h, ξ) ∈ W 1,∞ × R× (W 1,∞)n : y0 = 0, yT = h, (ẏ, ξ + yf1) ∈ CS
}

.

The final value of y is involved in the definition since it becomes an independent vari-
able when we consider the closure of PS with respect to the L2×R×H1−topology.
We provide a characterization of this closure in Theorem 3.7.

If (v, z) ∈ CS is a strict critical direction, then (y, ξ) given by (3.14) satisfies the
following conditions:

(3.16)

{

(i) g′(x̂t)(ξt + ytf1(x̂t)) = 0 on C,
(ii) y is constant on each B arc,

and if (v, z) satisfies the linearized endpoint relations (3.2), then

(3.17)

{

φ′(x̂0, x̂T )
(

ξ0, ξT + hf1(x̂T )
)

≤ 0,

Φ′(x̂0, x̂T )
(

ξ0, ξT + hf1(x̂T )
)

∈ TΦ,

where we set h := yT . In the sequel we let 0 =: τ̂0 < τ̂1 < · · · < τ̂N := T denote the
union of the set of junction times with {0, T }, and we write PS for the closure of
PS in L2 × R× (H1)n.

A B arc starting at time 0 (respectively ending at time T ) is called a B0±

(respectively BT±) arc.

Proposition 3.6. Any (y, h, ξ) ∈ PS verifies (3.16)-(3.17) and

(3.18)















(i) y is continuous at the BC, CB and BB junctions,
(ii) yt = 0, on B0± if a B0± arc exists,
(iii) yt = h, on BT± if a BT± arc exists,
(iv) limt↑T yt = h, if T ∈ C.

Proof. Let (y, h, ξ) ∈ PS be the limit of a sequence (yk, ykT , ξ
k)k ⊂ PS in the

L2×R× (H1)n−topology. By the Ascoli-Arzelà theorem, if yk is equi-bounded and
equi-Lipschitz continuous over an interval [a, b], then yk → y uniformly over [a, b]
and the limit function y is Lipschitz continuous on [a, b]. Applying this property,
we obtain that y is constant over B arcs, and Lipschitz continuous over the union of
adjacent BC, CB and BB arcs. We can prove the other statements by an analogous
reasoning. �

Define the set

(3.19) P2
S :=

{

(y, h, ξ) ∈ L2 × R× (H1)n : (3.15)-(3.18) hold
}

.

Then the following characterization holds.

Theorem 3.7. We have that P2
S = PS.

Proof. That PS ⊂ P2
S follows from Proposition 3.6. Let us prove the converse

inclusion. Define the linear space

(3.20) Z :=















(y, yT , ξ) ∈ W 1,∞ × R×





N
∏

j=1

W 1,∞(τ̂j−1, τ̂j)
n





y0 = 0, (3.15) holds at each (τ̂j−1, τ̂j), and (3.16) holds















,
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that is obtained from PS by removing condition (3.17) and allowing ξ to be discon-
tinuous at the junctions τ̂j , j = 1, . . .N − 1.

Let (y, h, ξ) ∈ P2
S . For any ε > 0, we now construct (yε, yε,T , ξε) ∈ Z such that

yε,T = h and

(3.21) ‖y − yε‖2 + ‖ξ − ξε‖∞ = o(1).

First set

(3.22) yε,t := yt, ξε,t := ξt, on B ∪ C.

On S, let yε ∈ W 1,∞(0, T ) be such that ‖y − yε‖2 < ε, the values of yε at the
junction times being fixed in the following way:

(3.23)











yε(τ̂j+) = y(τ̂j−), if τ̂j > 0 is an entry point of an S arc,

yε(τ̂j−) = y(τ̂j+), if τ̂j < T is an exit point of an S arc,

yε,0 = 0, if 0 ∈ S; yε,T = h, if T ∈ S.

Such a yε exists, see [6, Lemma 8.1]. Define ξε over each S arc by integrating
(3.15) over the respective arc with y = yε and the initial condition ξε,τ = ξτ , where
τ denotes the entry point of the arc. Then (yε, yε,T , ξε) ∈ Z satisfies (3.21). In
particular, we have

|ξε(τ̂j−)− ξε(τ̂j+)| = |ξε(τ̂j−)− ξ(τ̂j)| = o(1), for all j = 1, . . . , N − 1,(3.24)

|ϕ′(x̂0, x̂T )(ξε,0, ξε,T + f1(x̂T )yε,T )− ϕ′(x̂0, x̂T )(ξ0, ξT + f1(x̂T )h)| = o(1),(3.25)

|Φ′(x̂0, x̂T )(ξε,0, ξε,T + f1(x̂T )yε,T )− Φ′(x̂0, x̂T )(ξ0, ξT + f1(x̂T )h)| = o(1).(3.26)

Notice that, the cone PS is obtained from Z by adding the constraints

ξ(τ̂j−)− ξ(τ̂j+) = 0, for all j = 1, . . . , N − 1,(3.27)

Φ′(x̂0, x̂T )(ξ0, ξT + f1(x̂T )h) ∈ TΦ.(3.28)

In view of Hoffman’s lemma [27] and estimates (3.24)-(3.26), we get that there

exists (ỹε, ỹε,T , ξ̃ε) ∈ PS such that

(3.29) ‖ỹε − yε‖2 + ‖ξ̃ε − ξε‖∞ = o(1).

Finally, from (3.21) and (3.29) we have that

(3.30) ‖ỹε − y‖2 + ‖ξ̃ε − ξ‖∞ = o(1),

and hence, the density of PS in P2
S follows. �

3.5. Goh transformation on the Hessian of Lagrangian. Next, we want to
express each of the quadratic functions in (3.10)-(3.11) as functions of (y, h, ξ). For
the terms that are quadratic in z, it suffices to replace z by ξ + f1(x̂)y. With this
aim, set for (y, h, ξ) ∈ L2 × R× (H1)n and λ := (β,Ψ, p, dµ) ∈ Λ,

ΩT (y, h, ξ, λ) :=2hHux,T ξT + hHux,T f1(x̂T )h,

Ω0(y, h, ξ, λ) :=

∫ T

0

(

ξ⊤t Hxxξt + 2ytMξt + ytRyt
)

dt,

ΩE(y, h, ξ, λ) := D2ℓβ,Ψ(ξ0, ξT + f1(x̂T )h)
2,

Ωg(y, h, ξ, λ) :=

∫ T

0

(ξt + f1(x̂t)y)
⊤g′′(x̂t)(ξt + f1(x̂t)y)dµt,

Ω := ΩT +Ω0 +ΩE + Ωg,

(3.31)
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with

(3.32) M := f⊤
1 Hxx − Ḣux −HuxA,

(3.33) R := f⊤
1 Hxxf1 − 2HuxE − d

dt
(Huxf1).

Here, when we omit the argument of M, R, H or its derivatives, we mean that they
are evaluated at (x̂, û, λ).

Remark 3.8. Easy computations show that R does not depend on u. More precisely,
R is given by

(3.34) R(x̂t, λt) = pt
[

[f0, f1], f1
]

(x̂t) + g′(x̂t)f
′
1(x̂t)f1(x̂t)νt,

where ν is the density of dµ given in (2.37).

Proposition 3.9. Let (v, z) ∈ L2 × (H1)n be a solution of (2.19) and let (y, ξ) be
defined by Goh transformation (3.14). Then, for any λ ∈ Λ,

(3.35) Q(v, z, λ) = Ω(y, yT , ξ, λ).

Proof. Take (v, z) and (y, ξ) as in the statement. It is straightforward to prove that

(3.36) QE(v, z, λ) = ΩE(y, yT , ξ, λ), and Qg(v, z, λ) = Ωg(y, yT , ξ, λ).

In order to prove the equality between Q0 and Ω0, let us replace each occurrence
of z in Q0, by its expression in the Goh transformation (3.14), i.e. change z by
ξ + f1(x̂)y. The first term in Q0 can be written as

(3.37)

∫ T

0

z⊤Hxxzdt =

∫ T

0

(ξ + f1y)
⊤Hxx(ξ + f1y)dt.

Let us consider the second term in Q0 :
∫ T

0

vHux(ξ + f1y)dt =

∫ T

0

(

vHuxξ + vHuxf1y
)

dt.(3.38)

Integrating by parts the first term in previous equation we get
∫ T

0

vHuxξdt = [yHuxξ]
T
0 −

∫ T

0

y
(

Ḣuxξ +Huxξ̇
)

dt

= yTHux,T ξT −
∫ T

0

y
(

Ḣuxξ +HuxAξ +HuxEy)dt.

(3.39)

For the second term in the right hand-side of (3.38) we obtain

∫ T

0

vHuxf1ydt = [yHuxf1y]
T
0 −

∫ T

0

y

(

d

dt
(Huxf1)y +Huxf1v

)

dt.(3.40)

This identity yields the following

(3.41)

∫ T

0

vHuxf1ydt =
1
2yTHux,T f1yT − 1

2

∫ T

0

y
d

dt
(Huxf1)y dt.

¿From (3.37), (3.39) and (3.41) we get the desired result. �
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3.6. Second order necessary condition in the new variables. We can obtain
the following new necessary condition in the variables after Goh’s transformation.

Theorem 3.10. If (û, x̂) is a weak minimum, then

(3.42) max
λ∈Λ

Ω(y, h, ξ, λ) ≥ 0, for all (y, h, ξ) ∈ P2
S .

Proof. Let us assume first that the qualification condition (2.21)(i) does not hold.
Therefore, there exists a nonzero element ΨE in [ImDΦ̄E(û, x̂0)]

⊥. Hence, the
multiplier λ composed by such ΨE , and having (β,ΨI , dµ) := 0 and the associated
costate p, is a Lagrange multiplier, as well as its opposite −λ. Therefore, either
Ω(y, h, ξ, λ) or Ω(y, h, ξ,−λ) is greater or equal zero, and the conclusion follows.

Let us now consider th case when (2.21)(i) holds true. Then, the corresponding
abstract problem (PA) (defined in the Appendix A.1) verifies the qualification con-

dition (A.5)(i). Recall the definition of Λ̂ in (A.10), and the corresponding set Λ̂1

(see (2.16)). In view of Theorem A.5, Λ̂1 is non empty and bounded. Furthermore,
due to Banach-Alaoglu Theorem and since the space of continuous functions in

[0, T ] is separable, we get that Λ̂1 is weakly* sequentially compact.
Consider now (y, h, ξ) ∈ P2

S . By Theorem 3.7, there exists a sequence (yk, ykT , ξ
k) ⊂

PS such that

(3.43) (yk, ykT , ξ
k) → (y, h, ξ), in the L2 × R× (H1)n-topology.

By Proposition 3.9, for all λ ∈ Λ,

(3.44) Ω(yk, ykT , ξ
k, λ) = Q(vk, zk, λ),

where vk := d
dty

k and zk := ξk + f1y
k. For each (vk, zk), due to Theorem 3.5, there

exists λk ∈ Λ for which

(3.45) Q(vk, zk, λk) ≥ 0.

Let λ̂k be the corresponding element of Λ̂1 given by the bijection (A.11), and

consider λ̄k ∈ Λ such that λ̂k = (1, λ̄k). Then

(3.46) Q(vk, zk, λ̄k) ≥ 0,

in view of (3.45) and since λ̄k is obtained from λk by multiplying by a positive

scalar. Since Λ̂1 is weakly* sequentially compact, then there exists a subsequence

(λ̂kj )j weakly* convergent to λ̂ = (1, λ̄) ∈ Λ̂1, where λ̄ ∈ Λ. Thus, λ̄k
∗
⇀ λ̄ in Λ and

we get

(3.47) Ω(y, h, ξ, λ̄) = lim
k→∞

Ω(yk, ykT , ξ
k, λ̄k) = lim

k→∞
Q(vk, zk, λ̄k) ≥ 0.

This concludes the proof.
�

4. Second order sufficient conditions

In this section we show a second order sufficient condition in terms of the uni-
form positivity of Ω and guaranteeing that the nominal solution (û, x̂) is a strict
Pontryagin minimum whenever this condition is satisfied.

To state the main result of this section (see Theorem 4.5) we need to introduce
the following concepts.



CONTROL-AFFINE PROBLEMS WITH STATE CONSTRAINTS 15

Definition 4.1. We say that (û, x̂) is a Pontryagin minimum of problem (P) if for
any M > 0, there exists εM > 0 such that (û, x̂) is a minimum in the set of feasible
trajectories (u, x) satisfying

(4.1) ‖x− x̂‖∞ + ‖u− û‖1 < εM , ‖u− û‖∞ < M.

A sequence (vk) ⊂ L∞ is said to converge to 0 in the Pontryagin sense if ‖vk‖1 → 0
and there exists M > 0 such that ‖vk‖∞ ≤ M, for all k ∈ N.

Definition 4.2. Let us define the function γ : L2 × R× R
n → R, given by

(4.2) γ(y, h, x0) :=

∫ T

0

y2t dt+ h2 + |x0|2.

We say that (û, x̂) satisfies the γ−growth condition in the Pontryagin sense if there
exists ρ > 0 such that, for every sequence of feasible variations (vk, δxk) having
(vk) convergent to 0 in the Pontryagin sense and δxk,0 → 0, one has

(4.3) J(û + vk)− J(û) ≥ ργ(yk, yk,T , δxk,0),

for k large enough, where yk,t :=
∫ t

0
vk,sds, for t ∈ [0, T ].

Definition 4.3. We say that (û, x̂) satisfies strict complementarity condition for the
control constraints if the following conditions hold:

(i) max
λ∈Λ

Hu(ût, x̂t, pt) > 0, for all t in the interior of B−,

(ii) min
λ∈Λ

Hu(ût, x̂t, pt) < 0, for all t in the interior of B+,

(iii) max
λ∈Λ

Hu(û0, x̂0, p0) > 0, if 0 ∈ B−, and max
λ∈Λ

Hu(ûT , x̂T , pT ) > 0, if T ∈ B−,

min
λ∈Λ

Hu(û0, x̂0, p0) < 0, if 0 ∈ B+, and min
λ∈Λ

Hu(ûT , x̂T , pT ) > 0, if T ∈ B+.

Consider the following extended cones of critical directions (compare to (3.19)):

P̂2 := {(y, h, ξ) ∈ L2 × R× (H1)n : (3.15)-(3.17), (3.18)(ii)-(iii) hold}(4.4)

ˆ̂P2 := {(y, h, ξ) ∈ P̂2 : (3.18)(iv) holds},(4.5)

and

(4.6) P2
∗ :=

{

ˆ̂P2, if T ∈ C and [µ(T )] > 0, for some (β,Ψ, p, dµ) ∈ Λ,

P̂2, otherwise.

Let us recal the definition of Legendre form (see e.g. [26]):

Definition 4.4. Let W be a Hilbert space. We say that a quadratic mapping Q :
W → R is a Legendre form if it is sequentially weakly lower semi continuous over
W, such that, if wk → w weakly in W and Q(wk) → Q(w), then wk → w strongly.

Theorem 4.5. Suppose that the following conditions hold true:

(i) (û, x̂) satisfies strict complementarity for the control constraint,
(ii) β > 0, for each (β,Ψ, p, dµ) ∈ Λ,
(iii) for each λ ∈ Λ, Ω(·, λ) is a Legendre form in {(y, h, ξ) ∈ L2 × R× (H1)n :

(3.15) holds} and there exists ρ > 0 such that

(4.7) max
λ∈Λ

Ω(y, h, ξ, λ) ≥ ργ(y, h, ξ0), for all (y, h, ξ) ∈ P2
∗ .

Then (û, x̂) is a Pontryagin minimum satisfying γ−growth.
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Remark 4.6. A necessary and sufficient condition for first assertion in item (iii) of
Theorem 4.5 to hold is that there exists α > 0, such that, for every λ ∈ Λ,

(4.8) R(x̂t, λt) + f1(x̂t)
⊤g′′(x̂t)f1(x̂t)νt > α, on [0, T ],

where ν is the density of dµ, which vanishes on [0, T ]\C, and on the set C is given
by the expression (2.37). See [26] for more details.

For the lemma below recall the definition of L which was given in (2.14).

Lemma 4.7. Let (u, x) ∈ L2 × (H1)n be a solution of (2.1), and set (δx, δu) :=
(x, u)− (x̂, û). Then, the following expression for the Lagrangian function holds for
every multiplier λ ∈ Λ,

(4.9) L(u, x, λ) = L(û, x̂, λ) + Q̃(δu, δx, λ) + r (δu, δx, λ),

where

Q̃(δu, δx, λ) :=

1
2D

2ℓβ,Ψ(δx0, δxT )
2 +

∫ T

0

{

Huδu+ 1
2Hxxδx

2 +Hux(δu, δx)
}

dt+ 1
2

∫

[0,T ]

g′′δx2dµ,

and

r (δu, δx) := O
(

|(δx0, δxT )|3
)

+

∫ T

0

{

1
2Huxx(δu, δx, δx) + p

∑

(ûi + δui)O
(

|δx|3
)}

dt+

∫

[0,T ]

O
(

|δx|3
)

dµ.

Proof. Let us consider the following second order Taylor expansions, written in
compact form,

ℓβ,Ψ(x0, xT ) = ℓβ,Ψ +Dℓβ,Ψ(δx0, δxT ) +
1
2D

2ℓβ,Ψ(δx0, δxT )
2 +O

(

|(δx0, δxT )|3,
fi(xt) = fi,t +DfiδxT + 1

2D
2fiδx

2
t +O

(

|δx|3
)

,

g(xt) =
1
2g +Dgδxt +

1
2g

′′δx2
t +O

(

|δx|3
)

.

(4.10)

Observe that

(4.11) Dℓβ,Ψ(δx0, δxT ) = [p δx]T0 =

∫ T

0

p(−fxδx+ ˙δx)dt−
∫ T

0

g′(x̂)δxdµ.

Using the identities (4.10) and (4.11) in the following equation

(4.12) L(u, x, λ) = ℓβ,Ψ(x0, xT ) +

∫ T

0

p
(

∑

uifi − ẋ
)

dt+

∫ T

0

g(x)dµ,

we obtain the desired expression for L(u, x, λ). The result follows.
�

In view of previous Lemma 4.7 and [6, Lemma 8.4] we can prove the following:

Proposition 4.8. Let (vk) be a sequence converging to 0 in the Pontryagin sense
and (xk,0) a sequence in R

n converging to x̂0. Set uk := û + vk, and let xk be the
corresponding solution of equation (2.1) with initial value equal to xk,0. Then, for
every λ ∈ Λ, one has

(4.13) L(uk, xk, λ) = L(û, x̂, λ) +
∫ T

0

Hu(t)vk,tdt+Q(vk, zk, λ) + o(γk),
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where zk := z[vk, xk,0 − x̂0], yk,t :=
∫ t

0
vk,sds and γk := γ(yk, yk,T , xk,0 − x̂0).

Remark 4.9. Notice that Lemma 8.4 in [6] was proved for γ depending only on (y, h)
since the initial value x0 was fixed throughout the article, while here γ depend also
on the initial variation of the state. The extension of Lemmas 8.3 and 8.4 in [6] for
the case with variable initial state are immediate, and the proofs are given in detail
in [5].

Proposition 4.10. Let (p, dµ) ∈ (BV )n∗×M verify (2.10)-(2.11), and let (v, z) ∈
L2 × (H1)n satisfy (2.19). Then,

(4.14)

∫

[0,T ]

g′(x̂t)ztdµt +Dℓβ,Ψ(z0, zT ) =

∫ T

0

Hu(t)vtdt.

Proof. Note that
∫

[0,T ]

g′(x̂t)ztdµt = −
∫ T

0

dpt ztdt−
∫ T

0

ptfx(ût, x̂t)ztdt

= −
∫ T

0

dpt ztdt−
∫ T

0

pt(żt − f1(x̂t)vt)dt

= −[pz]T+
0− +

∫ T

0

Hu(t)vtdt.

(4.15)

The wanted result follows from latter equation and (2.11). �

Proof of Theorem 4.5. If the conclusion does not hold, there should exist a sequence
(vk, xk,0) ⊂ L∞ × R

n of non identically zero functions having (vk) converging to 0
in the Pontryagin sense and xk,0 → x̂0, and such that, setting uk := û + vk, the
corresponding solutions xk of (2.1) are feasible and

(4.16) J(uk) ≤ J(û) + o(γk),

where yk,t :=
∫ t

0
vk,sds and γk := γ(yk, yk,T , xk,0 − x̂0). Set zk := z[vk, zk,0] with

zk,0 := xk,0−x̂0. Take any λ ∈ Λ, and then multiply inequality (4.16) by β (which is
positive in view of assumption (ii) of the present theorem), afterwards add the non-
positive term Ψ·Φ(xk,0, xk,T ) +

∫

[0,T ]
g(xk)dµ to the left hand-side of the resulting

inequality, and obtain the following:

(4.17) L(uk, xk, λ) ≤ L(û, x̂, λ) + o(γk).

Set (ȳk, h̄k, ξ̄k,0) := (yk, yk,T , zk,0)/
√
γk. Note that the elements of this sequence

have unit norm in L2 × R × R
n. By the Banach-Alaoglu Theorem, extracting if

necessary a sequence, we may assume that there exists (ȳ, h̄, ξ̄0) ∈ L2×R×R
n such

that

(4.18) ȳk ⇀ ȳ, and (h̄k, ξ̄k,0) → (h̄, ξ̄0),

where the first limit is given by the weak topology of L2.
We shall next prove that (ȳ, h̄, ξ̄) is in P2

∗ , where ξ̄ is the solution of (3.15)
associated to ȳ and the initial condition ξ̄0.

Recall the definition of P2
∗ given in equation (4.6). In the sequel we show that

(ȳ, h̄, ξ̄) verifies (3.16)(ii). ¿From (4.13), (4.17) and the equivalence between Q and
Ω stated in Proposition 3.9, it follows that

(4.19) − Ω(ξk, yk, hk, λ) + o(γk) ≥
∫ T

0

Hu(t)vk,tdt ≥ 0,
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where ξk is solution of (3.15) corresponding to yk. The last inequality in (4.19)
holds in view of (2.12) and since û + vk satisfies the control constraint (2.4). By
the continuity of the mapping Ω over the space L2×R× (H1)n and from (4.19) we
deduce that

0 ≤
∫ T

0

Hu(t)vk,tdt ≤ O(γk).

Hence, since the integrand in previous inequality is nonnegative for all k ∈ N, we
have that

(4.20) lim
k→∞

∫ T

0

Hu(t)ϕt

vk,t√
γk

dt = 0,

for any nonnegative Lipschitz continuous function ϕ : [0, T ] → R. Let us consider,
in particular, such a function ϕ having its support included in a maximal interval
(c, d) where the control constraint is active. Integrating by parts in (4.20) and in
view of (4.18), we obtain

0 = lim
k→∞

∫ d

c

d

dt
(Hu(t)ϕt) ȳk,tdt =

∫ d

c

d

dt
(Hu(t)ϕt) ȳtdt.

Over a B arc, vk has constant sign and therefore, ȳ is either nondecreasing or
nonincreasing on (c, d). Thus, we can integrate by parts in the previous equation
to get

(4.21)

∫ d

c

Hu(t)ϕtdȳt = 0.

Take t0 ∈ (c, d). By the strict complementary condition for the control constraint

assumed here (see Definition 4.3), there exists λ̂ = (β̂, Ψ̂, p̂, dµ̂) ∈ Λ such that
Hu(ût0 , x̂t0 , p̂t0) > 0. Hence, in view of the continuity of Hu on B,1 there exists
ε > 0 such that Hu(ût, x̂t, p̂t) > 0 on (t0 − 2ε, t0 + 2ε) ⊂ (c, d). Choose ϕ such that
suppϕ ⊂ (t0− 2ε, t0+2ε), and Hu(ût, x̂t, p̂t)ϕt = 1 on (t0− ε, t0+ ε). Since dȳ ≥ 0,
equation (4.21) yields

0 =

∫ d

c

Hu(ût, x̂t, p̂t)ϕtdȳt ≥
∫ t0+ε

t0−ε

Hu(ût, x̂t, p̂t)ϕtdȳt

=

∫ t0+ε

t0−ε

dȳt = ȳt0+ε − ȳt0−ε.

(4.22)

As both ε and t0 ∈ (c, d) are arbitrary we deduce that

(4.23) dȳt = 0, on B.

Hence, (ȳ, h̄, ξ̄) satisfies (3.16)(ii).
Assume now that a B0± arc exists, and let us prove that ȳ = 0 on B0± (see the

definition of B0± in the paragraph preceding Proposition 3.6). Let B0± be equal to
[0, t1] for some t1 > 0. Assume without loss of generality that û = umin on [0, t1].
Notice that by the strict complementarity condition for the control constraint (i.e.
condition (i) of the present theorem) there exists λ′ = (β′,Ψ′, p′, dµ′) ∈ Λ and
ε, δ > 0 such that Hu(ût, x̂t, p

′
t) > δ for all t ∈ [0, ε], and thus, by considering in

(4.20) a nonnegative Lipschitz continuous function ϕ : [0, T ] → R being equal to

1Actually Hu continuous on B since p does not jump on B.
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1/δ on [0, t], we obtain ȳk,t =

∫ t

0

vk,s√
γk

ds → 0, since vk ≥ 0 on [0, t1]. Hence ȳ = 0

on [0, ε]. This last assertion, together with (4.23), imply that ȳ = 0 on B0±.
Suppose that T is in a boundary arc BT±. Let BT± = [tN , T ]. Then, we can

derive that for some ε > 0, ȳk,T − ȳk,t =

∫ T

t

vk,s√
γk

ds → 0 for all t ∈ [T − ε, T ], by

an argument analogous to the one above. Thus, ȳt = h̄ on [T − ε, T ], and hence,
by (4.23) we get that

(4.24) ȳ = h̄, on (tN , T ], if T ∈ B.

Therefore, (ȳ, h̄, ξ̄) verifies (3.18)(ii)-(iii)
Let us prove that (ȳ, h̄, ξ̄) satisfies (3.16)(i). For all t ∈ [0, T ], a first order Taylor

expansion gives

(4.25) 0 ≥ g(xk,t) = g(x̂t) + g′(x̂t)δxk,t +O(|δxk,t|2).
¿From latter estimate and [6, Lemma 8.12], we deduce that

(4.26) g′(x̂t)zk,t ≤ o(
√
γ
k
) +O(|δxk,t|2), for all t ∈ C.

Let ϕ ≥ 0 be some continuous function with support in C. ¿From (4.26), we get
that

∫ T

0

ϕtg
′(x̂t)(ξk,t+f1(x̂t)yk,t)dt =

∫ T

0

ϕtg
′(x̂t)zk,tdt

≤ ‖ϕ‖∞
∫ T

0

(

o(
√
γ
k
) +O(|δxk,t|2)

)

dt ≤ o(
√
γ
k
),

(4.27)

where the last inequality follows from [6, Lemma 8.4]. Therefore, dividing by
√
γk

and passing to the limit, we obtain

(4.28)

∫ T

0

ϕtg
′(x̂t)(ξ̄t + f1(x̂t)ȳt)dt ≤ 0.

Since ϕ is an arbitrary nonnegative continuous function with support in C (and C
is a finite union of intervals), we deduce that

(4.29) g′(x̂t)(ξ̄t + f1(x̂t)ȳt) ≤ 0, for a.a. t ∈ C.

In view of (4.26), we have that

(4.30) g′(x̂T )(ξ̄k,T + f1(x̂T )ȳk,T ) ≤ o(1).

Thus,

(4.31) g′(x̂T )(ξ̄T + f1(x̂T )h̄) ≤ 0.

Take (β,Ψ, p, dµ) ∈ Λ. In view of Proposition 4.10 and since umin ≤ û + vk ≤
umax, we have

(4.32) Dℓβ,Ψ(x̂0, x̂T )(zk,0, zk,T ) +

∫

[0,T ]

g′(x̂t)zk,tdµt =

∫ T

0

Hu(t)vk,tdt ≥ 0.

On the other hand, a first order Taylor expansion of ℓβ,Ψ and [6, Lemma 8.12] lead
to

(4.33) Dℓβ,Ψ(x̂0, x̂T )(zk,0, zk,T ) = ℓβ,Ψ(xk,0, xk,T )− ℓβ,Ψ(x̂0, x̂T ) + o(
√
γ
k
).



20 M.S. ARONNA AND F. BONNANS AND B.S. GOH

Hence, by (4.32),

0 ≤ ℓβ,Ψ(xk,0, xk,T )− ℓβ,Ψ(x̂0, x̂T ) + o(
√
γ
k
) +

∫

[0,T ]

g′(x̂t)zk,tdµt

≤ βφ(xk,0, xk,T )− βφ(x̂0, x̂T ) + o(
√
γ
k
) +

∫

[0,T ]

g′(x̂t)zk,tdµt,

(4.34)

where the last inequality holds since
∑n1+n2

i=n1+1 ΨiΦi(xk,0, xk,T ) ≤ 0. Observe now

that, due to (4.16), βφ(xk,0, xk,T )− βφ(x̂0, x̂T ) ≤ o(γk). Hence, by latter estimate
and from (4.34), we deduce that

(4.35)
1√
γk

∫

[0,T ]

g′(x̂t)zk,tdµt =

∫

[0,T ]

g′(x̂t)(ξ̄k,t + f1(x̂t)ȳk,t)dµt ≥ o(1).

Since dµt has an essentially bounded density over [0, T ), we have that

0 ≤ lim inf

∫

[0,T ]

g′(x̂t)(ξ̄k,t + f1(x̂t)ȳk,t)dµt

= lim
(

∫

[0,T )

g′(x̂t)(ξ̄k,t + f1(x̂t)ȳk,t)dµt + g′(x̂T )(ξ̄k,T + f1(x̂T )ȳk,T )[µ(T )]
)

=

∫

[0,T )

g′(x̂t)(ξ̄t + f1(x̂t)ȳt)dµt + g′(x̂T )(ξ̄T + f1(x̂T )h̄)[µ(T )].

(4.36)

In view of (4.29), (4.31) and the complementary condition (3.5), we get from (4.36)
that

(4.37) g′(x̂t)(ξ̄t + f1(x̂t)ȳt) = 0, for a.a. t ∈ C,

and

(4.38) g′(x̂T )(ξ̄T + f1(x̂T )h̄) = 0, whenever [µ(T )] > 0.

Then, (ȳ, h̄, ξ̄) satisfies (3.16)(i) and

(4.39) h̄ = − g′(x̂T )ξ̄T
g′(x̂T )f1(x̂T )

= lim
t↑T

− g′(x̂t)ξ̄t
g′(x̂t)f1(x̂t)

= lim
t↑T

ȳ(t),

if [µ(T )] > 0 for some (β,Ψ, p, dµ) ∈ Λ, so that, in this case, (3.18)(iv) holds.
We shall now prove (3.17). Let i = 1, . . . , n1 + n2, then

Φ′
i(x̂0, x̂T )(ξ̄0, ξ̄T + f1(x̂T )h̄) = limΦ′

i(x̂0, x̂T )
(ξk,0, ξk,T + f1(x̂T )yk,T )√

γk

= limΦ′
i(x̂0, x̂T )

(zk,0, zk,T )√
γk

.

(4.40)

A first order Taylor expansion of Φi at (x̂0, x̂T ) and [6, Lemma 8.12] yield

(4.41) Φ′
i(x̂0, x̂T )

(zk,0, zk,T )√
γk

=
Φi(xk,0, xk,T )− Φi(x̂0, x̂T )√

γk
+ o(1).

Thus, from (4.40)-(4.41) we get

Φ′
i(x̂0, x̂T )(ξ̄0, ξ̄T + f1(x̂T )h̄) = 0, for i = 1, . . . , n1,

Φ′
i(x̂0, x̂T )(ξ̄0, ξ̄T + f1(x̂T )h̄) ≤ 0, for i = n1 + 1, . . . , n1 + n2, with Φi(x̂0, x̂T ) = 0.
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For the endpoint cost, we can obtain expressions analogous to (4.40)-(4.41), and
then, from (4.16) we get

(4.42) φ′(x̂0, x̂T )(ξ̄0, ξ̄T + f1(x̂T )h̄) ≤ 0.

Hence, (3.17) is verified.
We conclude that (ȳ, h̄, ξ̄) ∈ P2

∗ .
¿From equation (4.13) in Proposition 4.8 we obtain that

(4.43) Ω(yk, hk, ξk, λ) = L(uk, xk, λ)−L(û, x̂, λ)−
∫ T

0

Hu(t)vk,tdt−o(γk) ≤ o(γk),

where the last inequality follows from (4.17) and since Hu(t)vk,t ≥ 0, a.e. on [0, T ].
Hence,

(4.44) lim inf
k→∞

Ω(yk, hk, ξk, λ) ≤ lim sup
k→∞

Ω(yk, hk, ξk, λ) ≤ 0.

Let us recall that, for each λ ∈ Λ, the mapping Ω(·, λ) is a Legendre form in the
Hilbert space {(y, h, ξ) ∈ L2×R× (H1)n : (3.15) holds} (in view of hypothesis (iii)
of the current theorem). In particular, for λ̄ ∈ Λ reaching the maximum in (4.7)
for the critical direction (ȳ, h̄, ξ̄), one has

(4.45) ργ(ȳ, h̄, ξ̄0) ≤ Ω(ȳ, h̄, ξ̄, λ̄) = lim inf Ω(ȳk, h̄k, ξ̄k, λ̄) ≤ 0,

where the equality holds since Ω is a Legendre form and the last inequality follows
from (4.44). Hence, in view of (4.45) we get that (ȳ, h̄, ξ̄0) = 0 and limΩ(ȳk, h̄k, ξ̄k, λ̄) =
0. Consequently, (ȳk, h̄k, ξ̄k,0) converges strongly to (ȳ, h̄, ξ̄0) = 0, which is a con-
tradiction since (ȳk, h̄k, ξ̄k,0) has unit norm in L2×R×R

n. We conclude that (û, x̂)
is a Pontryagin minimum satisfying γ−growth in the Pontryagin sense. �

5. Shooting formulation

Here we aim to use the necessary conditions provided by the PMP to write a
numerical scheme that allows us to calculate the candidates for optimal solution.
The idea is to use optimality conditions to write the control as a function of the
state and the costate, and then to integrate a differential system written only in
terms of the latter variables. The main feature of this shooting formulation is that
the value of the control is computed differently depending on the type of arc. The
technique used to compute the optimal candidates is as explained next. We first
estimate the structure of the control, i.e. the concatenation of different type of
arcs that form the control and the approximate values of the junction times. This
is done in practice by some direct method such as solving the NLP associated to
the corresponding discretized problem. Afterwards, we write the state and costate
equations in which we eliminate the control by using a different formula on each sub
arc. The latter equations are completely determined by the values of the junction
times, the initial values of x and p and the magnitude of the jump of the multiplier
dµ whenever the final time T is in a constrained arc.

We consider the problem

(P’) minφ(x0, x1); ẋ = f0(x) + uf1(x), 0 ≤ u ≤ 1, Φ(x0, x1) = 0, g(x) ≤ 0,

which is obtained from (P) by removing the inequality endpoint constraints. We
set umin := 0 and umax := 1 for the sake of simplicity.

Recall the concept of Pontryagin minimum given in Definition 4.1. We want to
provide a numerical scheme for approximating Pontryagin minima of (P’).
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Assume for the remainder of the section that (û, x̂) is a Pontryagin minimum
for (P’) that verifies (2.32) and (2.33).

5.1. Reformulation of the problem. We make a transformation of the opti-
mal control problem (P’) in the spirit of [7], by taking as decision variables (state
variables) the entry and exit times of boundary arcs. We aim to prove that any
Pontryagin minimum for the original problem can be transformed into a weak min-
imum of an unconstrained transformed problem, in which the switching times are
optimization parameters.

Consider a Pontryagin minimum (û, x̂) of (P’), and let

(5.1) 0 =: τ̂0 < τ̂1 < · · · < τ̂N := T

denote its associated switching times. Recall the definition of the sets C, B−, B+

and S given in Section 2.4 above. Set Îk := [τ̂k−1, τ̂k], for k = 1, . . . , N, and

(5.2) I(S) := {k = 1, . . . , N : Îk is a singular arc}.
Analogously, define I(C), I(B−), I(B+). For each k = 1, . . . , N, consider a state
variable xk ∈ (W 1,∞)n, and for each k ∈ I(S), consider the control variable uk ∈
L∞.

In the following reformulation of problem (P’) we consider a control variable for
each singular arc of û. On the set B, we fix the control to the corresponding bound.
On the other hand, from (2.35) we get that, on C, we have ût = Γ(x̂t) where Γ is
a function from R

n to R given by

Γ(x) := −g′(x)f0(x)

g′(x)f1(x)
.

Consider the optimal control problem (TP’) on the interval [0, 1] given by

min φ(x1
0, x

N
1 ),(5.3)

ẋk = (τk − τk−1)(f0(x
k) + ukf1(x

k)), for k ∈ I(S),(5.4)

ẋk = (τk − τk−1)f0(x
k), for k ∈ I(B−),(5.5)

ẋk = (τk − τk−1)(f0(x
k) + f1(x

k)), for k ∈ I(B+),(5.6)

ẋk = (τk − τk−1)
(

f0(x
k) + Γ(xk)f1(x

k)
)

, for k ∈ I(C),(5.7)

τ̇k = 0, for k = 1, . . . , N − 1,(5.8)

Φ(x1
0, x

N
1 ) = 0,(5.9)

g(xk
0) = 0, for k ∈ I(C),(5.10)

xk
1 = xk+1

0 , for k = 1, . . . , N − 1.(5.11)

Remark 5.1. Since we use the expression (2.35) to eliminate the control from equa-
tion (2.34), we impose g(xk

0) = 0 in the formulation of (TP’) in order to guarantee
that the state constraint is active along xk with k ∈ I(C).

Set for each k = 1, . . . , N :

x̂k
s := x̂

(

τ̂k−1 + (τ̂k − τ̂k−1)s
)

, for s ∈ [0, 1], k = 1, . . . , N,

ûk
s := û

(

τ̂k−1 + (τ̂k − τ̂k−1)s
)

, for s ∈ [0, 1], k ∈ I(S).
(5.12)

Lemma 5.2. Let (û, x̂) be a Pontryagin minimum of problem (P’). Then
(

(ûk)k∈I(S), (x̂
k)Nk=1, (τ̂k)

N−1
k=1

)

is a weak solution of (TP’).
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Proof. Let ε > 0 be as in Definition 4.1 and
(

(uk), (xk), (τk)
)

be feasible for (TP’)
with

(5.13) ‖uk − ûk‖∞ < ε̄ and |τk − τ̂k| ≤ δ̄, for all k = 1, . . . , N,

for some ε̄, δ̄ > 0 to be determined later.
Set Ik := [τk−1, τk], and consider the functions sk : Ik → [0, 1] given by sk,t :=

t− τk−1

τk − τk−1
. Define u : [0, T ] → R as

(5.14) ut :=























0, if t ∈ Ik, k ∈ I(B−),

1, if t ∈ Ik, k ∈ I(B+),

Γ
(

xk(sk,t)
)

, if t ∈ Ik, k ∈ I(C),

uk(sk,t), if t ∈ Ik, k ∈ I(S).
Let x be the state corresponding to the control u and the same initial condition
x(0) = x1

0. We aim to show that if ε̄, δ̄ > 0 are small enough, then (u, x) is feasible
for (P’) and (4.1) holds. Notice that, due to Gronwall’s Lemma, any trajectory
(u, x) defined as above verifies the estimate

(5.15) ‖u− û‖1 + ‖x− x̂‖∞ < O(ε̄+ δ̄).

Moreover, for k = 1, . . . , N, we have that x(t) = xk(sk,t), for all t ∈ Ik.
We analyze first the control constraints. Take k = 1, . . . , N. If k ∈ I(B−) ∪

I(B+), then ut ∈ {0, 1} for a.a. t ∈ Ik. On the other hand, observe that, by (2.32),
there exists ρ1 > 0 such that

(5.16) ρ1 < ût < 1− ρ1, over C and S arcs.

Suppose now that k ∈ I(S). Then, in view of (5.13) and (5.16) we can see that
the control constraints hold on Ik, provided that ε̄ ≤ ρ1. Finally, consider the case
where k ∈ I(C). Notice that in this case (5.16) is equivalent to

(5.17) ρ1 < Γ(x̂t) < 1− ρ1, on Îk.

Hence, by standard continuity arguments and for ε̄, δ̄ sufficiently small, we get

(5.18) 0 < Γ(xt) < 1, on Ik,

and hence, (u, x) verifies the control constraints.
Let us now consider the state constraint. Take first k ∈ I(C). Then g(xτk) =

g(xk
0) = 0 and, by definition of (u, x), we have that d

dtg(xt) = 0 for all t ∈ Ik.
Therefore, x satisfies the state constraint on Ik for k ∈ I(C). Next, observe that,
due to (2.32), for any t ∈ [0, T ] sufficiently away from a C arc, one has g(x̂t) ≤ −ρ
for some small ρ > 0. Thus, by (5.15) we get that g(xt) < 0 for appropriate ε̄, δ̄.
On the other hand, for t ∈ [0, T ] close to a C arc, we proceed as follows. Assume,
without loss of generality, that t is near an entry point τk (of a C arc). In view
of hypothesis (2.32) and of the relation (2.34), we have that d

ds

∣

∣

s=τ̂k−
g(x̂s) > 0,

therefore, d
ds

∣

∣

s=τk−
g(xs) > 0 as well, if ε̄, δ̄ are sufficiently small. Consequently,

g(xt) < 0. Hence, x verifies the state constraint on [0, T ].
Finally note that x satisfies the endpoint constraints. Hence (u, x) is feasible for

the original problem (P’).
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We can easily see that δ̄, ε̄ can be taken in such a way that (u, x) satisfies (4.1).
Consequently, φ(x0, x1) ≥ φ(x̂0, x̂1), or equivalently,

(5.19) φ(x1
0, x

N
1 ) ≥ φ(x̂1

0, x̂
N
1 ),

which proves that
(

(ûk)k∈I(S), (x̂
k)Nk=1, (τ̂k)

N−1
k=1

)

is a weak solution of (TP’) as it
was desired. �

5.2. The shooting function. We shall start by rewriting the problem (TP’) as
follows

min φ̃(X0, X1),(5.20)

Ẋ = f̃0(X) +
∑

k∈I(S)

Ukf̃k(X),(5.21)

Φ̃(X0, X1) = 0,(5.22)

where X :=
(

(xk)Nk=1, (τk)
N−1
k=1

)

, U := (uk)k∈I(S), the vector field f̃0 : RNn+N−1 →
R

Nn+N−1 is defined as follows: for k = 1, . . . , N,
(

f̃0(X)
)

kn
i=(k−1)n+1

:=







(τk − τk−1)f0(x
k), for k ∈ I(S) ∪ I(B−),

(τk − τk−1)
(

f0(x
k) + f1(x

k)
)

, for k ∈ I(B+),
(τk − τk−1)

(

f0(x
k) + Γ(xk)f1(x

k)
)

, for k ∈ I(C),

and
(

f̃0(X)
)Nn+N−1

i=nN+1
:= 0; for k ∈ I(S) the vector field f̃k : RNn+N−1 → R

Nn+N−1

is given by
(

f̃k(X)
)kn

i=(k−1)n+1
:= (τk − τk−1)f1(x

k),

and
(

f̃k(X)
)

i
:= 0 for the remaining index i, the new cost φ̃ : R2(Nn+N−1) → R is

φ̃(X0, X1) := φ(x1
0, x

N
1 ),

and the function Φ̃ : R2(Nn+N−1) → R
d
Φ̃ with dΦ̃ := n1 + |I(C)| + n(N − 1) is

defined as

Φ̃(X0, X1) :=







Φ(x1
0, x

N
1 )

(

g(xk
0)
)

k∈I(C)
(

xk
1 − xk+1

0

)N−1

k=1






.

Hence the Hamiltonian for problem (TP’) is given by

(5.23) H̃ = P
(

f̃0(X) +

N
∑

k=1

Ukf̃k(X)
)

=

N
∑

k=1

(τk − τk−1)H
k,

where P denotes the costate associated to (TP’), Hk := pk
(

f0(x
k) + wkf1(x

k)
)

,
with

(5.24) wk :=















uk, if k ∈ I(S),
0, if k ∈ I(B−),
1, if k ∈ I(B+),

Γ(xk), if k ∈ I(C),

and pk denotes the n−dimensional vector with components P(k−1)n+1, . . . , Pkn.
In order to formulate a shooting algorithm, we need to be able to write the control

as a function of the state and costate. It is a standard technique to eliminate the
control on S arcs from the stationarity condition H̃U = 0. In this control-affine case,
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the control does not appear neither in H̃U nor in its time derivative d
dtH̃U . Hence,

what it is usually done (see [36, 7]) is to impose the strengthened Legendre-Clebsch
condition:

(5.25) − ∂

∂ũ
¨̃Hũ ≻ 0, where ũ := (uk)k∈I(S),

and the symbol≻mean positive definiteness. Simple calculations show that − ∂
∂ũ

¨̃Hũ

is a |I(S)| × |I(S)|−diagonal matrix with positive entries equal to

(5.26) − (τk − τk−1)
∂

∂uk
Ḧk

uk , for k ∈ I(S).

Hence, thanks to the hypothesis (5.25), for each k ∈ I(S), one can compute the
control uk from the identity

(5.27) Ḧk
uk = 0.

Apart from previous equation (5.27), in order to ensure the stationarity Hk
uk = 0,

we add the following endpoint conditions:

(5.28) 0 = Hk
uk(0) = pk0f1(x

k
0), 0 = Ḣk

uk = pk0 [f1, f0](x
k
0), for k ∈ I(S).

The endpoint Lagrangian associated to (TP’) is given by

(5.29) ℓ̃Ψ := φ(x1
0, x

N
1 ) +

n1
∑

j=1

ΨjΦj(x
1
0, x

N
1 ) +

∑

k∈I(C)

γkg(x
k
0) +

N−1
∑

k=1

θk(x
k
1 − xk+1

0 ).

The costate equation for pk is

(5.30) ṗk = −(τk − τk+1)DxkHk,

with endpoint conditions

(5.31) p10 = −Dx1
0
ℓ̃Ψ = −Dx1

0
φ−

n1
∑

j=1

ΨjDx1
0
Φj − χI(C)(1)γ1g

′(x1
0),

pk1 = θk, for k = 1, . . . , N − 1,(5.32)

pk0 = θk−1 − χI(C)(k)γkg
′(xk

0), for k = 2, . . . , N,(5.33)

(5.34) pN1 = DxN
1
φ+

n1
∑

j=1

ΨjDxN
1
Φj .

For the costate pτk we have the dynamics

(5.35) ṗτk = −Hk +Hk+1, pτk0 = 0, pτk1 = 0, for k = 1, . . . , N − 1.

It is known that we can reformulate optimization parameters as states with zero
dynamics, and that then the application of the Pontryagin’s maximum principle
gives that the Lagrangian of the problem has a zero derivative with respect to
optimization parameters. In the case of the parameter τk this means that

(5.36)

∫ 1

0

(Hk −Hk+1)dt = 0,
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and hence, pτk vanishes identically. Recall that, since the problem is autonomous,
the pre-Hamiltonian t 7→ H̃(Ut, Xt, Pt) is constant on [0, 1] along any optimal so-
lution (a proof can be found in [51, 11]). Actually, it can be easily seen that each
Hk is constant on [0, 1] and, consequently, from (5.36) we obtain that

(5.37) Hk
1 = Hk+1

0 , for k = 1, . . . , N − 1.

Remark 5.3. We shall notice that the reparameterization used in (5.12), which
transforms a trajectory of (P’) into one of (TP’), cannot be, in general, applied to
obtain the costate P as a reparameterization of p. This is due to the fact that the
costate equation for (TP’) is not a reparameterization of the costate equation for
(P’). In fact, on one hand we have that pk is solution of (5.30), or equivalently,
that, for k ∈ I(C),

(5.38) − ṗk = (τk − τk+1)p
k ∂

∂xk

(

f0(x
k) + Γ(xk)f1(x

k)
)

,

while on the other hand, the costate equation for (P) is given in (2.10). On the C
arcs, we can differentiate the stationarity condition Hu = 0 as done in (2.36) and
obtain the expression (2.37) for the measure dµ.

Simple examples show that the costate equation (5.38) is not in general a repa-
rameterization of (2.10) (in which dµ is replaced by ν given in (2.37)), and hence
the multipliers P and p are not linked by a change of time variable. This fact
actually makes sense, since it is expected that the sensitivity changes after the
transformation of the problem is performed.

The shooting function associated with (TP’) that we propose here is, eliminating
the variable θ,

S : RNn+N−1 × R
Nn+n1+|I(C)|,∗ → R

(N−1)n+N−1+n1+|I(C)|+2|I(S)| × R
(N+1)n,∗,

(

(xk
0), (τk), (p

k
0),Ψ, γ

)

7→

































Φ(x1
0, x

N
1 )

(

g(xk
0)
)

k∈I(C)

(xk
1 − xk+1

0 )k=1,...,N−1

p10 +Dx1
0
ℓ̃Ψ

pk1 − pk+1
0 − χI(C)(k)γkg

′(xk
0)

pN1 −DxN
1
ℓ̃Ψ

(Hk
1 −Hk+1

0 )k=1,...,N−1
(

pk0f1(x
k
0)
)

k∈I(S)
(

pk0 [f1, f0](x
k
0)
)

k∈I(S)

































,

(5.39)

where
(

(xk), (pk)
)

is the solution of (5.4)-(5.7), (5.30) with initial values (xk
0), (p

k
0),

and with uk, for k ∈ I(S), given by the stationarity condition (5.27).
Notice that if ω :=

(

(xk
0), (τk), (p

k
0),Ψ, γ

)

is such that

(5.40) S(ω) = 0,

then, the associated solution
(

(xk), (pk), (uk)
)

verifies the Pontryagin Maximum
Principle for (TP’). Briefly speaking, in order to find the extremal points of (TP’),
we shall solve (5.40).

We shall notice that the system (5.40) has 2Nn+N− 1+dΦ+ |I(C)| unknowns
and 2Nn+N−1+dΦ+ |I(C)|+2|I(S)| equations. Hence, as soon as a singular arc
occurs, the system has more equations than unknowns, i.e. it is overdetermined.
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Therefore, we employ the Gauss-Newton method to solve it. For a description of
this method, the reader is referred to Fletcher [19].

The shooting method we propose here consists of solving (5.40) by the Gauss-
Newton method. Given that the right-hand side of (5.40) is zero, the Gauss-Newton
method converges locally quadratically if S has a one-to-one Lipschitz continuous
derivative at the solution. In view of the regularity hypotheses done in Section 2,
we know that S ′ is Lipschitz continuous. The convergence result can then be stated
as follows:

Proposition 5.4. The shooting algorithm converges locally quadratically around ω̂
if S ′(ω̂) is one-to-one.

5.3. Sufficient condition for the convergence of the shooting algorithm.

The main result of this section is Theorem 5.11 which gives a sufficient condition for
the local convergence of the shooting algorithm, that is also a sufficient condition
for weak optimality of problem (TP’) (see Theorem 5.10 below).

We shall start by presenting the following hypothesis that is required to state
the sufficient condition in Theorem 5.10. We say that the problem (TP’) satisfies
the following qualification condition for the endpoint constraints at the nominal
trajectory (Û , X̂) if the mapping

Φ̄ : RNn+N−1 × (L∞)|I(S)| → R
d
Φ̃ ,

(X0, U) 7→ Φ̃(X0, X1),
(5.41)

where Xt is the solution of (5.21) associated to (X0, U) is such that

(5.42) DΦ̄(X̂0, Û) is surjective.

Under the hypothesis just presented, the Pontryagin Maximum Principle holds
in its normal form.

Theorem 5.5. Let (Û , X̂) be a weak solution for (TP’) satisfying the qualification

condition (5.42). Then there exists a unique λ̃ := (Ψ̃, P ) ∈ R
d
Φ̃
∗×(W 1,∞)Nn+N−1∗

such that P is solution of

(5.43) − Ṗt = DXH̃(Ût, X̂t, Pt), a.e. on [0, T ],

with transversality conditions

P0 = −DX0
ℓ̃Ψ̃(X̂0, X̂1),

P1 = DXT
ℓ̃Ψ̃(X̂0, X̂1),

(5.44)

and with

(5.45) H̃U (Ût, X̂t, Pt) = 0.

Since there is a unique associated multiplier, we omit from now on the depen-
dence on λ̃ for the sake of simplicity of the presentation. Moreover, we omit the
dependence on the nominal solution (Û , X̂).

Consider the quadratic mapping on the space (L∞)|I(S)| × (W 1,∞)Nn+N−1, de-
fined as

(5.46) Q̃(V, Z) := 1
2D

2ℓ̃(Z0, Z1)
2 + 1

2

∫ 1

0

[

Z⊤H̃XXZ + 2V H̃UXZ
]

dt.
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In what follows we recall a sufficient condition for optimality for problem (TP’)
proved in Dmitruk [15, 16]. Let us define the critical cone associated to (TP’).
Consider first the linearized state equation:

(5.47) Ż = ÃZ + B̃V, a.e. on [0, 1],

where F (U,X) := f̃0(X) +
∑

k∈I(S) U
kf̃k(X), Ã := FX , B̃ := FU ; and let the

linearized endpoint constraints be given by

(5.48) DΦ̃(Z0, ZT ) = 0.

Consider the critical cone

(5.49) C̃ := {(V, Z) ∈ (L∞)|I(S)| × (W 1,∞)Nn+N−1 : (5.47)-(5.48) hold}.
The following result follows (see [32] for a proof).

Theorem 5.6 (Second order necessary condition). If (Û , X̂) is a weak minimum
for (TP’) that verifies (5.42), then

(5.50) Q̃(V, Z) ≥ 0, for all (V, Z) ∈ C̃.
The Goh transformation on the system (5.47) gives

(5.51) Yt :=

∫ t

0

Vsds, Ξt := Zt − ẼtYt,

where Ẽ := ÃB̃ − d
dtB̃. Notice that, if (V, Z) ∈ C̃, then (Y,Ξ) defined by the above

transformation (5.51) is solution of the transformed linearized equation

(5.52) Ξ̇ = ÃΞ + ẼY,

and satisfies the transformed linearized endpoint constraints

(5.53) DΦ̃(Ξ0,ΞT + B̃Th) = 0,

where we set h := YT .
Consider the function

(5.54) ρ(ζ0, ζ1, h) := D2ℓ̃(ζ0, ζ1 + B̃1h)
2 + hH̃UX,1(2ζ1 + B̃1h),

and the quadratic mapping

(5.55) Ω̃(Y, h̃,Ξ) := 1
2ρ(Ξ0,Ξ1, h̃) +

1
2

∫ 1

0

{Ξ⊤H̃XXΞ+ 2Y M̃Ξ + Y R̃Y }dt,

for (Y, h̃,Ξ) ∈ (L2)|I(S)| × R× (H1)Nn+N−1 and
(5.56)

M̃ := f̃⊤
1 H̃XX − d

dt
H̃UX − H̃UXÃ, R̃ := f̃⊤

1 H̃XX f̃1 − 2H̃UXẼ − d

dt
(H̃UX f̃1).

Remark 5.7. Let us recall that the second order necessary condition for optimality
stated by Goh [23] (and nowadays known as Goh condition) implies that: if (Û , X̂)
is a weak minimum for (TP’) verifying (5.42), then

(5.57) H̃UX B̃ is symmetric,

or, equivalently, P ·Df̃if̃j = P ·Df̃j f̃i for all i, j = 1, . . . , N. In the recent litera-

ture, this condition can be encountered as P · [f̃i, f̃j] = 0. We shall mention that this
necessary condition was first stated by Goh in [23] for the case with neither con-
trol nor state constraints, and extended in [6, 20] for problems containing control
constraints.
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Notice that, when the control is scalar (i.e. |I(S)| = 1), then (5.57) is verified

since H̃UXB̃ is also a scalar. Furthermore, given the special structure of the dy-
namics of (TP’), we can see that Df̃i f̃j = 0 for all 1 ≤ i 6= j ≤ N, and hence the
matrix in (5.57) is diagonal and, therefore, the Goh condition holds trivially even
in the general case (i.e. when |I(S)| > 1).

¿From previous Remark 5.7 and [6, Theorem 4.4] we get the following result:

Proposition 5.8. For all (V, Z) ∈ (L∞)|I(S)|× (W 1,∞)Nn+N−1 and (Y,Ξ) verify-
ing (5.51), it holds:

Q̃(V, Z) = Ω̃(Y, YT ,Ξ),

Define, for (Ξ0, Y, h̃) ∈ R
n × (L2)|I(S)| × R, the order function

(5.58) γ(Ξ0, Y, h̃) := |Ξ0|2 +
∫ 1

0

|Yt|2dt+ |h̃|2.

Definition 5.9 (γ−growth). A feasible trajectory (Û , X̂) of (TP’) satisfies the γ−growth
condition in the weak sense if there exists a positive constant c such that, for ev-
ery sequence of feasible variations

(

(δXk
0 , V

k)
)

k
converging to 0 in (L∞)|I(S)| ×

(W 1,∞)Nn+N−1, one has that

(5.59) φ̃(Xk
0 , X

k
1 )− φ̃(X̂0, X̂1) ≥ cγ(Ξk

0 , Y
k, Y k

T ),

for k large enough, where (Y k,Ξk) are given by Goh transformation (5.51) and Xk

is the solution of (5.21) associated to (X̂0 + δXk
0 , Û + V k).

Consider the transformed critical cone

(5.60) P̃2
S := {(Y, h̃,Ξ) ∈ (L2)|I(S)| × R× (H1)Nn+N−1 : (5.52)-(5.53) hold}.

The following characterization of γ−growth holds (see [15] or [16, Theorem 3.1]
for a proof).

Theorem 5.10. Let (Û , X̂) be such that (5.42) is verified. Then (Û , X̂) is a weak
minimum of (TP’) that satisfies γ−growth in the weak sense if and only if (5.57)
holds and there exists c > 0 such that

(5.61) Ω̃(Y, h̃,Ξ) ≥ cγ(Ξ0, Y, h̃), on P̃2
S .

The main theorem of the section is the following:

Theorem 5.11. If (Û , X̂) is a weak minimum of problem (TP’) satisfying the
constraint qualification (5.42) and the uniform positivity condition (5.61), then the
shooting algorithm is locally quadratically convergent.

Proof. It follows from [7, Theorem 5.4]. �

6. Application of the shooting algorithm: a regulator problem

Consider the following variation of the regulator problem:

min 1
2

∫ 5

0

(x2
1,t + x2

2,t)dt+
1
2x

2
2,5,

ẋ1,t = x2,t, ẋ2,t = ut ∈ [−1, 1],

(6.1)

with a state constraint and initial conditions

(6.2) x2,t ≥ −0.2, x1,0 = 0, x2,0 = 1.
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To write the problem in the Mayer form, we define an extra state variable given by
the dynamics

(6.3) ẋ3,t =
1
2 (x

2
1,t + x2

2,t), x3,0 = 0.

The resulting problem is then

min x3,5 +
1
2x

2
2,5,

ẋ1 = x2, ẋ2 = u, ẋ3 = 1
2 (x

2
1 + x2

2),

x1,0 = 0, x2,0 = 1, x3,0 = 0,

− 1 ≤ u ≤ 1, x2 ≥ −0.2.

(6.4)

To this problem we can associate the functions

g(x) := −x2 − 0.2, f0(x) :=





x2

0
1
2 (x

2
1 + x2

2)



 , f1(x) =





0
1
0



 ,

where g : R3 → R, f0, f1 : R3 → R
3. The pre-Hamiltonian of (6.4) is given by

H(u, x, p) := p1x2 + p2u+ 1
2p3(x

2
1 + x2

2),

where p := (p1, p2, p3) is the costate.
We solve numerically the problem by BOCOP software [9] through which we

find that the optimal control û is a concatenation of a bang arc in the lower bound,
followed by a constrained arc and ended with a singular arc. Briefly, we can write
that the optimal control has a B−CS structure. The control is equal to -1 on the

B− arc, and to −g′(x̂)f0(x̂)

g′(x̂)f1(x̂)
= 0 on C according to (2.35), where x̂ is the associated

state. On the singular arc S we have

(6.5) û = −p
[

[f1, f0], f0
]

(x̂)

p
[

[f1, f0], f1
]

(x̂)
,

where the involved Lie brackets are

(6.6) [f1, f0] =





−1
0

−x2



 ,
[

[f1, f0], f0
]

=





0
0
x1



 ,
[

[f1, f0], f1
]

=





0
0
−1



 .

On the other hand, the costate equation on the singular arc gives

ṗ1 = −p3x̂1, p1,5 = 0,

ṗ2 = −p1 − p3x̂2, p2,5 = x̂2,5,

ṗ3 = 0, p3,5 = 1.

(6.7)

Thus,

(6.8) p3 ≡ 1,

and from (6.5)-(6.6) we get

(6.9) û = x̂1, on S.

Moreover, the first order optimality conditions imply that

(6.10) 0 = Hu = p2, on C ∪ S.
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6.1. Checking the sufficient conditions. Let us show that condition (i) in The-
orem 4.5 is verified. Since û starts with a B− arc, then

(6.11) x̂2,t = 1− t,

until it saturates the constraint, i.e. for t ∈ [0, 1.2]. On this interval, we have that

(6.12) x̂1,t = − (1− t)2

2
+

1

2
.

Note that, from (6.10) and (6.7), we get that p1 = −x̂2 on C∪S. Thus, p1(1.2) = 0.2,
and from (6.7), (6.8) and (6.12), we obtain

(6.13) p1,t = 0.2 +

∫ t

1.2

(

(1− s)2

2
− 1

2

)

ds, for t ∈ [0, 1.2).

Therefore, from latter equation together with (6.7), (6.8) and (6.11), we get

(6.14) ṗ2,t =
(1− t)3

6
+

3t

2
− 1.8 +

0.008

6
< 0, for t ∈ [0, 1.2),

and, since p2(1.2) = Hu(1.2) = 0,

(6.15) Hu = p2 > 0, on [0, 1.2).

Consequently, the strict complementarity condition for the control constraint holds.
Furthermore, condition (ii) of Theorem 4.5 is trivially verified since no endpoint
constraint is considered.

Let us now verify (4.7). The dynamics for the linearized state is

ż1 = z2, ż2 = v, ż3 = x̂1z1 + x̂2z2,

z1,0 = z2,0 = z3,0 = 0.
(6.16)

Let CS and P2
∗ denote the strict critical cone and the extended cone (defined in

(4.4)) at the optimal trajectory (û, x̂), respectively. Since û is B−CS, then for any
(v, z) ∈ CS , v = 0 on the initial interval B−. Consequently,

(6.17) y = 0, on B−, for all (y, ξ, h) ∈ P2
∗ .

On the other hand, the dynamics for the transformed linearized state is

ξ̇1 = ξ2 + y, ξ̇2 = 0, ξ̇3 = x̂1ξ1 + x̂2ξ2 + x̂2y,

ξ1,0 = ξ2,0 = ξ3,0 = 0.
(6.18)

Take (y, ξ, h) ∈ P2
∗ . Then,

(6.19) ξ2 ≡ 0, on [0, 5].

In view of condition (3.16)(i), we have that −ξ2 − y = 0 on C. Thus, due to (6.19),
we get

(6.20) y = 0, on B− ∪C.

Thus, from (6.20) and (6.19), we get ξ1 = ξ3 = 0 on B− ∪ C. As for the last
component h, we get from (3.17) that

(6.21) x̂2,5(ξ1,5 + h) + ξ3,5 = 0.
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Since Hu = 0 on C ∪S, then p2 = 0 on C ∪S, and thus 0 = p2,5 = x̂2,5. Then, from
(6.21) we deduce that there is no restriction on h. We obtain

(6.22) P2
∗ =

{

(y, ξ, h) ∈ L2 × (H1)n × R : y = ξ1 = ξ2 = 0 on B− ∪C,

ξ2 = 0 on [0, 5], ξ̇1 = y and ξ̇3 = x̂1ξ1 + x̂2y on S

}

.

The quadratic forms Q and Ω are given by

(6.23) Q(v, z) :=

∫ T

0

(z21 + z22)dt+ z22,5; Ω(y, h, ξ) :=

∫ T

0

(ξ21 + y2)dt+ h2,

Thus, Ω is a Legendre form on {(y, h, ξ) ∈ L2 × R × (H1)3 : (3.15) holds} and is
coercive on P2

∗ . Hence the hypotheses and the sufficient condition in Theorem 4.5
are verified and, consequently, (û, x̂) is a Pontryagin minimum satisfying γ−growth.

6.2. Transformed problem. Here we transform (6.4) to obtain a problem with
neither control nor state constraints, as done in section 5.1.

The optimal control associated to (6.4) has a B−CS structure, as already said
above. Then we triplicate the number of state variables obtaining the new variables
X1, . . . , X9 and we consider two switching times that we write X10, X11. The new
problem has only one control variable that corresponds to the singular arc and
which we call V. The reformulation of (6.4) is then as follows

min X9,1 +
1
2X

2
8,1,

Ẋ1 = X10X2,

Ẋ2 = −X10,

Ẋ3 = X10
1
2 (X

2
1 +X2

2 ),

Ẋ4 = (X11 −X10)X5,

Ẋ5 = 0,

Ẋ6 = (X11 −X10)
1
2 (X

2
4 +X2

5 ),

Ẋ7 = (5−X11)X8,

Ẋ8 = (5−X11)V,

Ẋ9 = (5−X11)
1
2 (X

2
7 +X2

8 ),

Ẋ10 = 0,

Ẋ11 = 0,

X1,0 = 0, X2,0 = 1, X3,0 = 0,

X1,1 = X4,0, X2,1 = X5,0, X3,1 = X6,0,

X4,1 = X7,0, X5,1 = X8,0, X6,1 = X9,0,

X2,1 = 0.2, (or g(x2(τ2)) = 0).

(6.24)

¿From (6.9) we deduce that V = X7.
We solved problem (6.24) by the shooting algorithm proposed in Section 5.The

results are shown in Figure 1 in the original variables u and x.
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Figure 1. Optimal control and states

Appendix A. On second-order necessary conditions

A.1. General constraints. We will study an abstract optimization problem of
the form

(A.1) min f(x); GE(x) = 0, GI(x) ∈ KI ,

where X , YE , YI are Banach spaces, f : X → R, GE : X → YE , and GI : X → YI

are functions of class C2, and KI is a closed convex subset of YI with nonempty
interior. The subindex E is used to refer to ‘equalities’ and I to ‘inequalities’.

Setting

(A.2) Y := YE × YI , G(x) := (GE(x), GI(x)), K := {0}KE
×KI ,

we can rewrite (A.1) in a more compact form:

(PA) min f(x); G(x) ∈ K.

We use F (PA) to denote the set of feasible solutions of (PA).

Remark A.1. We refer to [12] for a systematic study of problem (PA). Here we
will take advantage of the product structure that one can find in essentially all
practical applications, to introduce a non qualified version of second order necessary
conditions specialized to the case of quasi radial directions, that extends in some
sense [12, Theorem 3.50]. See Kawasaki [30] for non radial directions.

The tangent cone (in the sense of convex analysis) to KI at y ∈ KI is defined as

(A.3) TKI
(y) := {z ∈ YI : dist(y + tz,KI) = o(t), with t ≥ 0},

and the normal cone to KI at y ∈ KI is

(A.4) NKI
(y) := {z∗ ∈ Y ∗

I : 〈z∗, y′ − y〉 ≤ 0, for all y′ ∈ KI}.
In what follows, we shall study a nominal feasible solution x̂ ∈ F (PA) that may

satisfy or not the qualification condition
(A.5)
{

(i) DGE(x̂) is onto,
(ii) there exists z ∈ KerDGE(x̂) such that GI(x̂) +DGI(x̂)z ∈ int(KI).

The latter condition coincides with the qualification condition in (2.21) which was
introduced for the optimal control problem (P).
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Remark A.2. Condition (A.5) is equivalent to the Robinson qualification condition
in [48]. See the discussion in [12, Section 2.3.4].

The Lagrangian function of problem (PA) is defined as

(A.6) L(x, λ) := βf(x) + 〈λE , GE(x)〉 + 〈λI , GI(x)〉,
where we set λ := (β, λE , λI) ∈ R+×Y ∗

E×Y ∗
I . Define the set of Lagrange multipliers

associated with x ∈ F (PA) as

(A.7) Λ(x) := {λ ∈ R+ × Y ∗
E ×NKI

(GI(x)) : λ 6= 0, DxL(x, λ) = 0}.
Let yI ∈ int(KI), yI 6= GI(x̂). We consider the following auxiliary problem,

where (x, γ) ∈ X × R:

(APA)
min
x,γ

γ; f(x)− f(x̂) ≤ γ, GE(x) = 0, γ ≥ −1/2,

yI + (1 + γ)−1
(

GI(x) − yI
)

∈ KI .

Note that we recognize the idea of a gauge function (see e.g. [49]) in the last
constraint.

Lemma A.3. Assume that x̂ is a local solution of (PA). Then (x̂, 0) is a local
solution of (APA).

Proof. We easily check that (x̂, 0) ∈ F (APA). Now take (x, γ) ∈ F (APA). Let
us prove that if −1/2 ≤ γ < 0, then x can not be closed to x̂ (in the norm
of the Banach space X). Assuming that −1/2 ≤ γ < 0, we get GE(x) = 0,
GI(x) ∈ KI + (−γ)yI ⊆ KI , and f(x) < f(x̂). Since x̂ is a local solution of (PA),
the x can not be too closed to x̂. The conclusion follows. �

The Lagrangian function of (APA) is

(A.8) β0γ + β(f(x)− f(x̂)− γ) + 〈λE , GE(x)〉+ 〈λI , yI + (1+ γ)−1(GI(x)− yI)〉.
or equivalently

(A.9) L(x, λ) + (β0 − β)γ +
(

(1 + γ)−1 − 1
)

〈λI , GI(x) − yI〉.
Setting λ̂ = (β0, β, λE , λI), we see that the set of Lagrange multipliers of the aux-
iliary problem (APA) at (x̂, 0) is

(A.10) Λ̂ :=

{

λ̂ ∈ R+ × R+ × Y ∗
E ×NKI

(GI(x̂)) : λ 6= 0,
DxL(x̂, λ) = 0; β + 〈λI , GI(x̂)− yI〉 = β0

}

.

Proposition A.4. Suppose that (A.5)(i) holds. Then, the mapping

(A.11) (β, λE , λI) 7→
(β + 〈λI , GI(x) − yI〉, β, λE , λI)

β + 〈λI , GI(x)− yI〉
is a bijection between Λ(x̂) and Λ̂1 (recall the definition in (2.16)).

Proof. Since (A.5)(i) holds, then we necessarily have that (β, λI) 6= 0 for all λ =
(β, λE , λI) ∈ Λ(x̂). Therefore, if λI = 0 then β > 0 and β+〈λI , GI(x)−yI〉 > 0. If by
the contrary, λI 6= 0, then 〈λI , GI(x)− yI〉 > 0 and again, β+ 〈λI , GI(x)− yI〉 > 0.

Hence, the mapping in (A.11) is well-defined and is a bijection from Λ(x̂) to Λ̂1, as
we wanted to whow. �

Theorem A.5. Let x̂ be a local solution of (PA), such that DGE(x̂) is surjective.

Then Λ̂1 is non empty and bounded.
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Proof. By lemma A.3, (x̂, 0) is a local solution of (APA). In addition the qualifi-
cation condition for the latter problem at the point (x̂, 0) states as follows: there
exists (z, δ) ∈ KerDGE(x̂)× R such that

Df(x̂)z < δ, δ > 0,

GI(x̂) +DGI(x̂)z − δ(GI(x̂)− yI) ∈ int(KI).

These conditions trivially hold for (z, δ) = (0, 1). Hence, in view of classical results
by e.g. Robinson [48], the conclusion follows. �

A.2. Second order necessary optimality conditions. Let us introduce the
notation [a, b] to refer to the segment {ρa+ (1− ρ)b; for ρ ∈ [0, 1]} for any pair of
points a, b in an arbitrary vector space Z.

Definition A.6. Let y ∈ K. We say that z ∈ Y is a radial direction to K at y if
[y, y+εz] ⊂ K for some ε > 0, and a quasi-radial direction if dist(y+σz,K) = o(σ2)
for σ > 0.

Note that any radial direction is also quasi-radial, and both radial and quasi
radial directions are tangent. With x̂ ∈ F (PA), we associate the critical cone

(A.12) C(x̂) := {z ∈ X : Df(x̂)z ≤ 0, DGE(x̂)z = 0, DGI(x̂)z ∈ TK(GI(x̂))}.

Definition A.7. We say that z ∈ C(x̂) is a radial (quasi radial) critical direction for
problem (PA) if DGI(x̂)z is a radial (quasi radial) direction to KI at GI(x̂). We
write CQR(x̂) for the set of quasi radial critical directions. The critical cone C(x̂)
is quasi radial if CQR(x̂) is a dense subset of C(x̂).

It is immediate to check that CQR(x̂) is a convex cone.
We next state primal second order necessary conditions for the problem (PA).

Consider the following optimization problem, where z ∈ X , w ∈ X and θ ∈ R:

(Qz)



























min
w,θ

θ,

Df(x̂)w +D2f(x̂)(z, z) ≤ θ,

DGE(x̂)w +D2GE(x̂)(z, z) = 0,

DGI(x̂)w +D2GI(x̂)(z, z)− θ(G(x̂)− yI) ∈ TK(GI(x̂)).

Theorem A.8. Let (x̂, 0) be a local solution of (APA), such that DGE(x̂) is sur-
jective, and let h ∈ CQR(x̂). Then problem (Qz) is feasible, and has a nonnegative
value.

Proof. We shall first show that (Qz) is feasible. Since DGE(x̂) is surjective, there
exists w ∈ X such that DGE(x̂)w+D2GE(x̂)(z, z) = 0. Since TK(GI(x̂)) is a cone,
the last equation divided by θ > 0 is equivalent to

(A.13) θ−1
(

DGI(x̂)w +D2GI(x̂)(z, z)
)

+ yI −G(x̂) ∈ TK(GI(x̂)).

Since yI ∈ int(KI), we have that yI −G(x̂) ∈ intTK(GI(x̂)), and therefore the last
constraint of (Qz) holds when θ is large enough. So it does the first constraint, and
hence, (Qz) is feasible.

We next have to show that we cannot have (w, θ0) ∈ F (APA) with θ0 < 0. Let us
suppose, on the contrary, that there is such a feasible solution (w, θ0). Let θ := 1

2θ0.
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Then Df(x̂)w + D2f(x̂)(z, z) < θ. Using (A.13) and yI ∈ int(Ki), we can easily
show that, for some ε > 0:

(A.14) DGI(x̂)w +D2GI(x̂)(z, z)− θ(G(x̂)− yI) + εB ∈ TK(GI(x̂)).

Consider, for σ > 0, the path

(A.15) xσ := x̂+ σz + 1
2σ

2w; γσ := 1
2σ

2θ.

By a second order Taylor expansion we obtain that GE(xσ) = o(σ2). Since DGE(x̂)
is onto, by Lyusternik’s theorem [33], there exists a path x′

σ = xσ + o(σ2), such
that GE(x

′
σ) = 0. Assuming, without loss of generality, that GI(x̂) = 0, we get

(A.16) GI(x
′
σ) = σDGI(x̂)z +

1
2σ

2
[

DGI(x̂)w +D2GI(x̂)(z, z)
]

+ o(σ2).

Setting

(A.17)

{

k1(σ) := (1 − 1
2σ)

−1σDGI(x̂)z,

k2(σ) := σ
(

DGI(x̂)w +D2GI(x̂)(z, z)
)

,

we can rewrite (A.16) as

(A.18) GI(x
′
σ) = (1 − 1

2σ)k1(σ) +
1
2σk2(σ) + o(σ2).

Since z is a quasi radial critical direction, there exists k′1(σ) ∈ KI such that

(A.19) σDGI(x̂)z = k′1(σ) + o(σ2),

and so,

(A.20) GI(x
′
σ) ∈ (1 − 1

2σ)KI +
1
2σk2(σ) + o(σ2).

Using (A.14) and GI(x̂) = 0 we obtain

(A.21) k2(σ)− σθ(G(x̂)− yI) + σεB ∈ KI ,

and so for σ > 0 small enough

(A.22) GI(x
′
σ) ∈ (1 − 1

2σ)KI +
1
2σKI − 1

2σ
2θ(yI −G(x̂))

and so

(A.23) (1 + γσ)
−1GI(x

′
σ) ∈ (1 + γσ)

−1KI + γσyI ⊂ KI .

We also easily check that f(x′
σ) < γσ, and so, we have constructed a feasible path

for (APA) that contradicts the local optimality of (x̂, 0). �

We now present dual second order necessary conditions. Consider the problem

(A.24) max
λ∈Λ(x̂)

D2
xxL(x̂, λ)(z, z).

Theorem A.9. Let x̂ be a local minimum of (PA), that satisfies the qualification
condition (A.5). Then, for every z ∈ CQR(x̂),

(A.25) max
λ∈Λ(x̂)

D2
xxL(x̂, λ)(z, z) ≥ 0.

Proof. Since problem (Qz) is qualified with a finite nonnegative value, by the convex
duality theory [17], its dual has a nonnegative value and a nonempty set of solutions.
The Lagrangian of problem (Qz) in qualified form (β0 = 1) can be written as

(A.26) DxL(x̂, λ)w +D2
xxL(β, x̂, λ)(z, z) +

(

1− β + 〈λI , G(x̂)− yI〉
)

θ
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where λ = (β, λE , λI) as before, and so, the dual problem of (Qz) can be written
as

Max
λ∈Λ(x̂)

D2
xxL(β, x̂, λ)(z, z); β + 〈λI , G(x̂)− yI〉)θ = 1.

The conclusion follows. �

Remark A.10. Whereas the above theorem follows from Cominetti [14] or Kawasaki
[30], our proof avoids the concepts of second order tangent set and its associated
calculus, used in these references. This considerably simplifies the proof.
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