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Abstract

The emergence of sparse reconstruction methods for undersampled data in Magnetic
Resonance Imaging (MRI), such as Compressed Sensing (CS), have been valuable tools
to accelerate data acquisition while preserving accurate image reconstruction. How-
ever, sparse reconstruction methods, including CS, are not easy to apply when there
is intra-frame motion. Such is the case of free-breathing dynamic MRI in the liver. It
is difficult to avoid non-rigid motion artifacts, even more so in volumetric acquisitions.
To avoid these kind of artifacts, we propose a new reconstruction technique tailored for
dynamic liver imaging by estimating the motion between frames to correct inconsis-
tencies in k-space measurements. In this work, we describe how the proposed method
addresses an increase in image efficiency for free-breathing dynamic 3D liver MRI. Our
approach produced results that demonstrate it is feasible to achieve a 10x speedup in
acquisition time and remove motion artifacts without diminishing image quality. The
proposed method produced gains up to 6 dB with respect of traditional CS framework.

keywords: compressed sensing; undersampling; sparse reconstruction; motion correc-
tion; non-rigid registration; liver.

1 Introduction

Image efficiency in Magnetic Resonance Imaging (MRI), i.e. the trade-off between acquisi-
tion time and image quality, has been widely studied in the MRI community. In the past,
image efficiency improvements were shown to be directly related to hardware development,
e.g. acquiring multiple lines in the readout after a single excitation to speed up data col-
lection (Wright, 1997). Nowadays, we are at the point where physical and physiological
restrictions are the main reasons for limiting the scanning speed (Lustig et al., 2007). In
this sense, the emergence of new approaches handling the imaging problem with less data as
required by the Nyquist-Shannon rate seem to provide an answer for further improvements
in image efficiency.

These new approaches, also known as sparse reconstruction methods, rely on the idea
of compressibility, which assumes redundancy in an image (Candes et al., 2006a,b). One
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sparse reconstruction method for undersampled data of high impact in MRI is Compressed
Sensing (CS) (Candes et al., 2006a,b; Candes and Tao, 2006; Donoho, 2006). CS is a rela-
tively new concept in signal processing used to speed up MRI scanning time (Lustig et al.,
2007). CS enables reliable image recovery for severely undersampled random measurements,
if the desired signal is compressible in a known domain and the aliasing artifacts due un-
dersampling are incoherent in the measurement domain (Candes et al., 2006a,b; Candes and
Tao, 2006; Donoho, 2006). The CS framework has been used in different MRI applications,
e.g. brain (Lustig et al., 2008), diffusion spectrum (Bilgic et al., 2012), quantitative sus-
ceptibility mapping (Yanez et al., 2013; Yanez and Irarrazaval, 2014), and multi-contrast
reconstruction (Bilgic et al., 2011).

CS has been also applied in dynamic MRI, where most reconstruction methods use tem-
poral correlations of the signal. A common approach is to exploit the sparsity of the residual
signal after subtracting an initial estimate (Jung et al., 2009; Jung and Ye, 2010). In this
way, the signal has a sparse representation, and it is possible to achieve more accurate re-
sults. A similar problem has been also studied in the field of video compression, where
video images are compressed using the similarities between different frames to achieve high
efficiency. Some ideas from video compression algorithms have been used in dynamic MRI
reconstructions (Jung and Ye, 2010).

In MRI applications, dealing with motion is also an important issue for reconstruction
methods because patient’s unwanted or involuntary motion during acquisition may lead to
artifacts in the reconstructed images (Lustig et al., 2008; Usman et al., 2012). The presence
of motion may also reduce the sparsity of the images (Usman et al., 2012). In this sense, a
generalized motion correction framework was developed to correct non-rigid motion in the
reconstructed images (Batchelor et al., 2005). This framework models motion-corrupted im-
ages through the application of a matrix equation. As demonstrated in (Batchelor et al.,
2005; Prieto et al., 2007), it is possible to reconstruct a motion-corrected image using nu-
merical matrix inversion algorithms.

In liver MRI, it is critical to have high spatial and temporal resolution to identify small
structures or to evaluate the liver parenchyma perfusion to detect focal or diffuse perfusion
defects. Additionally actual volumetric technique results in poor-resolution images due to
they are obtained in patients with breath-hold limitations (Chandarana et al., 2012). Small
structures such as tumor nodules up to 20 mm and tumor angioinvasion are hard to identify
in low-quality images (Chandarana et al., 2011). Increasing spatial and temporal resolution
can help to detect tumors in early stages, thereby avoiding surgery and instead treating the
patient with curative therapy, which provides the best possible long-term survival at a lower
cost (Lee et al., 2011; Naugler and Sonnenberg, 2010).

Herein, we propose a compressed sensing framework tailored for free-breathing 3D liver
MRI with high spatial and temporal resolution. The proposed dynamic framework incor-
porates a generalized non-rigid motion registration between frames (Myronenko, 2010; Hill
et al., 2001) to correct inconsistencies in k-space and increase the number of samples to re-
cover a motion corrected image under a CS reconstruction method (Usman et al., 2012). At
each frame, the number of measurements is severely below the Nyquist-Shannon rate. Par-
allel imaging was used in this work, applying the proposed method independently to each
coil. We performed this approach in 3D in-vivo experiments using various undersampling
factors, obtaining improved signal-to-error ratios with respect to traditional CS technique
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and accurate complex wavelet structural similarity indexes with the ground truth.

2 Theory

In this section we first present the imaging problem to solve, followed by the proposed
reconstruction technique.

2.1 Imaging

In traditional dynamic MRI, the acquisition is done at the same respiratory position to avoid
motion artifacts (Figure 1 (a)). Instead, we will consider sampling at different breathing
positions, i.e. the acquired data in a respiratory cycle of T possible motion states (frames)
delivers a collection of T images, as illustrated in Figure 1 (b). We assume that at a particular
discrete time t ∈ {1, . . . , T}, all acquired k-space values are consistent, i.e. each frame is free
of motion artifacts.

(b)

(a)

One respiratory cycle

t

d

Figure 1: Representation of two acquisition approaches employed in dynamic MRI, considering measurements
at different translational displacement positions across time. (a) Traditional acquisition technique, the
acquired data in a respiratory cycle of T possible frames delivers a collection of few images (≪ T ). (b)
Proposed acquisition technique, the acquired data in a respiratory cycle of T possible frames delivers a
collection of T severely undersampled images.

Let us define mt ∈ C
N as the underlying vector form of the three-dimensional complex-

valued true MR images in the canonical domain at discrete times t ∈ {1, . . . , T}, bt ∈ C
P

as the vector form of the k-space undersampled noisy measurements of mt (considering
P ≪ N), and et ∈ C

P as the corresponding acquisition noise. To facilitate notation, we will
drop the subindex t, and will assume that it represents the vector form at all discrete times
t ∈ {1, . . . , T}. With this, the imaging procedure can be written as

b = SFm+ e, (1)

where F is the 3D Fourier transform operator that transforms independently each frame to
k-space, and S is the sampling operator that randomly undersamples the k-space data from
each frame.
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We can also describem from a reference framemt0 ∈ C
N by using the motion information

between each frame and the reference (Prieto et al., 2007). We denoteV as a motion operator
that warps the pixels from an arbitrary reference image mt0 to the positions at all possible
times. In operator form, this is

m = Vmt0 , (2)

such that Equation (1) becomes

b = SFVmt0 + e. (3)

As k-space has been severely undersampled (P ≪ N), the system in Equation (3) is
ill-posed, i.e. it does not satisfy the Nyquist-Shannon sampling rate. To measure the degree
of undersampling, we define the acceleration factor as R = N/P . For image recovery, we
need additional information, i.e. we need to formulate a regularized version of Equation (3),
where, the structure of the true images is key.

2.2 Reconstruction

We propose to address the reconstruction of a motion corrected image by solving an opti-
mization problem for a reference image mt0 ∈ C

N , chosen from any of the T possible frames
in the respiratory cycle.

A comprehensive theory to tackle this problem was proposed by Tikhonov and Arsenin
(1977), where information of the underlying signals was incorporated to the model. This
information is the so-called regularization or penalization

m̂t0 = argmin
mt0

1

2
∥SFVmt0 − b∥2ℓ2 + τ 1

2
∥Ψmt0∥

2

ℓ2
, (4)

where ∥u∥ℓp = (
∑n

i=1
|ui|

p)
1/p

is the p-norm of vector u ∈ R
n, letting p ≥ 1 be a real

number, τ is the regularization parameter that weights the trade-off between the data con-
sistency

(

1

2
∥SFVmt0 − b∥2ℓ2

)

and the penalization
(

1

2
∥Ψmt0∥

2

ℓ2

)

, Ψ is an operator that
ensures smoothness in the underlying image, and the motion operator V is known. The
solution of this problem is also known and has a closed form. The main problem with the
ℓ2-regularization method is that the smoothness assumption is not always true in medical
imaging.

The CS approach was introduced in 2006 by Candes et al. (2006a,b); Candes and Tao
(2006) and Donoho (2006). In medical imaging, ℓ1-regularization fits very well since they
can be represented in a sparse domain. Comparing to Tikhonov and Arsenin’s regular-
ization, sparse reconstruction methods also have the advantage of achieving more accurate
results with high acceleration factors (Ng, 2004). The ℓ1-regularization method does not
have a closed form solution, but it can be solved using efficient first-order optimization
methods (Lustig et al., 2007; Becker et al., 2011; Boyd and Vandenberghe, 2004).

We propose a second-order cone program that minimizes the regularized version of Equa-
tion (3), i.e. the ℓ1 norm of a sparse representation of mt0 , with the data consistency con-
straints (Candes and Tao, 2005)
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minimize
mt0

∥Φmt0∥ℓ1

subject to 1

2
∥SFVmt0 − b∥2ℓ2 < σ,

(5)

where Φ is a sparsifying operator, e.g. wavelet, or total variation, and σ is a small positive
number that controls data fidelity, usually determined by the noise level.

Prior to solving the minimization problem (5), we need to find an approximation to the
motion operator V. This can be done as follows:

• Compute an initial reconstruction using a CS framework for each frame.

• Define a reference frame and estimate the motion vectors by registering all frames to
the reference (Irarrazaval et al., 2005).

• Finally, define V using this registration to align frames to the reference, and the inverse
registration function is used to warp the reference to all possible frames.

2.2.1 Initial reconstruction

For a preliminary estimation, we exploit temporal correlations assuming sparsity of the
residual signal after subtraction of an initial estimate of the mean (Jung et al., 2009). We
first compute the mean of the measurements, denoted as b̄.

Now, the zero-mean measurements are computed as

b′

t = bt − b̄, ∀t ∈ {1, . . . , T}. (6)

A zero-mean CS recovery is applied independently to the residual of each frame b′

t.
Because of the sparsity of the residual image, we select the canonical domain as the sparse
domain. The zero-mean CS reconstruction is defined as follows:

m̂′ = argmin
m

′

1

2
||SFm′ − b′||

2

ℓ2
+ β||m′||ℓ1 , (7)

where β is the regularization parameter. The initial reconstruction is computed by adding
the mean image in the canonical domain to each residual estimation,

m̂t = m̂′

t + FHb̄, ∀t ∈ {1, . . . , T}, (8)

where FH is the Hermitian transpose of F.

2.2.2 Motion vectors estimation

The reconstructed frames allow us to select a reference image. The reference frame is usually
chosen at end expiration when the liver is moving less. Each preliminary estimation is
registered to the reference frame using a fast and efficient adaptive regularization approach
for non-rigid image registration (Myronenko, 2010).

Our registration method relies on a Bayesian formulation, where we estimate the prior
distribution on parameters assuming that it is close to some given model distribution. We
constrain the prior distribution to be a Gauss-Markov random field, which allows us to solve
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for the prior distribution analytically and provides a fast optimization algorithm (Myronenko,
2010),

Vt = argmin
vt

1

w
D(m̂t, m̂t0 |vt) +

∥

∥kTQvt

∥

∥

ℓ1
, ∀t ∈ {1, . . . , T}, (9)

where D(m̂t, m̂t0 |vt) is a similarity measure, e.g. Mutual Information (MI) (Viola and Wells,
1997), Sum of Squared Differences (SSD), or Sum of Absolute Differences (SAD), w is the
weight between data consistency and penalization, k are the squared-root-eigenvalues of the
model distribution, Q is a matrix containing the eigenvectors of the inverse covariance shift-
invariant matrix. In a prior distribution constrained to be a Gauss-Markov random field,
the eigenvalues and eigenvectors have a known form (Myronenko, 2010). Motion operator
V is defined by the motion vectors Vt obtained from the proposed registration algorithm.
The motion vectors are obtained pixel-wise for every frame.

2.2.3 MC-CS recovery

To recover the motion corrected image, m̂t0 , the acquired data from all the motion states
(frames) b and the estimated motion vectors operatorV are needed as shown in Equation (5).
Considering the noise level in the λ regularization parameter, the unconstrained version of
the minimization problem in Equation (5) is the following convex problem

m̂t0 = argmin
mt0

1

2
∥SFVmt0 − b∥2ℓ2 + λ ∥Φmt0∥ℓ1 . (10)

3 Methods

The goal of the proposed technique is to reconstruct a motion corrected 3D liver image from
undersampled pseudorandom measurements. The main contribution is employing motion-
corrected inconsistent k-space samples from different frames into a CS reconstruction frame-
work to estimate a single higher quality image. To correct motion, we estimate the motion
vectors between different frames. To compute the motion vectors we perform a preliminary
CS reconstruction to each frame, and subsequently, we register those reconstructed images
to a reference frame. The obtained motion vectors generate the motion operator V, which
is an invertible matrix (Batchelor et al., 2005). Figure 2 shows a block diagram with the
proposed algorithm steps.

In order to have the ground truth, we simulated a free-breathing acquisition, we per-
formed a conventional 3D T1-weighted fast field echo sequence with fully sampled cartesian
trajectory in the liver of healthy volunteers to generate the in-vivo dataset. We asked the
volunteers to hold their breaths at different inspiration levels. Previously, a low-resolution
image was acquired as a prescan. Informed consent was obtained from volunteers prior to
imaging. A four-element body coil was used for all acquisitions using a Philips Achieva 1.5
T scanner (Philips Healthcare, Best, The Netherlands).
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(1) Zero-mean CS 

recovery

(3) Motion-corrected 

CS reconstruction

(2) Motion vectors 

estimation

Undersampled motion 

corrupted k-space 

acquisitions

Motion-corrected 

3D liver image

Figure 2: Block diagram of the proposed free-breathing dynamic 3D liver MRI reconstruction framework.
(1) From the acquired undersampled motion corrupted samples, the mean of the data is subtracted. A CS
recovery is performed to the residual, independently for each of the T frames. The estimation of each image
is computed as the sum of the corresponding CS recovery with the mean image in the canonical domain.
(2) The reconstructed images allows us to select a reference frame, usually chosen at end expiration where
the liver is moving less. The T reconstructed frames are registered to the reference image, to compute
the corresponding motion vectors. (3) The undersampled motion corrupted k-space acquisitions and the
previously computed motion vectors are used to perform a motion corrected CS reconstruction to obtain a
high resolution 3D liver image.

3.1 Reconstruction protocol

To solve Equations (10) and (7), two different ℓ1-norm penalized non-linear conjugate gradi-
ents with fast & cheap backtracking line-search reconstruction were implemented in Matlab
(R2011a, The MathWorks, Inc., Natick, MA) (Lustig et al., 2007). A pseudo-code of both
algorithms can be found in the Appendix.

To run the algorithms, we used a standard personal computer. In both reconstructions,
we performed a maximum of 150 conjugate gradient iterations. Equation (10), for compu-
tational efficiency, was solved using the Hermitian-symmetric form for data consistency:

VHFHSHSFVmt0 = VHFHSHb.

For Equations (10) and (7), we selected optimal λ and β via the computation of the
L-curve criterion (Hansen, 2000). In this case, optimal regularization parameters lie on the
corner of the L-curve (Hansen, 1992), but sometimes it is difficult to distinguish it. In
these cases we used the criteria proposed by Hansen and O’Leary of choosing the point with
maximum curvature to be the optimal point (Hansen and O’Leary, 1993).

In Equation (10), the sparse representation is obtained via wavelet transformation, where
the wavelet transform operator Φ is an especially effective and computationally efficient
biorthogonal wavelet: Cohen-Daubechies-Feauveau 9/7 (CDF 9/7) wavelet transform (Mat-
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lab code available online at http://www.getreuer.info/home/waveletcdf97), which was
reported to yield high quality sparse approximations for simulated diffusion propagators (Mer-
let et al., 2012). In Equation (7), the sparse representation is in the canonical domain.

3.2 In-vivo experiments

We simulated a free-breathing acquisition by performing a conventional breath-held 3D T1-
weighted fast field echo sequence with fully sampled cartesian trajectory in the liver of four
healthy volunteers to generate the in-vivo dataset. We asked the volunteers to hold their
breaths at five different inspiration levels. For liver imaging, a four-element body coil was
used, and the measurements were obtained with the following parameters: TR = 4.1 ms,
TE = 1.95 ms, FOV = 160 × 224 × 150 mm3, flip angle = 10o, slice thickness = 10 mm,
dynamic scans = 8, spatial resolution = 2 mm isotropic, dynamic scan time = 14.8 s.

The coil sensitivity maps were estimated by preliminarily acquiring a fully-sampled low-
resolution image prior to the 3D T1-weighted fast field echo sequence. Both acquisitions
had identical previously defined scan parameters. A smoothing filter was applied to the low-
resolution images from each coil. The estimated maps were found to be the normalization
of each smoothed low-resolution image by computing the sum-of-squares of all coil images.

Undersampled k-space data were obtained with different sampling pattern for each frame,
which were generated using a Monte Carlo algorithm with minimum peak interference ac-
cording to a particular acceleration factor (R) (Lustig et al., 2007). The random sampling
pattern is based on a polynomial variable density function, i.e. the low-frequency regions are
more dense than the higher frequency regions. The number of samples from each frame is
determined by the probability density function and the sampling factor (R). We also enabled
a sampling pattern that does not require a probability density function (results not shown).
In-vivo experiments were performed at various sampling factors (R).

To compute V, the CS reconstructions from each receiver coil were combined using the
sum of squares prior to registration. The reference image (frame) is chosen from previous
combined reconstructions. We set as the reference the most common respiratory motion state
at end expiration when the liver is moving less. All CS estimations are non-rigidly registered
to the reference using an adaptive image registration algorithm (Myronenko, 2010). We
used this registration to align frames to the reference, and the inverse registration function
to warp the reference to all possible frames. Motion operator V is constructed with these
two functions.

We performed the registration algorithm that solves Equation (9) using the Mutual In-
formation (MI) (Viola and Wells, 1997) similarity measure. We considered 250 iterations of
a single hierarchical level with a mesh window size of 16 voxels.

We used the motion operator V and undersampled k-space data to reconstruct the un-
derlying motion corrected 3D liver image using the proposed technique. To test accuracy in
reconstructions, we considered the signal-to-error ratio (SER)

SER = 20 log
10

(

∥y∥ℓ2
∥x− y∥ℓ2

)

, (11)

and the complex wavelet structural similarity (CW-SSIM) index (Sampat et al., 2009) de-
fined as
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CW-SSIM =
2|
∑n

i=1
cx,ic

∗

y,i|+K
∑n

i=1
|cx,i|2 +

∑n
i=1
|cy,i|2 +K

, (12)

where in both cases x ∈ R
m and y ∈ R

m are the absolute value vector representation of
the estimated image and the true image, respectively. In the CW-SSIM index, cx ∈ C

n

and cy ∈ C
n represent the wavelet coefficients of images x and y; ()∗ represents the com-

plex conjugation operation; and K represents a small positive constant to achieve accurate
performance in local low contrast regions (Sampat et al., 2009). SER and CW-SSIM are
measures quantified in dB and %, respectively.

4 Results

The proposed technique was tested on the in-vivo dataset with breath-held 3D liver MRI
data simulating five different motion states. The performance of the proposed Motion-
Corrected Compressed Sensing technique (MCCS) was compared against a traditional CS
reconstruction (CS).

4.1 Regularization parameters

We selected optimal settings for the MCCS and CS frameworks. Computations of the L-
curve were performed on the in-vivo dataset using several reduction factors (R), and selecting
the operating point with maximum curvature.

Data consistency

R
e
g

u
la

ri
z
a
ti

o
n

 (a) λ = 0.01

 (b) λ = 0.1

 (c) λ = 0.5

Regularization parameter

C
u

rv
a
tu

re

λ
opt

 = 0.1

Figure 3: Optimal parameter selection for the traditional CS method. The L-curve was computed on the left,
where the X-axis represents the data consistency term 1

2
||SFVmt0 − b||

2

ℓ2
, and the Y-axis represents the

regularization term ||Φmt0 ||ℓ1 . We solved Equation (10) for 15 values of fixed λ. On the right, we illustrate
the computation of the curvature as function of the regularization parameter.

Figures 3 and 4 illustrate the L-curve and curvature of the regularization parameters
for Equations (10) and (7) with 5-fold acceleration. For both cases, setting λ = 0.01 and
β = 0.002, defined in Figures 3 (a) and 4 (a), yielded to an under-regularized image recon-
struction, whereas using λ = 0.5 and β = 0.2, as in Figures 3 (c) and 4 (c), resulted in an
over-regularized image reconstruction. For both cases, the second column in Figures 3 and
4 illustrates the computation of the curvature as function of the regularization parameter,
where λ and β as defined in Figures 3 (b) and 4 (b) were the operating point that maxi-
mized the curvature. Therefore, λopt = 0.1 and βopt = 0.04 were the optimal regularization
parameters. All MCCS and CS reconstructions are performed with these optimal settings.
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Figure 4: Optimal parameter selection for the traditional CS method. The L-curve was computed on the

left, where the X-axis represents the data consistency term 1

2

∣

∣

∣

∣SFm′ − b′
∣

∣

∣

∣

2

ℓ2
, and the Y-axis represents the

regularization term ||m′||ℓ1 . We solved Equation (7) for 15 values of fixed β. On the right, we illustrate the
computation of the curvature as function of the regularization parameter.

4.2 Image recovery

The proposed technique was tested on the in-vivo dataset with breath-held 3D liver MRI data
simulating a free-breathing acquisition. This could represent a realistic case if we consider

True image

R = 4

CS MCCS

R = 5

R = 6.7

R = 10

R = 20

Figure 5: Results obtained using the MCCS and CS methods at different R.
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that with a 5x undersampling, where the total scan time per frame would be 3 s during
which we assume that the liver does not move significantly. This means a scan time per
frame in the range of 1 to 4 s, depending on the undresampling rate.

The ground truth, fully-sampled image is illustrated in Figure 5 displaying a coronal
slice. The first out of eight frames was set as the reference. The performance of the proposed
MCCS technique, tailored for free-breathing acquisitions, was compared against a traditional
CS reconstruction of the reference frame. In our experiments, we downsampled the data
according to different sampling patterns (S) using acceleration factors from R = 4 to R =
20. Figure 5 presents the traditional CS and proposed MCCS reconstructions at reduction
factors of 4, 5, 6.7, 10 and 20. For the CS reconstructions, motion artifacts due to severely
undersampling k-space became more evident as R increases. Preservation of sharp edges and
correction of motion artifacts can be observed in the MCCS reconstructions.

Ground truth image

Transversal Coronal Sagittal

Traditional CS reconstruction

Transversal Coronal Sagittal

Proposed MCCS technique

Transversal Coronal Sagittal

Figure 6: Reconstructed body planes using the MCCS and CS methods at different R.

We display the three orthogonal body planes recostrucions at R = 6.7 for the ground truth
image, the traditional CS reconstruction and the proposed MCCS technique (Figure 6). It
can be appreciated that the proposed method recovered an accurate image, whereas artifacts
remained for the CS reconstruction because of the few measurements.
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4.3 Computation of ratios

The proposed MCCS reconstruction method with optimal settings at different acceleration
factors was compared against a traditional CS framework. Figure 7 illustrates the signal-to-
error ratio as function of R. Reconstructions obtained with the proposed technique reported
more accurate results, with SER gains up to 6 dB compared to the traditional CS framework.

4 6 8 10 12 14 16 18 20
15

20

25

30

Acceleration factor (R)

S
E

R
 [d

B
]

 

 

MCCS
CS

Figure 7: Computation of the reconstruction SER for the proposed motion-corrected CS recovery (MCCS)
and traditional CS framework (CS) at different acceleration factors (R) using the 3D-liver in-vivo dataset.

Four different volunteers were scanned to create the underlying dataset. To test the
robustness of the proposed technique, the CW-SSIM index between the ground truth and
each MCCS reconstruction was computed for several reduction factors. Figure 8 illustrates
a plot of the mean and standard deviation of the index as a function of R. Reported results
show that the proposed technique is stable under high reduction factors (approximately up
to R = 10). At higher reduction factors, the motion information estimation is poor, leading
to unstable MCCS reconstructions.
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Figure 8: Computation of the reconstruction CW-SSIM index using the MCCS technique for the 4 volunteers
of the dataset at different acceleration factors (R). The mean CW-SSIM index of the 4 MCCS reconstructions
is illustrated as a function of R, with its respective standard deviation.

5 Discussion

We proposed a motion corrected reconstruction technique tailored for dynamic 3D liver un-
dersampled MRI. The main contribution is to employ motion-corrected inconsistent k-space
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samples from different motion states (frames) of the liver into a CS reconstruction framework
to estimate a motion corrected image (Usman et al., 2012). As shown in the results, this
technique achieved accurate and reliable reconstructions in the in-vivo experiments (Fig-
ures 5, 6, 7 and 8). Although we are not testing our method with truly free-breathing
data, we are confident that the results hold because for most of the respiratory cycle the
quasi-static assumption for the liver is valid, and therefore we will have intra-frame k-space
consistency most of the time.

To correct motion, we estimated the motion vectors between different motion states
(frames) by using CS to reconstruct each frame and by registering these images to a reference.
The CS framework recovers structured images by relying on compressibility, i.e. high contrast
components are chosen over low contrast (Figures 5 and 6). In addition, registration also
favors high contrast samples, which leads to decreased signal-to-error ratios outside the
liver (higher contrast region) (Usman et al., 2012; Asif et al., 2012). We have used an
adaptive non-rigid registration algorithm (Myronenko, 2010) to estimate the inter-frame
motion between different frames. A source of improvement to the current theory may be to
estimate motion vectors within neighboring frames in the form of a linear dynamical system
instead of estimating them with respect to a single reference motion state (Asif et al., 2012).

The main limitations of this work can be grouped as follows: architecture and imple-
mentation. As shown in Figure 2, the architecture of the proposed technique is a sequential
process. Even though each step is robust, if a poor initial CS reconstruction is performed, it
will lead to inexact motion vectors and finally to a low resolution motion corrected image. A
comprehensive approach to avoid this kind of limitation may be to merge the three separate
steps into a single optimization algorithm (Asif et al., 2012; Odille et al., 2008). On the other
hand, the implementation of the proposed technique over a traditional CS framework is com-
putationally more expensive, because three steps must be performed. We used a computer
with an Intel(R) Core(TM) i7-3770 CPU @ 3.40 GHz and memory (RAM) capacity of 32.0
GB to run the proposed technique, with the algorithm taking approximately 100 minutes.
Speeding up the reconstruction time may be possible by parallel computing techniques.

The proposed method can be extended to 3D CINE liver MRI as an approach for ap-
plications where the respiratory signal can be used as a motion surrogate signal, such as is
done in coronary MR angiography (Stuber et al., 1999; Spuentrup and Botnar, 2006). In
coronary MR angiography, spatial resolution is bounded by breath-hold acquisition (15–20
s) (Spuentrup and Botnar, 2006), but with the emergence of navigator techniques, the spatial
resolution is improved by correcting free-breathing acquisitions (Stuber et al., 1999). Using
motion corrupted data (avoiding external navigator), a 3D CINE liver MR image may be
generated from the motion corrected image obtained in this work. As previously discussed,
to reconstruct the motion corrected image m̂t0 , we need to solve Equation (10). By employ-
ing the acquired data from all the frames b and the estimated motion vector operator, the
proposed 3D CINE liver is defined as follows:

m̂ = Vm̂t0 . (13)

Equation (13) shows how to generate the whole time sequence, where an accurate esti-
mation of the respiratory signal may be obtained through rigid registration in the head-feet
(H-F) direction of a region of interest (ROI) including the liver.
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6 Conclusion

We have presented a recovery algorithm tailored for free-breathing dynamic 3D liver MRI,
which demonstrated an increase in imaging efficiency while reducing acquisition time and
removing non-rigid motion artifacts. In addition, the recovery algorithm does not sacrifice
image quality. In the in-vivo experiments, our framework produced improved signal-to-error
ratios with respect to traditional CS technique (with gains up to 6 dB), and accurate complex
wavelet structural similarity indexes in comparison with the ground truth. These results
demonstrate that it is feasible to achieve high speedups in acquisition time (approximately
up to R = 10) and remove motion artifacts without diminishing image quality.
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Appendix

In this section we present the pseudo-code of the proposed we present the pseudo-code of
the proposed Motion Corrected Compressed Sensing framework for free-breathing 3D liver
MRI. Prior to solve Equation (10), we need to approximate the motion operator V using
the acquired k-space undersampled data b. The pseudo-code is illustrated in Algorithm 1.

Algorithm 1: Pseudo-code of the computation of motion operator V.

Initialization;

for each of the T frames do

Initial reconstruction: m̂t ←

(

arg min
m

′

1

2
||SFm′ − b′||

2

ℓ2
+ β||m′||ℓ1

)

t

+ FHb̄;

end

Select reference frame m̂t0 ;

for each of the T frames do

Motion vectors estimation: Vt ← arg min
vt

D(m̂t, m̂t0 |vt) + w
∣

∣

∣

∣kTQvt

∣

∣

∣

∣

ℓ1
;

end

return Motion operator V.

Using the k-space measurements b and the previously computed motion operator V, we
are able to solve Equation (10) as illustrated in Algorithm 2.
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Algorithm 2: MC-CS recovery.

Initialization;

while Stopping criteria not reached do

Pre-computation of parameters for line-search;

Line-search for optimal stepsize:
t⋆ ← arg mint

1

2
||SFV (mt0 + t∆mt0)− b||2ℓ2 + λ ||Φ (mt0 + t∆mt0)||ℓ1 ;

Motion corrected image update: mt0 ←mt0 + t⋆∆mt0 ;

Gradient computation: gnew ← VHFHSH(SFVmt0 − b) + λΦH |Φmt0 |;

Search direction: b← ||gnew||
2

ℓ2
/||gold||

2

ℓ2
;

Gradient update: gold ← gnew;

Conjugate gradient update: ∆mt0 ← −gnew + b∆mt0 ;

end

return mt0.
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