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Abstract

Fragmentation and growth-fragmentation equations is a family of problems with varied and wide
applications. This paper is devoted to the time asymptotics of critical cases of these equations,
namely when the division rate is constant and the growth rate is linear or is zero. The study of
these cases may be reduced to the study of the following fragmentation equation:

oo

Gt +utt.0) = [k )utt.g)ay.
xr
It is well-known that the solution of this equation converges to a Dirac mass at zero. By means
of the Mellin transform of the equation, we determine the zone on the space (¢,2) where the
mass concentrates and establish estimates on the rates of convergence, which happen to be either
exponential or polynomial according to the position on curves (¢, z(t)).

MSC Classification: 35B40 Partial differential equations, Asymptotic behavior of solutions, 35Q92
PDEs in connection with biology and other natural sciences, 45K05 integro-partial differential equa-
tions, 92D25 Population dynamics [see also 92C37, 82D60]

Keywords: Structured populations; growth-fragmentation equations; cell division; self-similarity;
long-time asymptotics; rate of convergence

Short title: A Critical Case in Fragmentation Models

1 Introduction

Fragmentation and growth-fragmentation equations is a family of problems with varied and wide
applications: phase transition, aerosols, polymerization processes, bacterial growth, chemostat etc.
[5, [7, 9L 16, 17]. This explains the continuing interest they meet.

Under its general form, the linear growth-fragmentation equation may be written as follows.

au(t,:n) + %(T(z)u(t,x)) + B(z)u(t,z) = /k(y,x)B(y)u(t,y)dy, (1)

where u represents the concentration of particles of size x at time ¢, 7 their growth speed (equal to
zero in the case of the pure fragmentation equation), B(z) the total fragmentation rate of particles
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of size x, and %k(y, x) the probability of a particle of size y to break into two particles of respective
sizes ¢ and y — x. For the sake of simplicity, we focus here on binary fragmentation, where each agent
splits into two parts, but generalization to k fragments does not present any difficulty. In the case
when 7 = 0, Equation [I] is the pure linear fragmentation equation.

Existence, uniqueness and asymptotic behaviour have been studied and improved in many articles
- let us refer to [15] for a most recent one, which also present an exhaustive review of the literature.
Let us only point out the results most related to our study.

e In the case when B(x) = 27 and 7(z) = 2, existence and uniqueness of a steady nonnegative
profile (U, \) with A > 0, U(z > 0) > 0, U € L*(zdz) and trend of u(t,z)e * towards U for an
appropriate weighted norm [14] is established in [13], under the assumption 1+~ — v > 0. This
profile U/ and A are solutions of the eigenvalue problem

o0

(r(@U(2)) + (B(x) + WU (z) = / k(. 2)B@)U(y)dy, © >0
/ (2)

TU(x=0)=0, U(x) >0, /OOL{(x)d:U =1.
0

9
ox

Though this result may be generalized or refined in different directions [6], 4], the assumption
linking B and 7 for x vanishing or tending to infinity remains of the same kind: if B(z) ~ z7
and 7(x) ~ x¥, it is necessary that 1+~ — v > 0. This may be understood as a balance between
growth and division: enough growth is necessary in the neighbourhood of zero to counterbalance
fragmentation, whereas enough division for large x is necessary to avoid mass loss to infinity.
We refer to [6] for more details; in particular, counter-examples may be given where no steady
profile exist if one of the assumptions is not fulfilled.

e The fragmentation equation, i.e. when 7 = 0,
8 o0
et @) + B@ult, ) = [ k(y, 2)B(y)u(t, y)dy, (3)

was considered in [§] and [I1] for a total fragmentation rate of the form B(z) = 2 and for

1
k(x,y) = ;ko (%) ; ko is a non negative measure,

1 1 (4)
supp ko C [0, 1], /zk‘o(z)dz =1, /ko(z)dz > 1
0 0

(i) When v > 0, it was proved in [§] that for initial data ug in L'(xdx) the function xu(t,z)
converges to a Dirac measure, and it does so in a self similar way. (This term is used here
and in all the following in a slightly different way than in [I1], see below in Section for its
precise meaning.) The self similar profiles are solutions of a particular case of equation , with
7(z) =z, s0 v =1, and A = 1. The condition v > 0 may then be seen as v+ 1 — v > 0 again.

(ii) For v < 0, it was shown in [II] that the behaviour is not self similar and strongly depends
on the initial data ug. The precise convergence in the sense of measure of suitably re scalings of
the solutions where proved for initial data of compact support or with exponential and algebraic
decay at infinity.



e Fragmentation equations may be seen as deterministic linear rate equations that describe the
mass distribution of the particles involved in a fragmentation phenomenon when such phe-
nomenon is described by a “fragmentation” stochastic process (see [2]). The homogeneous self
similar fragmentation process, whose associated linear deterministic rate equation for the mass
distribution of particles is the fragmentation equation , with v = 0, has been studied and
its asymptotic behaviour described in [1J.

In this article, we investigate the equation (1) when v = 0, v = 1 and the function k(x, y) is still given
by . This is one critical case where v+ 1 — v = 0. It is already known that under such conditions,
there is no solution to the eigenvalue problem in the case of homogeneous fragmentation (ko = 2)
or if 7(z) = cx and B(x) = B with two constants ¢, B > 0 and ¢ # B [6]. On the other hand, for the
fragmentation equation, if v = 0 the arguments of [8] based on a suitable scaling of the variables break
down. How can we expect to characterize the asymptotic behaviour of the population in that case?
Our first remark is that under such conditions on v and v the aggregation fragmentation equation and
the fragmentation equation are related by a very simple change of dependent variable. Suppose that
u satisfies:

o0

—u+u = / ;ko <$> (t,y)dy, (5)
u(0, ) = uo(x), (6)
then the function
v(t,z) = e “u(t, ze” ) (7)
satisfies
o 0 1 [«
pre + %(cxv) +ov= /yko (y) v(t, y)dy, v(t=0,2) = up(x). (8)

x

From the behaviour of one of them it is then easy to deduce the behaviour of the other.
An important quantity for the solutions of the fragmentation equation is the following:

M(t) = /000 zu(t, z)dx 9)

called sometimes the mass of the solution u at time ¢. After multiplication of the equation by =z,
integration on (0, 00) and applying Fubini’s theorem, if all these operations are well defined, it follows

that,
d

dt

All the solutions of considered in this work satisfy that property (c.f. Theorem [3.1)). Since on the
other hand, in the pure fragmentation equation the particles may only fragment into smaller ones, it
is natural to expect xu(t,x) to converge to a Dirac mass at the origin as t — oco. This property is
proved in Theorem below under suitable conditions on the initial data.

The main goal of this work is to determine how does this convergence take place. Our first obser-
vation (in Theorem [4.3| below) is that equation (5)) has no solution of the form w(t,z) = f(t)®(zg(t))
such that ® € L'(zdx) N L¥(xdz) for some a > 1. (Although it has a one parameter family of self

—M(t) = 0. (10)



similar solutions that do not satisfy these conditions.) Our main results actually show that the long
time asymptotic behaviour of the solutions of , (@ strongly depend on their initial data. It also
appears that this dependence is determined by the measure kg. This is seen by exhibiting a large set
of initial data, for which the solutions to equation are given by means of the Mellin transform and
where such a dependence is seen very explicitly.

2 Assumptions and Main Results

2.1 Representation formula by the Mellin transform

The solutions of equation may be explicitly computed for a large class of initial data by means of
the Mellin transform. Given a function f defined on (0, 00), its Mellin transform is defined as follows:

o0

Miy(s) = /JJSlf(:c)dx (11)

0

whenever this integral converges. In the following we denote, for the sake of simplicity
Ul(t,s):= Mu(t,~)(5)-

It is easy to check that if we multiply all the terms of equation by z°~! and integrate on (0, 00),
assuming that all the integrals converge and Fubini’s theorem may be applied, we obtain:

%U(t, s)+U(t,s) = K(s)U(t,s) (12)

where, by , X
K(s) = My, (s) = [ ko(2)z*"tdz (13)

/

is continuous on Re(s) > 1, analytic in Re(s) > 1 with K(2) =1 and K(1) > 1 due to (). We have
then, formally at least:

Ult,s) = Ug(s)eEE-D (14)
Uo(s) = My(s). (15)

It only remains, in principle, to invert to Mellin transform to recover u(t,z). As it is well known, in
order to have an explicit formula for the inverse Mellin transform, some hypothesis on Uy = M,,, and
K (s) are needed. If such conditions are fulfilled then,

V4100

1

t, - U, (K(S)—l)t —Sd 16

ute) = 5 [ V(o) el Vs (16)
V—100

for some v € R suitably choosed. Theoremin Sectionbelow provides a rigorous setting where

holds true. Our results on the long time behaviour of the solutions to are based on this explicit

expression of these solutions.



2.2 Asymptotic formula

Since we are mainly interested in the asymptotic behaviour of the solution as ¢ — oo it is enough to
be able to extract such information from the inverse Mellin transform in (16]). In order to understand
the long time behaviour of the function w, it is readily seen on equation (16| that a key function is

o(s,t,z) = —slog(x) + tK(s). (17)

We are then led to consider different regions of the real half line x > 0, determined by the different
behaviour of the z variable with respect to t. It will be divided in several subdomains that are
determined by the relative values of two parameters, that we shall denote as pg, qo, with respect to
a third, that we call sy. The two first, pg and gg, only depend on the initial data ug. The third
parameter s = s4 (¢, x) depends on the kernel ky as well as on ¢ and z. In order to define these three
parameters we need to precise the initial data ug and the kernel kg that we shall consider.

The initial data ug will be supposed to be a function, satisfying first the following conditions

o0

ug > 0, uo(x)(1 4+ x)dxr < co. (18)
/

By condition (18], the Mellin transform of the initial data M (0, «) is analytic on the strip Re(a) €
(1,2) at least. Let us denote:

I(up) =< p € R; /uo(az)mp_ld:n <00 p. (19)
0

This is necessarily an interval of R and, by hypothesis (18), [1,2] C I(ug). We then define:
po = inf{p; p € I(uo)} (20)
a0 = sup{g¢; ¢ € I(uo)}. (21)

It follows from Fatou’s Lemma that po ¢ I(ug) and qo ¢ I(up). By we have pg <1 and ¢qp > 2.
Next, we assume:

o0
Vv € (po,qo) : / lug(x)|z¥dr < oo, lim 2"ug(z) = lim z"ug(z) =0, (22)
z—0 T—r00
0
[ee]
Vv € (po,qo) : / lug ()2 T dx < oo, lim z' ™ uy(x) = lim 2" uf(z) = 0. (23)
z—0 T—00
0

These hypothesis will be used in order to have the explicit expression for the solution u of ,
@. Some of our results on the asymptotic behaviour need furthermore the following conditions on
the initial data.

dag > 0, Ir > qo; lug(z) — apz™®| < Cz™", Va > 1, (24)
lup () + aggor~ | < Cx™" ! Vo > 1 (25)
/ T }ug(aj) —aoqo(qo + 1)1’7(1072‘ dx < 0o, Yv € (qo,7). (26)

1

5



dby >0, Ip <po;  |uo(x) —boz™P°| < Cax™", Vx € (0,1), (27)
lug () 4 bopor P | < Cx™P~1 Va € (0,1) (28)

1
/ 2/ ug () — bopo(po + 1)a 7772 | dx < oo, Vv € (p, po). (29)
0

The kernel k(z,y) is defined by (), from where we already saw that K(s) is analytic in (1,00),
continuous and strictly decreasing on [1,00). We complete this assumption by considering, as for ug,
the integral I (ko) defined by and define

p1 = inf{p; p € I(ko)}. (30)

By Fatou’s Lemma, p; ¢ I(ko). The relative position of py and p; is discussed after Theorem
Under these conditions on kg, it may be checked that the function K is strictly convex on (p1,+00)
and that for any ¢t > 0, x > 0 there exists a unique s = s (¢, z) such that

si(ta) = ()1 (7). (31)

(c.f. Lemma (7.1 in the Appendix).
We may now come to the main results of this work, that is the description of the long time behaviour

of the solutions u of @ given by .

The first region where the behaviour of © may be easily described is where x > 1. That is because
for t > 0 and = > 1, the function ¢(s,t,z) is decreasing with respect to the real part of s. We have
then in that region

Theorem 2.1 Suppose that ug satisfies (@, (@—(@) Then, there exists T large enough such that
ult, ) = ag 0 K@)~ (1 +O (e<K (a0+6)-K <q0>>T)) Vt > T,Vz > 1. (32)

As it is shown in Lemma when x € [0, 1] the behaviour of the function ¢, and as a consequence
that of the solution u(t,z), is not so simple. Let us first describe the behaviour of the solutions of

@ in the region where x € [0,1] and the balance between x and ¢ leads to a result similar to
Theorem [2.1]

Theorem 2.2 Suppose that ug satisfies (@, @, , ko satisfies , , s+ be defined in .
Suppose moreover that ugy satisfies -(@). Then,

(i) u(t,x) = bya oK Po)=1)t (1 +0 (w_”+poe(K(”)_K(p0))t>) as t — 0o, and sy (t,x) < po

for any v € (p,po) with p given in (27).
Suppose moreover that ug satisfies 7(@. Then,

(i7)  u(t,z) = agz 90K (a0) =1t (1 +0 (1:_”,+q°e(K(”,)_K(q°))t)) as t — oo, and qo < s4+(t, ).

for any V' € (qo,7) with r given in .



Notice that if py < p1, the point (i) of Theorem never happens.

Given the results stated in Theorems and the only region which remains to study is the
region (t,z) defined by py < s4+(t,x) < go. To do so, it is necessary to distinguish a very particular
type of singular discrete measures kg whose support X satisfies the condition that is defined below.

Condition H. We say that a subset ¥ of (0,1) satisfies condition H if:

JL € N* U {+o0}, 36 € (0,1), H(pg)geN’ <, 0<pr<ppy1 YWeN (<L-1,
Y ={o,€(0,1);0, =0}, (pe)o<e<r are setwise coprime.

Note that the assumption of a coprime and ordered sequence of integers is not a restriction (we may
always order a given sequence of integers, and up to a change 6 to 99<d(Pe)  we can choose a coprime
sequence). See Propositions to in the Appendix for more properties of Condition H, which lead
to define a number v, and a set Q) by

2

« = T, = *Z
v Tog 0 Q=v (33)

Before we state the last main theorem let us remind that by the Lebesgue decomposition of a non
negative bounded measure, the measure ky may be decomposed as follows:

ko(x) = g(z)dr + dp + dv

where g € L*(R"), dpu is a singular continuous measure and dv is a singular discrete measure (cf. for
example [12]).

Theorem 2.3 Suppose that ug satisfies (@, (@, . Then,

(a) If the measure ko has non zero absolutely continuous part or if it is a discrete singular mea-
sure whose support does not satisfy the condition H and for which 1 is not a limit point of (o), then,
ast — 400, ¢ = 0, te? — oo, and for all § > 0 such that po + § < sy (t,x) < qo — J:

u(t, ) = oo+ t) (K ss -t [ Do+t D) o o oy 1 (e—we)t) (34)
omtK" (s1)
52 tK//(q )
e 2z 0
O1(t,e) =14+w(E) |14+0 | —— 35
1(t2) = 1+0() T 3

where () ~ Ce? is given by Lemma and w(e) defined in satisfies

lw(e)| < C(po + 6, g0 — 9) </ Z‘Ioféfluo(z)‘ Qs+ /R<s>
0

R(e)

zp‘)*‘s’lug(z)‘ dz + elog R(a)) . (36)

where the constant C(po + 8,qo + 6) depends on the integrability properties of ug (see (58)), R is any
function of € such that R(e) — oo, elog R(e) = 0 as € — 0.



(b) If the measure ko is a discrete singular measure whose support satisfies the condition H then,
ast— 00, € =0, te? — 0o and py < 5. (t, ) < qo-

_ 2ink

oop logx
u(t, IL’) _ xfs+(t,m)e(K(s+(t,33))*1)t ZkEZ UO(Sk)e log 6 n (—)2(t, E) L0 <67'y(z—:)t> ’ (37)
27TtK//(S+)

where s = s4 + 1kvy, v« defined by , 6 defined in condition H, () ~ Ce? is given by Lemma
and

2
o~ S K" (a0)

emﬁp:1+04:%ﬁ@5 S(e) (38)

)1 < Clon + dan — 0)e1og (o)) L)

o0 "
+u@‘/ @+/
R(e) 0

where L, R are any functions of € such that L(e) — 0o, R(g) — oo,
1

L(e) <f1§<(>8) 2000V (2)dz 4 [ zp0+5_1u0(z)dz) — 0 and eL(e)logR(s) = 0 as e — 0.

207071y (2)

zp0+671u0(z)‘ dz) (39)

The leading terms of the solution. The two functions agz ™% e(K(20)-1t and box*poe(K(pO)*l)t that

appear in the long time behaviour of the solution u of , @ in Theorem and in Theorem
are self-similar solutions of the equation (cf. Remark [1.4).
Since go > 0 and K(qp) < 1, it follows from Theorem and point (ii) of Theoremthat, ast — oo,
the leading terms of the solution wu(¢,x) decays exponentially fast uniformly in the domain x > 1 and
qo < s+(t,x). Since zu(t,x) converges to a Dirac mass at x = 0, the long time asymptotic behaviour
of the leading term of u(t,x) for x € (0,1) is more involved. In particular in point (i) of Theorem
and formulas and of Theorem some balance exists between the power law of x and the
time exponenti al term. This is described in some detail in Section [f] Let us just say here that the
scaling law of the Dirac mass formation in ¢, x variables is of exponential type in all the cases.

Rates of convergence. It follows from Theorem and Theorem that, after suitable re scaling
by the leading term, the solution u converges to zero, exponentially fast in time, uniformly for x in
the three domains x > 1, s4(t,2) < po and qo < sy(t,z). When py < si(t,x) < qo the rate of
convergence to one of the solution after that re scaling may be much lower, depending on the measure
ko and the initial data ug. This may be seen from the way in which 7(e) is obtained in Lemma
and in the expressions for w(e) and for S(e). It is actually easy to see that the rates in that
case can only be at best algebraic. This follows from the following. Since €2t must tend to oo, & must
tend to zero more slowly that t=1/2. Since the term e log R(e) cannot decay to zero faster than e it
then follows that w(e) and S(e) decay at most like a power law in time, as ¢ — oco. This constant is
uniquely determined by the measure k¢ (through its Mellin transform K(s)). On the other hand, the
best possible choice of the functions R(e) and L(e), depends on the initial data ug and is not known.
One possibility is to choose R by defining R(e) such that

. 1
/ 2070y (2)dz + /R( ) zp°+6_1u0(2)dz> .

R(e) 0

_ 1
°T log R(¢)



Such a value of R is uniquely defined since the function in the right hand side is strictly decreasing with
respect to R > 1. It is then clear that elog R(¢) — 0 as e — 0, and |w(e)| < 2C(po+0, g0 —9)e log R(¢).

It is straightforward to deduce from Theorem [2.I] Theorem [2.2] and Theorem [2.3] the asymptotic
behaviour of the solution v of the growth fragmentatlon equation. But this has to be done in terms
of etv(t,ze). As it is shown in detail in Section [6] if the method is unchanged, the shape of the
interesting domain is modified.

Remark 2.4 The hypothesis on the measure kg stated in Theorem are rather restrictive. The
cases where ko has an absolutely continuous part or is singular discrete measure without 1 as a limit
point are covered, but not the case when the measure ko has mo absolutely continuous part but has a
stngular continuous one or where 1 is a limit point.

Remark 2.5 Condition H may be seen as a generalization of the “mitotic” fragmentation kernel,
where ko(x) = 20,_1. Similar assumptions have been found in other related studies, see [3], Ap-
pendix D. Equation can be interpreted in terms of Fourier series in y = logx, and ezxhibits a
limit which has a log0— periodic part in y. The Poisson summation formula applied to the function
ug(e¥)e+Y, for sy fized, leads at first order to

(K(s4)-1)t
e

uo(0"x)
VG 2

Remark 2.6 The case 7(x) = 277 and B(x) = 27 may be studied following similar lines. The two
equations (growth fragmentation and pure fragmentation) are not related anymore as they were before,
when v = 0. If we take Mellin transform in the pure fragmentation equation we obtain:

u(t,x) ~log—=——=

0
5 U(ts) = (1= K(s)U(t,5+7).

A similar calculation may be done for the growth-fragmentation equation. Although these are not
ordinary differential equations anymore, since they are not local with respect to the s variable, they
may still be explicitly solved using a Wiener Hopf type argument.

The plan of the remaining of this article is as follows. In Section |3| we explicitly solve equation
under suitable conditions on the initial data ug and the kernel kg, using the Mellin transform. In
Section [4| we prove that the solutions u of the equation obtained in Section [3|are such that zu(t, x)
converges to a Dirac mass at the origin as t — oco. We also prove that equation has no self similar
solutions of the form u(t,z) = f(t)®(zg(t)) for ® € L((1 + x)dx). In Section [5| we prove Theorem
Theorem and Theorem In Section |§|, we describe in some detail the regions of the (x,t)
plane where the solutions of fragmentation equation and the growth fragmentation equation
are concentrated as t increases. We also present some numerical simulations where such regions may
be observed.

3 Explicit solution to the fragmentation equation .

In this section we perform rigorously the arguments presented in the introduction leading to the

explicit formula .



Of course, it is possible to obtain existence and uniqueness of suitable types of solutions to the
Cauchy problem for the fragmentation equation (5 with kernel k(x, y) given by under much weaker
assumptions than we are assuming in Theorem It is easily seen for example that if uy satisfies
(18)), there exists a unique mild solution u € C([0,00); L'((1 + z)dz)) N C1((0,00); L' ((1 + x)dx)).
More general situations are considered in [10]. Conditions and are imposed in order to have
the representation formula .

The main result is the following.

Theorem 3.1 Suppose that ug satisfies the condition @ (@) and (.) Suppose that the kernel k
is of the form given by (4 (l) Then, there erists a unique function u in C(]0,00); L*((1 + z)dz)) N
C1((0,00); LY ((1 + z)dx)) that satisfies equation (@ and condition (@ for all t > 0 and almost every
x > 0. This solution is given by (@ for all v € (po,qo) and satisfies property (@

Proof. Suppose that a function u(t,z) € C([0,00); L*((1 + x)dx)) satisfies (5). Then, for all ¢ > 0
the Mellin transform of u is well defined for Re(s) € [1,2] and is analytic in Re(s) € (1,2). If we
multiply both sides of by 2°~! and integrate over (0,00) we obtain:

j/u(t,x)xs_ldx+/ut$ Sld:v—/ 81/ k:0< ) ,y)dy
0 0

o0 y
= /u(t,y)/xs_lko <y> d:UC;y /u(t,y)ys_ldy/k:o(z)zs_ldz.
0 0 0 0

In the second step we have applied Fubini’s Theorem, since by hypothesis ko(2)z5 tu(t,y)y*~! €
LY((0,1) x (0,00)). This is nothing but equation from where we deduce . Since for all ¢t > 0,
u(t) is analytic on the strip Re(s) € (1,2) we will immediately deduce (L6), for all v € (1,2) as soon
as we show that

~+

V4100

/ [T (s) eIt (40)
To this end, we notice first that, by definition of K (s), K(s) < K(1), Vs € [1,2]. Therefore:
‘Uo(s) (K (s)=1)ty=s| < ‘UO(S)HC—V| oK)=t
Let us check that, under the assumptions made on ug we actually have
/ |Uo(v + iv)|dv < 0. (41)

for all v € (po, go). To this end we write:

o - 1 %0 )

Uo(v +iv) = / uo(z)z”tadr = — , / (uo(z)z” ™ 2 dx
0 (A 0
1

1+
v—1 > v—1,_ v > / v,
=— - uo(z)z” " z"dx — (up)' (x)x"x"dx
0
/ (up)' (x)z" " dx,
0

1+

V—l 1
B TR CR A wrr

1+
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where we have used . Therefore,

Uo(v +iv) = —

By the same argument, using now :

lim (ug)'(z)2" ™ = lim (ug)(x)z" ! =0,

x—0 T—00
we obtain: ) -
: — " 1+V+i'ud .
Uo(w +iv) (y+w)(1+y+w)/o (wo) (@) :
We deduce . -
Us(v + )| < / wo) ()2 dx 42
U+ i) £ — s [ [(00)(2) (42)

and by (23] . . ) follows.

On the other hand, it is easy to check that if ug satisfies . then the functlon u defined by
satisfies u € C([0,00); LY((1 4+ z)dz)) N C*((0, 00); L ((1 + x)dz)) and solves @ forallt >0
and almost every z > 0.

4 General convergence results

4.1 Convergence to a Dirac Mass.

Theorem 4.1 Suppose that u € C([0,00); L' ((1 + x)dx)) N CL((0,00); L} ((1 + x)dx)) is a solution of
@ with kg satisfying . Then:

[e.o]

Vi € Co(RT), lim [ au(t, z)p(x)ds = Mp(0),

t—o00
0

M:/ zug(x)dz
0

Proof. Multiply equation by x and integrate between z and oo where z > 0:

;lt :r:u(t;v)dx—i—/xutwdx—/ / kg<> (t,y)dydx

where

[es) Yy 00 1
= /u(t, y);/x/m( )dmd / (t,y)— /yrko r) ydrdy
z 2 )y
oo 1
:/yu(t,y)/rko (r) drdy.
z z/y

11



We first notice that if z = 0,

d oo
dt/xu(tw)da@ =0
0
oo
and the initial value M of [ zu(t,z)dz is preserved for all time ¢t > 0.
0

x
Denoting now F(x) = [ yko(y)dy, we may see yko(y) as a probability distribution on (0, 1), and F
0
as its cumulative distribution function. The previous formula may be written as

d T T z
— = — — <0.
o xu(t, x)dz /F (x> zu(t,x)dz <0

o0
The function [ zu(t,z)dx is thus a nonnegative nonincreasing function. Hence, as t — oo, it tends to

z
a limit /(z) > 0, and this implies that its time derivative tends to 0 as t — oo:
o0
z
/F (—) zu(t,x)de — 0, as t— oo.
x
z

As soon as kg is not equal to d; (excluded by Assumption (4))) there is a neighbourhood (1 — ¢,1)
of y = 1 around which F(y) is bounded from below by a strictly positive constant.This implies that

£

=
for all z > 0, the integral [ zu(t,z)dz — 0, which is sufficient to ensure that zu(t,z) — M4, as
z

t — 400, in D'(RT).

Remark 4.2 By Theorem the solution w obtained in Theorem is such that xu(t,x) converges
to M§ in D'(R") as t — +oo, where M = [ zuo(x)da.

Theorem does not give any information about how the convergence takes place. When the
fragmentation rate is B(x) = x7, with v > 0, it was proved in [§] that the convergence to a Dirac
mass is self similar. First it was proved that for any M > 0 there is a unique non negative integrable
solution g € L!(zdz) to:

o0

g9(2) + %(zg(?«*)) + B(2)g(2) = 'v/k(p, z)B(p)g(p)dp
e (43)

/OOO zg(x)dz = M.

The first equation in is a particular case of Equation , with 7(z) =z,so v =1, and A = 1.
Moreover, the solution u of the fragmentation equation with initial data satisfying fooo zug(x)dr =
M, is such that

t—o0

T _2 /1
lim/’u(t,y)—t wg(tvy)‘ydyzo.
0

12



2 1
The function ¢ 7g <t?y) is a solution of the fragmentation equation, called self similar due to its

invariance by the natural scaling associated to the equation. We show in the next section that there
is no such type of solutions to equation .

When v < 0 it is well known that the mass M (t) = [ zu(t, z)dz of solutions of the fragmentation
equation is not constant anymore but, on the contrary, is a decreasing function of time. The
asymptotic behaviour of the solutions of for v < 0 has been described in [11], and it was proved
that it is not self similar. It was also shown that such asymptotic behaviour strongly depends on the
initial data ug. For example, if uy has compact support and the measure kg satisfies:

1-z
/ zko(z)dz ~ 2P, as z — 0
0

for some (3 € [0,1), then the measure u(t,z), solution of the fragmentation equation satisfies, for
some positive constant C, g only depending on o and (:

1 1 dx
e |t 5 — oo (dx), ast — oo
( )Caﬁt(il—ana\ Cy gt T=A71a]

in the weak sense of measures, where

1-— B
M (t) ~ exp <—|a|ﬁCLOjﬂ\a|t<1—ﬂ>al> , as t — oo.

As it was said in the introduction, although the fragmentation equation with breaking probability
k(z,y) of the form and total fragmentation rate homogeneous of degree v = 0 has not been
previously considered in the literature, the corresponding fragmentation process X = (X(¢),t > 0) is
studied in [I]. This is a process with values in the state space denoted as Si(y), the set of all sequences
Y = (i)ien+ such that the following holds:

It is shown in [I] that, if one defines

00 1/p
Ut,p) = (ZXi(t)p> , for p € [1,00)
i=1
é(t, OO) — max {Xl(t),l =1,2,--- }
then, there exists p € [1,00) and m € (0, c0) such that for all p € [p, oo
tliglo logg(t7p) =—m

with probability one.

13



4.2 No Self similar solutions.

The goal of this section is to prove the following result.

Theorem 4.3 Suppose that the kernel k is of the form given by . Then, equation (@ has no
solution of the form

w(t,z) = f(t)P(zg(t)). (44)
where f and g are continuously derivable functions from RT to itself and ® in L*((1 + z)dz).
Proof. We denote ®(s) = fooo 257 1®(x)dw, that by hypothesis is well defined for s € [1,2]. The
Mellin transform of u(t) takes now the form:

Mu(t,s) = (9(t)) " F(£)®(s),
and the equation gives

OMy P O e
(9t (t,S)— f(t) Mu(tv ) g(t) Mu(ta ) ( 1+K( ))Mu(ta )
Therefore: ' n
g
VRO =T S
and /()
/ g
K(S):_g(t)'

We deduce that K'(s) and % must be constants. Therefore, g(t) = Ae~%, for some constants A

and a, and K(s) = a(s — 1) 4+ 2. Since K(s) > 0 for every s > 1, we must have a > 0. Since on the
other hand, K (s) is decreasing, we deduce a < 0, and therefore a = 0. But that is impossible because
K(l)>1land K(2)=1. g

Remark 4.4 All the functions of the form

us(t,x) — mfse(K(s)fl)t _ e(K(s)fl)tfslog:L‘

are pointwise solutions of equation @ for allt >0 and x > 0 since:

ou
s _ K — g8 (K(s)—1)t
e (K(s) ~ o
wlta) = [~ Ly (i) i) = e KO e [T (”;)y

1
_ :L‘_SG(K(S)_I)t o 6(K(s)—l)tm—s/ k‘o(Z)stZ _ l_—se(K(s)—l)t(l - K(S))
0

Such solutions are invariant by the change of variables:

slog(A)
Ko )

ur(t,z) = u <t+

since:

slog(X)
us \(t, ) = us (t + slog(}) : )\93> = 6_teK(8)(t+ 1653 ) —slogaios )

K(s)
_ e—teK(s)t—sloga: _ us(t,m).

These solutions are then self similar. Notice although that they do not belong to L' (0, 0)) nor L*(z dx).

14



5 Proofs of the main results

To study the long time behaviour of the solutions u of we use their explicit representation ,
that holds under the assumptions , , on the initial data ug as shown in Theorem In
order to simplify as much as possible the presentation we define the new function:

w(t,z) = e'u(t,z) (45)

that satisfies:

Gatw = 711/130 (;) w(t,y)dy, w(0, ) = up(x), (46)

T

and, since M, (0,s) = Up(s), it is given by:

v+ioo
w(t,z) = ! / 2™ Up(s)e™ds (47)

21 J, oo

for any v € (1,2).

5.1 behaviour for =z > 1.

The long time behaviour of w for x > 1 is given in Theorem Its proof is based on the following
lemma.

Lemma 5.1 Suppose that ug satisfies (@, (@—. Then the function Uy(s), defined by

oo

Uo(s) = /x51u0(:v)dx (48)

0

that is by hypothesis analytic on the strip Re(s) € (po, qo) may be extended to a meromorphic function,
still denoted Up(s), on Re(s) € (p,r) for r > 0 given in and p > 0 given in (27). Moreover,

V4100
/ Uo(s)|ds < +o0 (49)

fO?” all v € (p7p0) U (p07 QO) U (qu T‘).

Proof. By we already have that Uy(s) is analytic on Re(s) € (po, qo). For such an s we may
write:

1 o
Uo(s) = /0 25 g (z)dx +/1 25 ug(z)dr = I (s) + Ix(s).

The integral I1(s) is analytic on the half plane Re(s) > pg, and then, for the part (pg,r), it only
remains to consider I». This term may be written as follows

I(s) :/ ms_laox_qodx+/ 25 YN ug(z) — agz™%)dz.
1 1

15



If s€ RT and s < qg — 1, we have:

ao
)
qo — S

/ 25 Hagr™0)dx =
1

and that function has a meromorphic extension to all the complex plane, with a single pole at s = qq.
On the other hand, by hypothesis ,

/ |25 (ug(z) — agz™%)|dz < C'/ TR gy
1 1
The integral in the right-hand side converges for gy < Re(s) < r. We deduce that
/ 25 YN ug(z) — agz™%)dx
1

is analytic in the strip Re(s) € [qo, 7).
If we define now :

ag
S —4qo

1 oo
H(s) :/0 25 g (z) — +/1 25 N ug(2) — apz™®)dx.

H is meromorphic in the strip Re(s) € (po, qo). By definition of Uy(s) we have, for all Re(s) € (po, qo):

ap
S —4qo

1 o0
Uo(s) :/0 25 g (z) — +/1 25 YN ug(z) — agz™%)dz.

And in the strip Re(s) € (qo, ) we have:

aq 1
= / 2 Lagr~0dz
S —4qo 0

then, if Re(s) € (qo,7): .
H(s) = /0 25 Hug(z) — apr™%)dz == G(s)
We have then:
Uo(s) = H(s), Vs;Re(s) € (a,qo)
H(s) = G(s), Vs;Re(s) € (qo,7)

and G(s) is the analytic extension of Uy(s) to Re(s) € (qo,r). We still denote Up(s) the meromorphic
function that is obtained in that way on Re(s) € (pg, ).

We prove now for v € (po,7). By we already know that it holds for v € (pg, qo). For all
s = u + v in the strip (qo, ), we have:

Uo(s) = / x0Tl (uo(z) — apz™ %) dx
0

1 z=00
= 7‘,177:1)‘1“1%’[1,71 un(z) — a [Eiqo _
—— (o) = )|
1 .
_iv 1 / warl {(u — 1)xu72 (’U,()(LE) — aox*qo) 4 xufl ((UO)/($) + aoqoquofl)} dz.
0
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Since u > qo, and using , we have:
|2 T2 (g () — apr™%)| < 2*(Juo(x)| + |aoz™®]) — 0 as = — 0.
On the other hand, using that u < r and :

|2 2 (ug(z) — apz™®)| < C2*™" — 0 as x — +o0.

Therefore,
Uo(s) =
1 > v u— — u— —qo—
== =1 /0 vt {(u -1z 2 (ug(x) — agx qo) + vt ((uo)'(x) + apgor™ P 1)} dx
S 1 / xiv (u _ 1)xu71 (UQ(:IZ) o aox*qo) 4 P ((UO)/(JJ) + aoqol‘iqofl)} dr
w41 Jg
= Jl(s) + JQ(S).
Since
1 [
Ji(s) = _;L)—Fl/o 2" (up(x) — apr™®) da
_u—l * B — 7_u—1
- iv+1/0 x (uo(x) aox )dx— z'v—i—lUO(s)’
we have:
v+ 1
(Z;_ 1)J1(s) = Ji(s) + Ja(s)
4
WA ) = —(s)
1 o Xy u —qo—
— g [ e (00 @)+ caa )} o
M) = ] /Oow“’{x (00 (&) + aoaoz™)}
(tv 4+ 1)(u + v)
u—1
As) < \(iv—i—yl u’—i-w|/ () + aogoz™™~ 1)‘dx
Therefore: ) -
Uo(s) = (U—HU)/O 2" {z" ((u)'(x) + aogor™® 1) } da (50)

By , and , and since u > g, the integral in the right-hand side of is absolutely
convergent for all s such that Re(s) € (qo, 7).

We may repeat the integration by parts with the integral in the right-hand side of :

J3(s) = /000 2" {z" ((up)'(x) + apgox™® 1) } da (51)
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with s = u 4 v and u € (qo, 7). As before,

1 . =00

Jg(S) = mxw—f—lxu ((UO)/(x) + aoQox_qO_l) - -
1 .

cag [ e (0 @)+ o) 4

4z ((uo)"(x) — apqo(qo + l)x_q°_2) } dz.
By and the fact that u > g9 we have:
10 (o) () + oo™ ) | < & (o) () + [aolqoa ™ — 0, as & - 0.

Using now
" ((uo)'(2) + aogor™®7") [ < Ca"H177H 50, as x — oo,

Then,

J3(s) = - /OOOCL‘“’H{WU“1 ((uo)'(z) + aogor™~1) +

w+1
+3" ((up)”(x) — aoqo(go + 1)x~?2) } dx

/0 T (u0)"(2) — avolgo + Da%) de

-1 1

= Ja(s) —
w12

1

B = g [ () @)~ ol + Do) da

e[ [om)

The first integral in the right-hand side is absolutely convergent by and because Re(s) —qo—1 >
—1. The second integral converges absolutely by the hypothesis .
We have then, for Re(s) € (qo, r):

1
(u+ ) (iv + 2)

Uo(s) = / ¥ ((uo)” () — aoqo(qo + 1)~ 7?) da
0
and follows for Re(s) € (qo,)-
A similar argument, using (27), and (29), shows also for Re(s) € (p,po). O

We may prove now Theorem [2.1

Proof. [Proof of Theorem [2.1]] Let us consider the function w(t, z) defined in (45]) and given by
for all v € (pg, qo). By Lemma we may deform the integration contour in , cross the straight
line Re(s) = go to obtain:

1 v +ico
w(t,z) = Res (Up(s); s = qo) x~0e2K(@)t 1 —_ / 275Uy (s)eX s (52)

211 ! _ico
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with v/ € (go, 7). We notice now, for s = v/ + iv :

1 1
/1: cos(vlog(z dx+z/:n sin(vlog(zx))ko(z)dx
0 0

1 1
t[a” cos(vlog(x))ko(x)dx it z sin(vlog(x))ko(z)dx
Kt _ seko(yde it ] s(eko

1 1
v/ +ico tfx”/k (z)dz v'+ico itfz”/sin(v log(z))ko (z)dx
/ 275U (s)eXtda| < e ’ / z*Up(s)e © ’ do
* [ 2" sin(v log(z) o (z)d
, , o it | ¥ sin(vlog(x z)dx
< gVt / VU (V' +iv)e © ’ dv
/ / +Oo
< a7Vt )/ |Uo (V' + iv)| dv (53)
Combining and we obtain, for x > 1 and t — oo:
w(t7 ;[;) = Res (Uo(s)’ s = qO) :L»_(IOeK(‘IO)t (1 + 0O (:L‘_V,‘que(K(V,)_K(‘IO))t)) (54)

O

5.2 x small and t large

In order to understand the long time behaviour of the function u, or w, let us recall the definition
of the key function ¢ :

(s, t,x) = —slog(z) + tK(s). (55)

Let us consider for a while the function ¢ only for real values of s. When ¢t > 0 and x > 1, this
function is decreasing with respect to the real part of s. That is the key property that, in Subsection
makes the rest term to be negligible with respect to the residue at s = qg, once we have that Up(s)
is integrable for s € (go, 7). If we maintain ¢ fixed and take x < 1, the function ¢ is now increasing with
respect to s. We could then easily obtain a result similar to Theorem for t fixed and z — 0. But
that is not a region particularly interesting. These monotonicity properties of ¢ do not hold exactly
when ¢ is large and z small although that is exactly the interesting domain to consider for the long
time behaviour of u. Lemma [7.1]shows the behaviour of ¢(¢, -, z) : it is decreasing for s € (p1, s+ (¢,z))
and increasing for s € (s (t, ), +00) where s (t,z) is defined by (81).

Since sy depends on ¢ and x, is an increasing function of ¢ > 0 and an increasing function of z € (0, 1)
we have several domains of different long time asymptotic behaviour, that correspond to the different
points (i) and (ii) of Theorem and Theorem

Proof. [Proof of Theorem [2.2]. We only consider in detail the case (i) since case (ii) is completely
similar. Suppose then that we are in the region where ¢ — oo and z — 0 in such a way that

sita) = (k)1 (FE)
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By (47):

v+1i00
wit,z) = —- / Uo(s)e? 1) g (56)

211 —i0o

for any v € (po,qo). Using Lemma we deform the integration contour in towards the right
and cross the pole qq, i.e. that we have:

w(t,z) = e ®) (Res (Uy(s); s = q0) + R)

1 v/ +ioco
R = Up(s)e— ot +é(st:e) g g

27 S —ino

with /' = go + 0 for some 6 > 0 such that ¢g + 3§ < s (¢, ). Then,
v/ ico
IR| < / |Uo(s)] eme(*¢((I07t,93)+¢>(s,t,x))ds’
v —ioco

where
Re(—o(qo, t,2) + ¢(s,t,x)) = Re(—(s—qo)logz +1(K(s) — K(qo)))
1 1
= —dlogx +tRe </0 2 kg (2)dz — /0 qu_lkO(z)dz>

1 1
= —dlogx+t </ 21091 cos(vlog 2)ko(2)dz — / zqo_lk‘o(z)dz>
0 0

1 1
< —dlogz+t </ 200 0 (2)dz — / zqo_lkzo(z)dz>
0 0
= 7¢(q07t71’) +¢(QO +5)ta 'T)

This ends the proof of the point (ii) of Theorem The proof of point (i) is similar. If we want to
be more specific:

ot ¢ 0D

= §(—logz+tK'(q0+9))
= 8t (—K'(s:(t,2)) + K'(q0 + )

, by convexity of ¢(-,t,x)

If s4(t,x) > qo + 26 then
—K'(s1.(t,2)) + K'(qo + 0) < —K'(qgo +26) + K'(qo0 + 6) = —0K" ()
for some 7 € (qo + 0, g0 + 20). Since K" < 0, K"(n) > K"(qo + 29) and therefore:
Re(—¢(q0,t, ) + ¢la, t,x)) < =0*tK" (go + 26).
We deduce
67¢(q0,t,x)7e(t7 7)| < O o0 tK" (q0+20)

forall ¢ >0, z > 0; s+(t,x) > qo + 26 > qo.
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5.3 Proof of Theorem [2.3l

In order to estimate the function w(t,z) defined in when sy (t,z) € (po,qo) we first take v =
s4(t,z) in that formula. Then, we will use several estimates on Uy(s) and Re(¢(s,¢,2)) along the
integration curve Re(s) = s4.(t,z) € (po + 9,q0 — 9).

The estimate on Up(s) follows from ([42):

1
V2 01+ )7 +0?)

1 ' " 1+po+6 > " 14+qo—6
S VR T ) (/0 (o) Gl dy+/1 (o) ™ dy)’ o7

We then have

|Uo(s+ +iv)| <

/ooo [(u0)” (y) [y 5+ dy

dv
/ Vols)ldv < /gvee(s):s+ V(PE+ 1) ((1+ po)? + v?2) "

Re(s)=s+,|Sm(s)|>e
1 00
x < / |(uo)" () |y P00 dy + / |<uo>”<y)|y1+q0—5dy> = Co(po + d,q0 — 9) (58)
0 1

In order to estimate Re(¢) we wish to use the method of stationary phase. To this end we must
consider different cases, depending on the measure k.

Lemma 5.2 For alle € (0,1), for allt >0, x > 0 and all s € C such that s = sy (t,z) +iv, v € R
and |s — sy (t,x)| < e:

02
Re(K(s)) = K(sy(t,x)) — ?K"(er(t, x))+ 0O (53) . (59)

If ko is a discrete measure whose support 3 satisfies the condition H, then @) holds for all € > 0,
t>0,2>0 and for all s € sy + iR such that |s — (s4+(t,z) +iv)| < e, for some v € Q.

Proof. By Taylor’s formula

S— S X 2
K(s) = K (s (12)) + (s — s (b)) K (s (1)) + SO g g )

Ss— S X 3
+( J%(ta )) IC"’(C(t,a:))

for some ((t,z) € C between s and sy (¢,x). Since |s — sy (t,x)| < ¢, |((t,z) — s4+(t,z)] < e. Since
5+ € [po,qol, |¢(t, )| < qo + ¢ We have then

1
K" ()| = /0(logz)3k0(z)e(<1)1ogzdz

1
< / log 23 ko (2)|eRe(C D15 =g,
0

1
< [ logzPlko(le e
0
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Using that K'(s1) € R, follows.
Suppose now that kg satisfies condition H. We have:

.’L‘) = Zaké(a: — Uk), Zakak =1

keN keN
= Zako'z*l, K'(s) = Zak(log o)os !
LeN leN
(s, t,z) = —slogx +t Z akmj_l
LeZ
Therefore, for all v € @
K(sy +iv) = Z agaz+_leiv log ¢
£eN
_ Za05+ 1 217rk ©)
£eN
= > a0 T = K(sy) (60)
£eN

And for the same reason
K'(sy +iv) = K'(s1), Yv € Q,
K"(s4 +iv) = K"(s4), Yv € Q,
from where follows for all s € C such that |s — (s4(¢,2) + iv)| < € for some v € @ by Taylor’s
formula around the point s (t,z) +iv. O
We prove now estimates on Re(®) for s far from the points sy = s + kv, with v, defined by

Equation [33]

Lemma 5.3 Suppose that the measure kg has an absolutely continuous part or is a singular discrete
measure whose support ¥ does not satisfies condition H. Then, for all ¢ > 0 there exists y(¢) > 0 such
that for allt > 0 and x > 0:

sup Re(9(s1 + 0.,0) ) < Re9(s1.1.0) ) ~ (o)

[v]>e
Moreover, when € — 0, v(g) ~ Ce? for a constant C > 0.

Proof. For all v € R:

Re <¢(s+ +iv,t,x) — P(s4,1, a:)) = §Re<—iv log(x) + t(K (s4 +iv) — K(s+))>
= tRe(K(sy +iv) — K(s4))

= tRe (/1 25+ ko (z) (2" — 1)dx>

1

= /8+ Yeo (2 (cos(vlog(a:))—l)da:

0
= tG(v) <0.



The function G(v) is a continuous nonpositive function of v. If ky has an absolutely continuous part

g then:
1

1

Vv e R\{0}, /:c5+1cos(v log x)g(z)dx </ s+-1g
0 0

and then, for all v € R\{0}:

ws+*1cos(v log z)(g(x) + dp(x))dx

o _

1
/ 5+ teos(vlog x)ko(z)dr =
0

AN
O\H

1
2%+ (g(z)de + dp(x / ko (a
0

By continuity of the function G(v) it follows that for all R > 0 and & > 0 there exists § > 0 such that

sup G(v) < =94

e<lv|I<R

Lemma (j5.3]) will follow if we prove that the limit of G at infinity is also strictly negative. To this end
let us write G under the form

G(v) = /1 2%+ ko (z) <cos(v log(z)) — 1) dr = 7eys+k0(ey) <cos(vy) - 1>dy
0 0

_ 0/ eV <cos(vy) - 1> <g(6y)dy + du(ey)>

By Riemann Lebesgue theorem,
o0

lim /e_ys+cos(vy)g(e_y)dy =0

v—too
0

and then
vgrinoo Gv) = UEIinOO e Vst (cos(vy) - 1) <g(e‘y)dy + d,u(e_y)>

o0

oo
= / e Ytg(e” y)dervEIinoo e vt (cos(vy) — 1>dp(e_y)
0
[ 1
g—/ey8+gey /8+1 x)dz < 0.
0 0
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Suppose now, that the measure kg is a singular discrete measure whose support ¥ is given by the
countable set of points o:

= Zaké(:n — 0y), Zamg =1

LeN LeN
s)= aroy !, K'(s)=> ap(logo)oy !
¢eN ¢eN
O(s,t,x) = —slogx +t Z apeos L
¢eN

By definition of py:
ZagO'Z < 400, Vs; Res > py.
£eN

Suppose also that the points oy do not satisfy the condition H. Then, let us see first that for any v # 0,

1 1
/ms+_1k0(ac) cos (vlog(z)) < /m5+_1k0($) cos (vlog(z)).
0 0

Suppose on the contrary that this is not true. Then, by the definition of kq:

- 1
g amj* cos vloga(g E ayo s+

leN {eN

Since ay > 0, 0y > 0 and oy we than have
cos (UlOng) =1, W €N,

or, in other terms,

V¢ e N,3k(l) € N; vlogoy = 2k(0)r.

But, by Proposition this contradicts the assumption that 3 does not satisfy condition H. Suppose
now once again that there exists a sequence v,, — oo such that

1
_ -1 -1
/ac‘S+ lkg( )cos vy log(x Zamz cos vnlogag — Zam;*
0

leN £eN

If ming oy = oy, > 0, for all n there exists wy, € [0, 27/ log oy,] such that cos (wn log O’g) = cos (vn log O'g)
for all £. Then, there exists a subsequence (wy)nen and wy € [0,27/logoy,] such that w, — w, as
n — 0o. By continuity this would imply

— S4— 1
Zagaé cos w* logag Zaga

leN LeN

Since ay > 0 and oy > 0 this implies that:

coSs (w* logog) =1, WeN
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which is impossible since the set of points oy does not satisfies condition H. Therefore

1 1
sup/ 25+ cos(vlog ) dpe </ 5+ Ldp,
0 0

|v|>e

and this concludes the proof of Lemma As concerns the asymptotic behaviour when ¢ — 0, it is
given by the Taylor’s formula of Lemma since 0 < K (qo) < K" (s4) < K" (po), so that y ~ Ce?
with K" (q0)/2 < C < K" (po)/2. O

Remark 5.4 We do not know whether Lemma holds when the absolutely continuous part of the
measure kg is zero but its singular continuous part is not zero. For our purpose it would be enough to
know if, given a singular continuous probability measure du with support contained in [0,1]:

1
l'urnv_mO/ edu(x) < 1.
0

Remark 5.5 As it is seen in the proof of Lemma condition H arises very naturally when looking
for the existence of at least one point v € R such that for all £ € N there exists k(¢) € Z such that
vlog oy = 2mk(¢). For more details see Section in the Appendiz.

We consider now the case where the measure kg is discrete and its support satisfies the condition
H. Let us first observe the following.

Lemma 5.6 Suppose that kg is a singular discrete measure whose support 3 satisfies the condition
H. Then,

Ve € (0,]logf| "), 3y(e, 0) >0, v e Ce2, C > 0;

Re <¢(s+ + iv,t,x)) < Re (¢(s+,t, x)) — (e, O)t, (61)
Vv € R\ {0}, such that,d(v, Q) > e. (62)

Proof. Since kg is a discrete measure whose support satisfies condition H,

Re <¢(s+ + iv, t, :c)) = —sylogz +tRe (Z agagl)

leN

= —silogx+t Z age+ D108 cog(vlog o).
leN

We now apply Proposition 1' with by = ages+~1189¢ Then, for all € > 0 there exists v ="(e,0) >
0 such that

Z agelst—Dlogay cos(vlogoy) < Z agels+—Dlogor _ ~
£eN £eN

and therefore

Re ((;5(5.,. + iv,t,az)) < Re <¢(S+,t,$)) — ~t.

The asymptotic behaviour of (g,60) when & — 0 comes from Taylor’s formula given in Lemma
O
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We prove now Theorem

Proof. [Theorem [2.3]] We start proving point (a).
Let us split the integral defining w(t, z) as follows:

1 s+ (t,x)+ico
w(t,z) = — Up(s)e? %) ds
2m1 S+ (t,x)—ioco
1 s+ (t,x)+ie 1
= Uo(s)ed’(s’t’x)ds + — Uo(s)e‘z’(s’t’x)ds (63)

% S+ (t,x)—ie 2mi Re(s)=s4,|Sm(s)|>e

We estimate the two integrals in the right hand side of using Lemma and Lemma First
of all we consider the integral near s;, and write:

1 s (t,x)+ie s4(tx)+ie
- Un(s)erteas = ) [ (Ot g 4
2mi 2mi s+ (t,x)—ie

1 S+ (t,x)+ie

s+ (t,x)—ie

(Uo(s) — Up(s)) e?C0ds

2ri
=1+ Is.

S+ (t,x)—ie

By Lemmal5.2] for all € € (0,1), > 0, ¢ > 0 and s = s; + iv such that |s — sy (t,z)| <e,

s—si(t,x))?
Re(o(s,t,2)) = Re(Pp(s4(t,2),t,x)) + 1 (“MK"(SJF(L:U)) +0 (63)> . (64)

2
and 2
sa(t,x)+i si(t,x)+i (s=sy (t,2)° )y s .
/ +(t) setb(s,t,x)ds _ €¢(s+(t,m),t,x)/ +(t2) ‘Set( +2 K"(s4(t, ))+O(53)) ds.
sy (t,x)—ie sy (t,x)—ie
Since s = s (t,x) + iv, then (s — s (t,2))? = —v? and
sy (t,x)+e v2
/ +(62) 8e¢(s,t,x)ds _efls (b)) /8 67t<7K (5 (£2))+O (%)) do
s+ (t,x)—ie —€

.e¢(8+(t,x),t,$) LAY, tK"(s4)+0(e) y2
| e
VIK"(s4) Joe\/tK"(s1)+O(2)

Since s+ € (po, o), K"(s4+) € (K"(q0), K" (po)) and e/tK"(s;+) + O(e) — 0o as t — oo and € — 0, if
we choose them such that ev/t — 0o

e/ tK" (s+)+0(¢) 2 9] 2 00 42
/ e 2dy = / e_2dy2/ e zdy
—e/tK" (s4)4+0O(e) —o0 e/ tK" (s+)+0(¢)

(e 10(2) |
= V27 —2e” 2 x O ;
(6\/tK”(S+) + 0(6))

ast — 00, £ = 0, e/t — 0o and s (t,x) € (po, o).

52 " S 63
| poslta)tie | elor (tba)ta) (- ero(d))
- ed)(sat’z)ds — 1 + O

2 Js 1 Var \JiK7(s5) VIE"(51) + 0(0)
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Since K"'(s) <0 and s4(t,x) € (po,q0), K"(s+) > K" (qo) and then,

_ 82tK//(q0)

¢(S+(t,$),t,1’)
= tlslha))e 1405 — (65)

We consider now I.

s4(t,x)+ie
/ (Un(s) — V() ¥4 ds| <
s4(t,x)—ie
s+ (t,x)+ie
< sup |Up(s4 +iv) — Uo(s+)|/ e | s
lv|<e s+ (t,x)—ie

As before in Lemma 5.2 if s = s4.(¢,z) + iv with v € (—¢, ¢):

‘ Hta)| _ olos(ta)ta) e*t<§K”(s+(t,x))+(’)(s3)>

and we may then estimate Iy as

i(€2K”(S+)+O(E3))

e¢(s+(t,x),t,x) e 2
L] < wE)———=|1+0
21t K" (s4) e\/tK"(s4) + O(e)

( ) €¢(5+(t7x)7t7x) 1 n O Q_M (66)

= wl\lE)— _—

2t K" (s4) e/ tK" (qo)

where w(e) is defined by

w(e) == sup |Up(s+ + iv) — Up(sy)]. (67)

v|<e

Moreover, for R > 1:

[Uo(s+ +iv) = Uo(s4)| =

S .
/ 25+ g (2) (2% — 1)dz
0

R oo
< /1 ‘z“_luo(z)(zw —1)|dz + / ‘z”_luo(z)(zi” —1)|dz +
1 R

R
1

—i—/OR ‘z“_luo(z)(zi” —1)|dz

R ] 00
< / ‘z”*luo(z)(zw —1)|dz + 2/ ‘zqo*é*luo(z)‘ dz +
+ R
1

+2/R ‘Zp0+67111,0(2’)‘ dz
0

1
Since 29070 1yq, 2P0t~y € LY(RY), we have Ir |zq°_‘5_1u0(z)| dz — 0 and [} ‘zp°+5_1u0(z)‘ dz —
0as R — oo.
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On the other hand, for all R > 1 > fixed,

/1R |25+ g (2) (= — 1)| de = /1R

R R

s 1
/ edr / e’s”dp‘ < s]
0 0

‘ 1
|ewlogz —1] < J|vlogz| < (elogR), Vz € (R’R) )

25+ g (2) (€108 % — 1)‘ dz.
We use now that for s € R:

-1 =

and then
R . o
/ |z Lug(2) (= = 1)] dz < (elogR>/ |77 (2)] d=
1 0
R
o A s CI S
0
We deduce

. 3
lw(e)| < C(po+9,q0—90) (/ ’zqo_‘s_luo(z)’ dz + / ‘Zp0+5_11t0(2)‘ dz + elog R)
R 0

and follows choosing R = R(¢e) such that R(¢) — oo and elog R(e) — 0 as € — 0.
We now estimate the second term of the right hand side in (63). By Lemma (5.3 and (58):

d(s+(t,x),t,x)—v(e)t
1/ Up(s)edto)gs| < € / U (s)| ds
270 Je(s)=s4,[Sm(s)|> 2 Re(s)=s4,|Im(s)| e
e¢(s+(t’r)zt’z)_7(5)t
< o C(po + 6,90 — 0)

This ends the proof of (a).
We prove now point (b). To this end we split now the integral in as follows:

1 ok (b@)tie P(s,t,x) 1 o(s,t,x)
w(t,z) = — Up(s)e? > % ds + — [ Up(s)e?>""ds
271 = Jsi(ta)—ic 2mi Jp,

Do ={ss +iv; [v—wg| > e Vk € Z}, vy = ko

where £ > 0 is small enough to have that the intervals [si(t,z) — ic, si(t, z) + ic] are disjoints.

first estimate the integral over I'; using Lemma

/ Up(s)e?512) s

€

< / ’U()(S)’ eéRab(s,t,x)ds
Ie

s4++ioco
< esentarst [T s ds,
S

+—iOO

and we conclude as for point (a) above.
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For v € [vy, — €, v + €] for some k € Z, we write s = sy + vy, and

) s 4

L[ g gestnn gy = Doten) /Sk“@)%

2mi sk (t,x)—ie 2mi sk (t,x)—ie
1 sk (t,x)+ie

+— (Uo(s) — Up(sp)) e?>H0)ds

2mi s (t,x)—ie

= I (k) + I2(k).

Using Lemma (5.2)) we may repeat the analysis of the terms I; and Iy performed in the proof of point
(a) above to estimate I;(k) and I2(k) as follows:

t(EQKN(qO))
d(sk(t,2),t,) A E—
Lk = Jolswe 1ro|l—2 ||,

t(sQK”(qO))

B < wp(e) S | 1)
wp(e)—— |1+ — | |,

LR < wrle) ey i)

wr(e) = sup [Uo(s +1v) — Uo(ow)] . (72)

lv|<e

To estimate the sum of I;(k), as we have seen in

¢(5k’7t7 l’) = — Sk Ing + tK(sk’) = ¢(S+7t7x) -

We deduce:

2imk

PGkt tx)  _ ob(s4(62),7) ;" Togp 108

and therefore,

Z 1 eiw 6¢)(S+(t,1‘),t,$) Z 27.'7Tk1 g
Lk =|—+o0 Un(s)e Ts? % (73)
=~ V2r e\/tK" (po) tK"(s+) 1z

2K (pg)

e ¢(s+ (t,x),t,z)
Y ILE)|< (140

k
ez e/ tK" (po) \2mtK" (s4) I;Z’

We define y = ﬁég, (or = #Y), and first consider the series: », Uo(sk)e 2%y where

(74)

2imk

UO(Sk) = / UO(x)ajsk_ldx:/ u0($)€(5+—1+10g9)10ga¢d1‘
0 0

= / ug (6Y) 0+~ VY 2Ry gy 1o Ody = / g (8Y) 6°+Ye2™Y Jog dy.
R R
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Since the function g(y) = ug (6Y) #5+Y is real valued, Uy(s_;) = Up(sk), and then Upy(s_j)e* ™V =
Uo(sk)e2imky. We first deduce, using , that the series is absolutely convergent. We may then re
arrange the series to obtain:

ZUo(sk)e*Qi”ky = Up(so) + Z (Uo(sk)eﬂmky +W>
keZ keN*

= Uo(s)+2 Y Re (Up(si)e ™) |
keN*

where we see that the series is real valued.
Let us now turn to the sum of I»(k). We have

L

Z sup |Up(s +iv) — Up(sg)| < Z sup |Uo(sp + iv) — Up(sk)| +
kez vl<e k=—1 lvI<e

+ Z sup (|Uo(sk +iv)| + |Uo(s)!)
kez, k> [VI<e

L
< Z sup |Up(sg + iv) — Up(sk)| +
k=1 IvI<e
1
+2C1(po + 6, g0 — 0) Z Tor
keZ,|k|>L b
Since by definition |vg| = ligké ;
lim 2C4(po + 6,40 — 0) > .
i 210+ 0o uf ="
keZ,|k|>L

Moreover, for all L > 0 fixed, all k € Z, |k| < L and R > 1:
Uo(sk +iv) — Up(sk) = / 250y (2) (2% — 1)dz
0

R . .
|Uo (s, +iv) — Up(sg)| < /1 |25+ kg (2) (27 — 1) | dz +

R
1

. s
-m/‘P%JAW@ﬂM+2/RpmM4m@ﬂ@
R 0

Arguing as above,

00 1
lim / ‘zqo_é_luo(z)‘ dz + /R ‘zp°+5_1u0(z)‘ dz | =0.
R—00 R 0

For all R > 1 fixed,

R 00
/1 |25+ 712k (2) (2" = 1) dz < (elog R)/O ’(poJ“S*1 + zqo*‘sfl)uo(z)’ dz. (75)

R
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We finally have, for all L > 0, R — oo and € — 0 such that te? — oo:

S L) o o= ) N\ s (1) ) SR
2 S 1 + , 4, €),
ez e/ tK"(qo) 2ntK" (s4)
1 o0
S(LR€) < 2010 a0) 3 1o+ 2elog R / [Pt 200y (2)| dx
keZ k> | F 0

0 1
+4L </ ‘zqo_é_luo(z)‘ dz + /R ’zp°+5_1uo(z)’ dz)
R 0

By Lemma and we may estimate now the second integral in the right hand side of as
follows:

1 ed)(er(t»Z):t’z)_'y(e)t

— / Uo(s)e¢(5’t’x)ds
I

= Ua(s) ds

- 2m /¥EE(S)S+,|Sm(S)|28
6¢(S+ (t,$) 7t7m) —’Y(E)t

2T

IN

C(p() + 67 qo — 5)

This proves point (b). o

6 Study of the different regions of asymptotic behaviour.

It is proved in Theorem that if u is a solution of the fragmentation equation with suitable
integrability properties, zu(t, ) converges to a Dirac mass at the origin as ¢ — +o0o. The formation of
that Dirac mass may be followed using the descriptions of the long time behaviour of v in Theorem
and Theorem As already said, Theorem implies a uniform time exponential decay for = > 1.
In this section we give some indications about the domain where, following Theorem the function
zu(t, ) concentrates towards a Dirac measure, as ¢ increases.
All the cases of Theorem may be described, roughly speaking, as giving a formula for zu(t, x)
of the form
zu(t, ) ~ A(t, o)z e (@)=t (76)

with A = ag and 0 = ¢ in Theorem [2.1) and Theorem [2.2| (i), A = by and o = pg in Theorem [2.2] (¢),

and o0 = sy (t,x), A(t,sy) = % in Theorem (131).

Since A is either a constant or a function bounded by a power law of ¢, the long-time behaviour is
essentially given by the (exponential) behaviour of the term z—7+1e(K(@)—1),

In order to understand the behaviour of the function zu(t,x) as t increases we may consider the
curves C, in the plane (z,t) defined by si(t,z) = r for any constant r € R. The curve C, also
correspond to the set of points (z,t) where z = X' (Mt Since moreover, the function K is negative

and increasing, it is then easy to understand the behaviour of the function z=7T1e(E(@)=Dt 3long such
curves.
Let us begin by the case of Theorem when py < st < qo: we may rewrite as
zu(t, ) = A(t, sy )t (5+t2))
where we define F' by
F(s)=K(s)—1—(s—1)K'(s). (77)
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Let us now turn to the cases sy > qp and s; < pg. Equation becomes
zu(t, ©) ~ A(p)e!CPs+),
with p = pg or p = ¢p and G defined by
G(p,s) =K(p) —1—(p—1)K'(s). (78)

The behaviour of the signs of the functions G and F', which determine the exponential growth or
decay of zu(t, z) along the lines 2 = e® (5+)_is given in the following lemma. Its proof is given in the

Appendix (Lemma .

Lemma 6.1 The function F(p) defined by has two zeros p € (p1,1) and G € (2,00). It is negative
on (p1,p) N (g,00) and positive on (p,q).

If po < p, the function G(po,s) defined by is negative for s € (p1,po). If p < po, the function
G(po,-) has a unique zero 5(pg) € (p1,po), so that G(p,s) is negative for s < 5(po) and positive for
5(po) < s < po-

Similarly: If qo > @, the function G(qo,$) is negative for s € (qo,00). If § > qo, the function
G(qo,-) has a unique zero §(qo) € (qo,o0), so that G(q,s) is negative for s > §(qo) and positive for
g0 < s < 5(qo).

The sign of F' implies the exponential growth or decay of zu(t, z) on the domain where Theorem
applies.

Let us now use this lemma to follow the behaviour of xu(¢, x) along the curves C,, which correspond
to z = etK'(r=s4),

e pp < p<1(resp. 2<q<qp): G(po,s+) is negative for s; € (p1,po) (resp. G(qo, s+ ) is negative
for s; € (qo,0)), we have an exponential decay on s; < py (resp. qo < s4). For s on the
interval (po,2) (resp. (1,qp)), the behaviour is given by the function F': exponential decay for
sy € (po,p) (resp. sy € (q,qo)) and exponential growth for s; € (p,2) (resp. sy € (1,q)).

All together, this gives a limit for the zone of exponential growth given on the left by sy = p
(resp. on the right by s = q).

e p < py <1 (resp. 2 < qop < q): G(po,-) has a unique zero 5(py) € (p1,po) (resp. G(qo,-)
has a unique zero 5(qg) on (gp,o0)), and we have an exponential decay for s; < 3(pg) (resp.
5(go) < s4+) and an exponential increase for 5(pp) < sy < po (resp. qo < s+ < 5(qo)). For
sy € (po,2) (resp. st € (1,q0)), the behaviour is given by the function F: since p < pg (resp.
qo < q), there is an exponential growth for sy € (po,2) (resp. s+ € (1,qo)).

All together, this gives a limit for the zone of exponential growth given on the left by s = 5(pg)
(resp. on the right by s; = 5(qo)).

Of course, any combination of these two cases, for the respective positions of p and pg for ” s small”
and of ¢ and g for sy large” is possible, which finally leads to four possible situations.

We also notice that for the case of very regular initial data, i.e. py < p and § < qo, the zone of
exponential growth or decay depends only on the fragmentation kernel properties, which define the
values of p and ¢, and endly the dependence on the initial condition only appears as a correction term
(presence or not of %)
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Example 1: homogeneous kernel.

For the homogeneous kernel, ky = 2 so that Equation (13)) gives K(s) = %, so that p; = 0 and we have

2t 2
sy(t,x) = | ———, K'(sy) = ——=-.
— log(x) st

We calculate easily that

PPt e Lk JN U R [ R

)

so that p=2—+/2, §=2+ V2, and

2 p—1 1(,2
=2 142 — (2 - +2p -1
G(p, s) ) + 2 =2 (s (p )+ 2(p )),

so that 3(pg) = %;OPO)’ 5(qo) = ,/%ﬂ;l). Notice that s(pp) — 0 = p; when pg — 1, and

5(qo) — oo when gy — 2 : the “less regular” the initial data, the largest the domain of exponential
growth.

! . . : . |
0.2 0.4 0.6 0.8 1.0

Figure 1: Different curves of the form s, = v for different values of v > 0, so that 2t = —v%logz.
The function zu(t,z) tends to zero exponentially fast uniformly out of the green region contained
between the light blue and the green curves. It tends to infinity inside that region. As t — oo, the

2t 2t
. . . 2
function zu(t,z) concentrates in the interval x € (e Te,e OF ) .

The values of v, in the light blue curve and =, in the green curve in Figure [I] depend on the relative
values of gy and ¢ = 2 + v/2 and of pg and p = 2 — /2 respectively, as detailed above for the general
case.
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Example 2: Mitosis kernel.

For the mitosis kernel, ko = 20,_1: Condition H is satisfied, and K (s) = 2275, p; = —oo and we have
2
sy (t, z)defined by

log <_ tlfg((xg)) )
22—s+(t,z) _ e(2—s+)log(2) _ IOg(.%') Sy (t, .7)) -9 _ o8

tlog(2)’ log(2)

We calculate easily that
F(s)=2""% -1+ (s —1)log(2)2°%,

and p < 1 and g > 2 are defined by F(p/q) = 0, see Figure

G(pa 5) = 22—1) -1+ (p - 1) log(2)22_57

- _ 1 1-22-P - _ 1 1—22-4
so that 5(po) = 2 — 5, log<(170—1) log0<2>>’ 5(90) = 2~ i) log<(qo—1) 1og0(2)> -

Figure 2: Function F(s) for kg = 25, _1. We see the two zeros p < 0 and g > 3.
2

The asymptotic behaviour for the growth-fragmentation equation.

The asymptotic behaviour for the growth-fragmentation equation may also be deduced from The-
orems and Using Formula [7, we know that the solution v satisfies v(t,z) = e “u(t,ze™) :
we can apply directly the results of Theorems and It remains to analyse in which part of the
plane (z,t) there is an exponential growth or decay.

First, for x = ae with o > 1, Theorem implies, for a constant C' > 0,

2v(t, z) = au(t, a) ~ Cal~0eK(a0) =1t

so that there is an exponential decrease for the domain = > e“.
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For the domain z < e, the lines where we can follow the mass concentration are now given by
s4(t,re™) constant, i.e. x = elctK'(s4))t Notice that contrarily to the fragmentation equation, these
lines either go to infinity or to zero, with a limit case for sy = K'~1(—c).

To avoid too long and repetitive considerations, we focus on the case of very smooth data, where
Po < Sy < qo is the main domain of interest in Theorem On that domain, for a constant C' > 0,

O (K(&-9+K(s)-1)t

Vit

where we recognize ef'®)t with F defined by . We can thus apply directly the study done for
the fragmentation equation: the domain of exponential growth is for p < si(¢t,ze™) < g, with p,q
defined in Lemma This corresponds to curves z = e(cHK (54t with K'(s,) € (K'(p), K'(q)).
What is new here is to investigate whether these curves go to zero or to infinity in large times. We
also notice that the curve of maximal exponential growth is given for F(s) = F(1) = K(1) — 1. We
have the following cases.

xv(t,z) = eK/(“(’”r)tu(t7 eK/(S+)t) ~

e ¢ > —K'(p) : the zone of exponential growth goes to infinity.

e —K'(7) < c< —K'(p) : the domain of exponential growth covers a wide range of lines x, going
to infinity or to zero. In particular, the line of maximal growth, given by z = e(ctK ‘W may
either go to zero if ¢ < —K'(1) or to infinity if ¢ > —K'(1).

e ¢ < —K'(q) : the domain of exponential growth goes to zero.

6.1 Numerical illustration

To visualize the long-time behaviour of Equation as described in the previous results, we choose
to simulate it in the log-variable y = log(z). The equation becomes, for n(t,y) = u(t, z),

Senlt,y) + () :/no n(t,y + 2)dz, (79)
0

where rg(2) = ko(e™?). In the case of the mitosis kernel kg = 25,_1, we have
2

5i(6y) + 0t y) = dn(t,y +1og2),  n(0,y) =n"(y). (80)
, (v=vg)?
We choose a gaussian for the initial data n'™* = e~ =" , with y = —5, and following the solution in

time we draw the limits of the zone where n(t,y) > 0.1 maxn(t,y). This is given in Figure A linear
€T
t—ag
fit of the form t = a1y + a2 gives excellent results. This corresponds to curves x = e ¢ , which are of

the predicted shape.

7 Appendix

We give in this appendix the statements and proofs of some important auxiliary results.
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Figure 3: The solution of the growth-fragmentation equation in a log-scale. The two curves in blue
and green represent limits for the major part of the support of u(t¢, x) : inside these two curves, the
solution u(t, x) is larger than 10% of its maximal value in x at time t.

Lemma 7.1 Let ko be defined by (4), K its Mellin transform defined by , p1 € [—00,1) defined
by , and ¢(s,t,xz) defined by . Then for x < 1, ¢(-,t,x) is convex, it decreases for s €
(p1,5+(t,z)) and increases for s € (s4(t,x),4+00) where si(t,z) is defined by

1
sy (t,2) = (K)7) (gf”) . (s1)
Proof. We consider the derivative of ¢ with respect to s

1
gf(s t,z) = —log(z) + tK'(s) = —log(z) + t/ log(2))2° Yo (2)dz.
0

The second derivative of ¢ with respect to s is

0%

1
952 (s,t,z) =tK"(s t/ log(2))?2° Yko(2)dz > 0,
0

so that ¢(-,t,x) is convex. By definition,
1
K'(): (o) — (-o0,0), K/(5) = [ (log(:)2* k()
0
is an increasing bijective function from (p; < 1,00) to (—o0,0). Then, for each ¢t > 0, z > 0:
9¢
s
is also increasing and bijective as a function of s, so that for all x € (0,1), the function %(-, t,x) has a

unique zero on (py, 00) given by . Since K’ is an increasing function of s, s; (-, x) is an increasing
function of ¢ and x € (0,1).

(- t,x) : (p1,00) — (—o0, —logx > 0)
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Lemma 7.2 (Lemma The function F(p) defined by has two zeros p € (p1,1) and q§ €
(2,00). It is negative on (p1,p) N (g, o0) and positive on (p,q).

If po < p, the function G(po,s) defined by is negative for s € (p1,po). If p < po, the function
G(po,-) has a unique zero $(py) € (p1,p0), so that G(p,s) is negative for s < §(pg) and positive for
5(po) < s < po.

Similarly: If qo > @, the function G(qo,s) is negative for s € (qo,00). If ¢ > qo, the function
G(qo,-) has a unique zero 5(qo) € (qo,00), so that G(q,s) is negative for s > §(qo) and positive for
qo < s < 5(qo)-

Proof. We first notice that F(p;) = —oo (this may be viewed by going back to the definition of K,
prand K'), F(1) = K(1)—1>0, F(2) = —K'(2) > 0 and F(+00) = —1, so that by continuity F' has
at least two zeros p € (p1,1) and g € (2,00). Since F'(s) = (1 —s)K'(s), F is increasing on (p1, 1) and
decreasing on (1,00) : p and ¢ are its only zeros. This implies that F' is negative on (p1,p) U (g, 00)
and positive on (p, ).

We notice that G(s,s) = F(s). Considering G as a function of s we have

S G(p) = (1~ p)K"(s),

so that %G(p, s) >0 for p < 1, %G(p, s) < 0 for p > 1: G(po,-) is an increasing function of s for
po € (p1,1) and G(qo,-) is a decreasing function of s for ¢p € (2,00). Since G(p,p) = F(p) is positive

on (p, q) and negative on (p1,p)U (G, 00), and G(py < 1,p1) = —o0, and G(qp > 2,00) = K(qo) —1 < 0,
we have two cases for each part (p1,1) and (2, 00) according to the respective position of p and pg, ¢
and qgp, as stated in the lemma.

7.1 Weak solutions of the fragmentation equation ([5)).

Definition 7.3 A function u € L*([0,00); L'((1+z)dz)) is said a weak solution of the fragmentation
equation () if for all p € C.([0,00)) and a.e. t > 0:

/OOO u(t,y)w(y)dy:/()oo uo(y)sO(y)der/ot /Ooo u(s, y) (/01 o(2y)ko(2) —<p(y)> dzdyds — (82)

Notice that by definition, if u € L>([0,00); L}((1 + z)dz)) then u € C(]0,00); L*((1 + x)dx)).
If ug € L'((1 + x)dx) we may obtain a weak solution as follows. Define:

T(u)(t,x) = uo(x // ko (””) ult, y)dyds

We claim that T is a contraction from L*([0,7); L' ((1 + z)dz)) into itself for any 0 < 7 < 1.

IT@O < ol + / / / k( )\woﬁ y)|dydads
i
= |U0||L1+// /k0(> (t,y)dzxdyds
= HUOHLl‘*‘// /ko u(t,y)dzdyds
< luollp + sup Jlu®)ll

te(0,7)
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1T O wany < ]|z o) / / / ko() (t, y)dydads
= HUOHLl(xdx)Jr// /:cko <> u(t,y)dzdyds
= ’UOHLI zda) // /zko (2)yu(t,y)dzdyds

HUOHLl (zdz) + T sup H’LL )HL1 (zdz)
te(0,7)

IN

If w and v are in L!'((1 + z)dz) and w = u — v:

IT@)®) - Tl < / / / ko( )\w(t y)\dydads
= // /k()(x) lw(t,y)|dzdyds
_ // /ko Vw(t,y)|d=dyds

< 7 sup [[w®)|z
te(0,7)

Therefore, there is a fixed point u € L*([0,7); L*((1+ x)dx)). Since the time of existence is indepen-
dent of the initial data, this procedure may be iterated to obtain a solution u € L>([0,00); L*((1 +

x)dx)) of the equation
u(t,x —u0+/ / k0< ) (t,y)dyds, a.et>0

in L'((1+z)dx)). We immediately deduce u € C([0,00); L*((1+z)dx)) N W/llo’coo((O, s); LY (1 +x)dz)).
Then, the function
v(t,z) = e tul(t, x)

u(t,z) _v0+// k0< ) (t,y)dyds (83)

in L'((1 + z)dz) and satisfies, for a.e. ¢ > 0:

is such that, for a. e. t >0

>*1
vutv=—etut+etu +v= et/ —kg < > u(t,y)dy
z Y Yy

1
S tv= / —ko ( ) v(t,y)dy
z Y Y

in L'((1 4 x)dz). In particular, after multiplication of both sides of the equation by a test function
¢ € L0, 00) we obtain for a.e. t > 0:

/DOO v(t,y)e(y)dy = /OOO uo(y)e(y)dy + /Ot /OOO v(s,y) (/01 ©(zy)ko(2)dz — gp(y)) dyds.
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We deduce that v is a weak solution. If we choose ¢(x) = = we obtain for a.e. t > 0:

/OOO yo(t,y)dy = /OOO yuo(y)dy + /Ot /Ooov(s,y) (/01 zyko(2)dz — y) dyds
= /OOO yuo(y)dy

So the mass is constant for all ¢ > 0.
Suppose finally that we have two functions u; € L', i = 1,2, satisfying . Then, if w = uy — us:

wit,2) // ko( )w<t,y>dy

and,

| it

IN

[ 1L () o
L) s
L L
i o

And we deduce [;° [w(t,z)|dz = 0 and uy(t) = up(t) in L' for a. e. ¢ > 0.

7.2 On the condition H.

We present here some useful remarks on the condition H.

Proposition 7.4 Given a sequence (0y¢)een in (0,1), condition H is a necessary and sufficient condi-
tion in order to have at least one real number v # 0 with the following property:

Ve e N,3k(¢) € N; |vlogoy| = 2k(4)7. (84)
Proof. Notice that v = 0 satisfies property . If condition H is satisfied, the number

27
log 6

<0 (85)

Vg =

has property since, for all ¢, oy = 6P¢ and then,
v log oy = vipylog 0 = 2pymr.
Suppose on the other hand that such a v € R\ {0} exists. Then, for all £ # 0:

2rk(€)  27k(0)
logo,  logoy

~lol =
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and therefore

ged(k(£))

and condition H follows with § = o, " and py = k(¥).

Proposition 7.5 Given a sequence (0¢)sen of real numbers in (0, 1) satisfying condition H and v, Q
defined by , the set of real numbers v that satisfy property is given by the set () = v, Z.

Proof. Suppose that v # v, is a real number satisfying and fix £ € N. Then,

vy log oy = 2pem, vlogoy = 2k(0)w (86)
and we must then have:
k(¢)
= ..
Dr
Suppose therefore that
v="Lo,
q

where p/q is irreducible. We deduce from that for any £ € N:
vlogoy = gv* logoy = 2]2]9[77 =2k({)m.
q q

and py, must be a multiple of ¢ for any ¢. Since, by assumption, 1 is the only common divisor of all
e, we deduce that ¢ =1 and v € Zv, = Q.
If, on the other hand v € Zwv,, property is immediate.

Proposition 7.6 Suppose that by > 0 for all{ € N and B =) ,.yby < 0o . Then, for all € > 0 there
exists & > 0 such that:

sup Je (Z bgeivlog"E) < B(1-9).
v,d(v,Q)>e ¢EN

Proof. Without lack of generality, we assume B = 1. By definition of @, if v & @, there exists
£y € N such that
vlog oy,
—= ¢ 7.
2 7
Then,

Re (Z bee' 103;”) = by, cos(vlogoy,) + Z be cos(vlog ay)

teN (EN, 044y
< 14 by, (cos(vlogoy,) — 1)
= 1—by, (1 —cos(vlogoy,))

Since the function v — Re (3, bee™°87¢) is continuous, for all R > 0:

sup Re <Z bee' log‘”> < 1.

d(’U,Q)ZE,|’0|§R ZeN
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Suppose now that for some sequence v,, — 00,
lim Zbgei”" logoy _ 9,
n—oo
{eN
Since oy = 6P,
lim bpetvnpelogtd — 1

n—00
leN

Since # € R and v,, € R for all n, (e?71°89), .y is bounded in C. Then, there is a subsequence (v3)ren
and A € C such that |A| =1 and ‘
ewn log 6 N A,

and then, for all £/ € N:
eivnpz lOg 0 AN Apl .

On the other hand, since v, € R, py € N and 0 € R:
‘bgeiv”p[ 10g9‘ < bé e gl(N)

and then, by the Lebesgue convergence theorem:

D beAPt =1, (87)

LeN

For some o € [0,27), A = € and since Y,y bee’?* = 1 the calculation above implies that o € Q,
which contradicts the fact that d(v,, Q) > e.

We deduce that
sup Re bee'v1o8 ‘”) <1.
d(v,Q)>e <ZEZI:\;

References

[1] J. Bertoin. The asymptotic behavior of fragmentation processes. J. Eur. Math. Soc. (JEMS),
5(4):395-416, 2003.

[2] J. Bertoin. Random fragmentation and coagulation processes, volume 102 of Cambridge Studies
in Advanced Mathematics. Cambridge University Press, Cambridge, 2006.

[3] T. Bourgeron, M. Doumic, and M. Escobedo. Estimating the division rate of the growth-
fragmentation equation with a self-similar kernel. Inverse Problems, 30(2):025007, 2014.

[4] M. J. Céceres, J. A. Canizo, and S. Mischler. Rate of convergence to the remarkable state for frag-
mentation and growth-fragmentation equations. Journal de Mathematiques Pures et Appliquées,
96(4):334-362, 2011.

[5] V. Calvez, N. Lenuzza, M. Doumic, J.-P. Deslys, F. Mouthon, and B. Perthame. Prion dynamic
with size dependency - strain phenomena. J. of Biol. Dyn., 4(1):28-42, 2010.

[6] M. Doumic and P. Gabriel. Eigenelements of a general aggregation-fragmentation model. Math-
ematical Models and Methods in Applied Sciences, 20(05):757, 2009.

41



[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

R. Drake. A general mathematical survey of the coagulation equation. Topics in Current Aerosol
Research (Part 2), pages 201-376, 1972.

M. Escobedo, S. Mischler, and M. Rodriguez Ricard. On self-similarity and stationary problem for
fragmentation and coagulation models. Ann. Inst. H. Poincaré Anal. Non Linéaire, 22(1):99-125,
2005.

A. G. Fredrickson, D. Ramkrishna, and H. Tsuchiya. Statistics and dynamics of procaryotic cell
populations. Math Biosci., 1:327-374, 1967.

B. Haas. Loss of mass in deterministic and random fragmentations. Stochastic Processes and
their Applications, 106(2):245 — 277, 2003.

B. Haas. Asymptotic behavior of solutions of the fragmentation equation with shattering: an
approach via self-similar Markov processes. Ann. Appl. Probab., 20(2):382-429, 2010.

E. Hewitt and K. Stromberg. Real and abstract analysis. A modern treatment of the theory of
functions of a real variable. Springer-Verlag, New York, 1965.

P. Michel. Existence of a solution to the cell division eigenproblem. Math. Models Methods Appl.
Sci., 16(7, suppl.):1125-1153, 2006.

P. Michel, S. Mischler, and B. Perthame. General relative entropy inequality: an illustration on
growth models. J. Math. Pures Appl. (9), 84(9):1235-1260, 2005.

S. Mischler and J. Scher. Spectral analysis of semigroups and growth-fragmentation equations.
Oct. 2013.

L. Robert, M. Hoffmann, N. Krell, S. Aymerich, J. Robert, and M. Doumic. Division in escherichia
coli is triggered by a size-sensing rather than a timing mechanism. BMC' Biology, in press, 2014.

J. Sinko and W. Streifer. A new model for age-size structure of a population. Ecology, 48(6):910—
918, 1967.

42



	Introduction
	Assumptions and Main Results
	Representation formula by the Mellin transform
	Asymptotic formula

	Explicit solution to the fragmentation equation (5).
	General convergence results
	Convergence to a Dirac Mass.
	No Self similar solutions.

	Proofs of the main results
	behaviour for x>1.
	x small and t large
	Proof of Theorem 2.3.

	Study of the different regions of asymptotic behaviour.
	Numerical illustration

	Appendix
	Weak solutions of the fragmentation equation (5).
	On the condition H.


