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ABSTRACT
Power estimation of software processes provides critical indi-
cators to drive scheduling or power capping heuristics. State-
of-the-art power estimation solutions only provide coarse-
grained support for power estimation. In this paper, we
therefore propose a middleware for assembling and configur-
ing software-defined power meters. Software-defined power
meters provide real-time and accurate power estimation of
software processes. In particular, our solution automatically
learns an application-agnostic power model, which can be
used to estimate the power consumption of applications.

Our approach, named BitWatts, builds on a distributed
actor middleware to collect process usage and infer fine-
grained power consumption without imposing any hardware
investment (e.g., power meters).

Categories and Subject Descriptors
D.2.8 [Software Engineering]: Metrics—complexity mea-
sures, performance measures

Keywords
CPU power model, Middleware toolkit, Power monitoring

1. INTRODUCTION
Energy-efficient computing is becoming increasingly impor-

tant, which requires power estimation as a key mechanism for
understanding and reducing the energy consumption of soft-
ware. It is particularly useful to identify the largest power
consumers and make informed decisions when scheduling
tasks at the level of individual application processes. How-
ever, modern processors are increasingly complex and only a
few manufacturers, like Intel with Running Average Power
Limit (RAPL) [1, 6], start to embed power-aware interfaces
in their latest generation of processors. To overcome this
limitation, we propose to a middleware , named BitWatts1,

1Available as open source from http://bit.ly/PowerAPI.
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to build software-defined power meters. Based on the con-
cept of distributed actors, our software-defined power meters
provide a scalable, non-intrusive and efficient way to estimate
the power consumption of running processes, in real-time,
with minimal hardware investment. Besides, our solution
automatically learns the processor power profile by stressing
it in several dimensions for capturing the supported features.
To get representative and accurate metrics, BitWatts uses
Hardware Performance Counters (HPC), which are mostly
available on modern processors. The underlying CPU power
model is obtained by applying a multivariate regression on
both HPC metrics and hardware power measures collected
under various stress setups. As a preliminary experiment,
we evaluate our tool on a well-known benchmark—SPEC
CPU2006—to compare our power estimation with real mea-
surements. The remainder of this paper introduces the CPU
model learning phase (cf. Section 2) as well as our middle-
ware (cf. Section 3) that we used to perform our preliminary
experiments (cf. Section 4).

2. LEARNING THE CPU POWER MODEL
The hardware performance counters used to estimate the

power consumption of processors have to be carefully se-
lected according to two criteria: their availability on a large
family of architectures and the overhead imposed by their ex-
ploitation. We therefore studied the evolution of all available
counters under different workloads to identify the counters cy-
cles, instructions, cache-references, and cache-misses

as the ones which characterize as best the power model of
multi-core architectures. While the counter cycles provides
a clear indication on the current frequency of the cores, the
three others counters reflects the processors’ activity. The
hardware performance counters and power consumption val-
ues collected along the execution of different workloads are
then correlated using a multivariate regression to connect
the evolution of the power consumption with the variations
of a vector made of the hardware performance counters we
identified. In practice, the equation below reflects the power
model we obtained for an Intel Xeon processor:

PowerXeon(host) = 90.23 +

2.93∑
f=1.6,
f∈Freq

Powerf (host)

Where the power consumption over a period of time is com-
puted as the sum of the power consumption in the different
frequencies f supported by the processor, including the TB
special frequency when available. The constant (90.23) iso-
lates the idle power of the machine. Then, the power model

http://bit.ly/PowerAPI


per frequency is defined as follows:

Power2.93(host) =
5.37 · i

109
+

7.67 · r
108

+
3.23 ·m

107

Where i, r, and m refers to the HPC instructions, cache-
references, and cache-misses, respectively.

3. BITWATTS MIDDLEWARE
We built BitWatts as a modular middleware to assem-

ble software-defined power meters. Software-defined power
meters are expected to deliver power consumption reports
at high frequency—between 10 and 100 Hz—in order to
closely monitor the activity of an application running on a
system. We therefore adopted the actor programming model
to develop a middleware that can scale with the frequency
and the number of applications to be monitored. An ac-
tor is a lightweight entity that executes concurrently with
other actors and processes messages asynchronously using
an event-driven model. Actors provide a scalable solution
to process millions of messages per second, which is a key
property for supporting real-time power estimation.

In BitWatts, we use the Scala programming language2

and the Akka library3 to develop actors with the following
roles:

Sensor connects the software-defined power meters to the
underlying system in order to collect raw values of sys-
tem activity. Raw values can be coarse-grained power
consumption reported by third-party power meters and
embedded probes, or CPU activity statistics as de-
livered by the process file system (ProcFS). Sensors
are triggered according to the requested monitoring
frequency and forward raw values to the appropriate
formula.

Formula uses the raw values received from the sensor to
perform the power estimation. A formula therefore
implements a specific power model [4, 3, 5] to con-
vert raw values into actual power consumption values.
The granularity of the power consumption reported by
the formula (machine, core, process) depends on the
granularity of the values forwarded by the sensors.

Aggregator is in charge of aggregating power consumption,
according to a specific dimension like the process identi-
fier, to compute the power consumption, or timestamp,
to group the power consumption of several applications.

Reporter finally formats the power consumption produced
by the formula or the aggregator into a suitable format.
Such reports can be provided for instance via a Web
interfaces or a virtual file system (e.g., based on FUSE).

4. PRELIMINARY EXPERIMENTS
To assess our solution, we compare the energy consumption

measured by the power meter with the estimations produced
by the power models we learned. This comparison uses SPEC
CPU2006 [2] as an acknowledged benchmark suite, which
includes many CPU-intensive workloads. In particular, we
report on the execution of five representative benchmarks
covering both integer and floating point operations. Figure 1
depicts the measured energy consumption compared to the
estimated one. The straight line y = x represents the best fit

2http://scala-lang.org
3http://akka.io

energy consumption, while the upper and lower lines indicate
an absolute error of 6 %.
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Figure 1: Energy consumption.

5. CONCLUSION
BitWatts is a middleware to build software-defined power

meters. BitWatts learns the processor characteristics and
creates a CPU power model of a multi-core architecture by
means of sampling and multivariate regression. We evalu-
ated the performance of BitWatts in different settings and
showed that it performs well on a variety of applications.
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