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Preface

The present volume collects the proceedings of Aofa’14, the 25th International
Meeting on Probabilistic, Combinatorial, and Asymptotic Methods for the Analysis
of Algorithms held at Université Pierre et Marie Curie, Paris, France, during June
16-20, 2014. The conference builds on the communities of the former series of con-
ferences “Mathematics and Computer Science” and “Analysis of Algorithms”, and
aims at studying rigorously the combinatorial objects which appear in the analysis
of data structures and algorithms, as well as the essential ubiquitous combinatorial
structures. The program committee selected submissions covering this wide range
of topics. These regular papers, that were presented in 30-minute talks, appear in
the present volume. The conference included a poster session.

The conference also presented six invited plenary lectures. The “Flajolet lecture”
was given by Donald Knuth (Stanford, USA) : Problems Philippe Would Have Liked,
and the five invited talks were the following:

• Manuel Kauers (RISC-Linz, Austria):
Analysis of summation algorithms

• Colin McDiarmid (Oxford, UK):
Random graphs from a minor-closed class

• Christopher Moore (Santa Fe, USA):
Les rendez-vous symétriques

• Marc Noy (Barcelona, Spain):
Logical limit laws in combinatorics

• Gilles Schaeffer (École Polytechnique, France):
Simple branched covers and planar maps: Cayley vs. Catalan

We thank the members of the steering and program committees for their in-
volvement. We also thank the invited speakers, and the authors of the contributed
papers. We express our gratitude to the members of the organization committee, for
their invaluable help in making this meeting a great success. We are also grateful
to the editor-in-chief of DMTCS-HAL Jens Gustedt for his help in the compilation
of the proceedings.

Finally, our special thanks go to the sponsors of the conference for their contri-
butions: UPMC, ANR Magnum, CPU, Alcatel-Lucent, LIP6, LIPN, LIAFA.

Mireille Bousquet-Mélou and Michèle Soria, Editors.
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Abstract. We consider refined versions of Markov chains related to juggling. We further generalize the construction
to juggling with arbitrary heights as well as infinitely many balls, which are expressed more succinctly in terms of
Markov chains on integer partitions. In all cases, we give explicit product formulas for the stationary probabilities
and closed-form expressions for the normalization factor. We also refine and generalize enriched Markov chains on
set partitions. Lastly, we prove that in one case, the stationary distribution is attained in finite time.

Keywords: Markov chain, Combinatorics, Juggling

1 Introduction

This is an extended abstract of [ABCN]. Although juggling as a human endeavour has been around
since time immemorial, it is fairly recently that mathematicians have taken an active interest in exploring
the field. Combinatorialists became interested in juggling towards the end of the last century after an
article by [BEGW94]. Since then, their results have been q-ified by [ER96] and further refined in various
ways by [Sta97, Sta02, CG07, CG08, BG10]. Further connections between juggling and mathematics
appear for instance in algebraic geometry in [DM07, KLS13]. A mathematical history of juggling is
given in the fascinating book by [Pol03]. [War05] gave exact combinatorial formulas for the stationary
distribution of juggling models. More recently, a q-deformation of Warrington’s original finite model was
considered by [ELV], who also obtained exact expressions for the stationary distribution via an enriched
chain formulated in terms of rook placements.

In this paper, we provide multivariate generalizations of all the models introduced in [War05], namely
juggling, add-drop juggling and annihilation juggling. Furthermore, in the case of the juggling model
with a conserved number of balls, we investigate the limiting case where balls can be thrown arbitrarily
high. We also consider the limiting case where the number of balls tends to infinity. In all these cases,
we obtain an exact formula for the stationary distribution. Our proofs were mainly obtained from two ap-
proaches. First, the general formulas can often be guessed, then proved straightforwardly by considering

†The authors are partially funded by ANR grants ANR-08-JCJC-0011 and ANR 12-JS02-001-01 and by the projet Émergences
Combinatoire à Paris

1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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the juggling process itself or its natural reformulation in terms of integer partitions. The other approach
is Warrington’s combinatorial approach consisting in introducing an enriched chain whose stationary dis-
tribution is simpler, and which yields the original chain by a projection or “lumping” procedure, see
e.g. [LPW09].

The rest of the paper is organized as follows. In Section 2, we concentrate on the simplest version
of our model, which we call the Multivariate Juggling Markov Chain (MJMC). The model is defined in
Section 2.1, and we also discuss the uniqueness of the stationary distribution. The expression for the
stationary distribution of the Markov chain is stated in Section 2.2. A combinatorial proof comes in
Section 2.3 and involves set partitions with a prescribed number of elements and blocks. We then turn
to extended models. Extensions to infinite state spaces are considered in Section 3 : in Section 3.1, we
give an interesting reformulation in terms of integer partitions which will prove usefull. The case of a
finite number of balls but unbounded heights (UMJMC) is discussed in Section 3.2, while the case of an
infinite number of balls (IMJMC) is considered in Section 3.3. Extensions to a fluctuating number of balls
(but with a finite state space) are considered in Section 4 : we provide the multivariate extension of the
add-drop and the annihilation models introduced in [War05], in the respective Sections 4.1 and 4.2. We
end with some remarks and questions for future study in Section 5.

Due to space restrictions, most proofs are omitted and we refer the reader to the long version of the
paper [ABCN] for details.

2 The finite Multiparameter Juggling Markov Chain

2.1 Definition

In this section, we introduce our juggling model in the simplest setting, i.e. a Markov chain on a finite
state space. Consider a person, called Magnus with no loss of generality, who is juggling with a fixed
finite number ℓ of balls. Time is discretized in steps of one second and we assume that, at each second,
Magnus is able to catch at most one ball, and then throws it back immediately. Besides this limitation
Magnus juggles perfectly, i.e. in a such way that the ball will always return to him after some time.
Magnus chooses how long it will take for the ball to return to him. We suppose for now that the number of
seconds before the ball returns to Magnus is bounded by an integer h. Moreover Magnus must choose the
successive launches in such a way that no two balls arrive to him at the same time. Thus, treating the balls
as indisguishable, there are

(
h
ℓ

)
possible ball states. It is convenient to think of a state as a configuration

of ℓ non overlapping particles on a one-dimensional lattice with h sites, where the i-th site (read from the
left) is occupied if and only if a ball is scheduled to arrive i seconds in the future. We denote by k = h− ℓ
the number of empty (unoccupied) sites.

In this language, the time evolution of a state is easy to describe: at each time step, all particles are
moved one site to the left. If there is no particle on the first site, then nothing else has to be done.
Otherwise the particle on the first site is reinserted at one of the k + 1 available (empty) sites on the
lattice. This defines the transition graph of our model, illustrated on Figure 1 for h = 3, l = 2 and k = 1.

We now assume that Magnus juggles at random: each reinsertion is made at the i-th available site (read
from the left) with probability xi−1, independently of the past, so that our model is a Markov chain. Here,
x0, . . . , xk are fixed nonnegative real numbers such that x0 + · · ·+ xk = 1. This defines the Multivariate
Juggling Markov Chain (MJMC).

We now provide a more formal mathematical definition of the MJMC. Following Warrington’s nota-
tions, let Sth denote the set of words of length h on the alphabet {•, ◦}, and let Sth,k ⊂ Sth be the
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x1 x0

x1

x01

Fig. 1: The Markov chain with h = 3 and k = 1.

subset of such words containing exactly k occurrences of ◦. For A ∈ Sth,k+1 and i ∈ {0, . . . , k}, we let
Ti(A) ∈ Sth,k be the word obtained by replacing the (i+ 1)-th occurrence of ◦ in A by •.
Definition 2.1 Given h, k nonnegative integers such that h ≥ k, and x0, . . . , xk nonnegative real num-
bers such that x0 + · · ·+ xk = 1, the Multivariate Juggling Markov Chain (MJMC) is the Markov chain
on the state space Sth,k for which the transition probability from A = a1a2 · · · ah to B reads

PA,B =





1 if a1 = ◦ and B = a2 · · · ah◦,
xi if a1 = • and B = Ti(a2 · · · ah◦),
0 otherwise.

(2.1)

Proposition 2.2 If x0 > 0, then the MJMC has a unique closed communicating class, whose all states
are aperiodic. If furthermore xk > 0, then the MJMC is irreducible.

Proof: Easy. Note that, when x0 = 0, the chain may have several closed communicating classes (for
instance, take h = 4, k = 2 and let x0 = x1 = 0). When xk = 0, any state with a particle on site h is
transient. ✷

2.2 Stationary distribution

From now on we assume x0 > 0. By Proposition 2.2, the MJMC admits a unique stationary probability
distribution. Our main result is an explicit form for it, given as follows.

Theorem 2.3 The stationary probability distribution π of the MJMC is given by

π(B) =
1

Zh,k

∏

i∈{1,...,h}
bi=•

yEi(B), (2.2)

where B = b1 · · · bh ∈ Sth,k, Ei(B) = #{j < i|bj = ◦},

Zh,k = hℓ(y0, y1, . . . , yk) (2.3)

with hℓ the complete homogeneous symmetric polynomial of degree ℓ = h − k, and where we introduce
the shorthand notation

ym =
k∑

j=m

xj , m = 0, . . . , k. (2.4)
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We will prove in Section 2.3 that π is indeed a stationary distribution of the MJMC. The explicit expres-
sion (2.3) for the normalization factor is not difficult to check for instance by induction, by partitioning
words in Sth,k according to their first letter. As specializations, we have in particular

Zh,k((1− q), (1− q)q, . . . , (1− q)qk−1, qk) =

(
h

k

)

q

, Zh,k(1, 1, . . . , 1, 1) =

{
h+ 1

k + 1

}
,

Zh,k(q
k, qk−1, . . . , q, 1) =

{
h+ 1

k + 1

}

q

, Zh,k(1, q, . . . , q
k−1, qk) = qk(h−k)

{
h+ 1

k + 1

}

1/q

,

(2.5)

where
{·
·
}

denotes Stirling numbers of the second kind,
{·
·
}
q

their q-analogues as defined in [Gou61] and(·
·
)
q
q-binomial coefficients.

2.3 Enriched Markov chain on set partitions

The purpose of this Section is to prove by a combinatorial argument that the measure π over Sth,k defined
in Theorem 2.3 is indeed a stationary measure of the MJMC. The main idea is to expand the product in
the right hand side of (2.2) as a sum of monomials in the xi’s, and interpret each of these monomials as
the stationary probability of an “enriched” state.

Let us introduce the shorthand notations H = h + 1 and K = k + 1. An enriched state is a partition
of the set {1, 2, . . . , H} into K subsets called blocks. We denote by S(H,K) the set of enriched states.
To each enriched state σ, we associate a word ψ(σ) = a1 . . . ah by setting ai = ◦ if i is a block maximum
of σ, and ai = • otherwise. Observe that ψ is a surjection from S(H,K) onto Sth,k. See Figure 2 for an
illustration.

We now define the enriched Markov chain on S(H,K). For an enriched state σ, we denote by σ↓ the
partition of the set {1, . . . , h} obtained by removing 1 from σ, and shifting all the remaining elements
of all blocks down by 1. For τ ∈ S(h,K) and i ∈ {0, . . . , k}, we denote by Ii(τ) the set partition of
{1, . . . , H} obtained by inserting H into the (i + 1)-th block of τ , where the blocks are numbered by
ascending order of their maxima. Note that Ii(τ) ∈ S(H,K) and that the mapping (τ, i) 7→ Ii(τ) is
injective.

Definition 2.4 The enriched chain is the Markov chain on S(H,K) for which the transition probability
from σ to τ is given by

P̃σ,τ =





1 if {1} ∈ σ and τ = σ↓ ∪ {H},
xi if {1} /∈ σ and τ = Ii(σ

↓) for some i ∈ {0, . . . , k},
0 otherwise.

(2.6)

The condition x0 + · · · + xk = 1 and the above remarks ensure that P̃ is indeed a (right) stochastic
matrix.

Example 2.5 For H = 8 and K = 3:

• the enriched state 1 | 3 5 6 | 2 4 7 8 jumps with probability 1 to 2 4 5 | 1 3 6 7 | 8,

• the enriched state 3 5 | 2 6 7 | 1 4 8 jumps with probability: x0 to 1 5 6 | 3 7 | 2 4 8 , x1 to 2 4 | 3 7 | 1 5 6 8,
and x2 to 2 4 | 1 5 6 | 3 7 8.
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1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

ψ

Fig. 2: Top: transition graph of the enriched chain for H = 4 and K = 2. Red, green and grey arrows represent
transitions of respective probability x0, x1 and 1. Bottom: the projection onto the MJMC with h = 3 and k = 1.

Example 2.6 For H = 4 and K = 2, the transition graph of the enriched chain is illustrated on Fig. 2.

The existence and uniqueness of the stationary distribution of the enriched chain results from the fol-
lowing easy proposition.

Proposition 2.7 For x0 > 0, the enriched chain has a unique closed communicating class, whose all
states are aperiodic. The chain is irreducible if and only if all xi’s are nonzero.

It is not difficult to check that the surjection ψ introduced above defines a projection of the enriched
chain onto the MJMC, compatible with the dynamics. More precisely, let Ψ be the rectangular matrix with
rows indexed by elements of S(H,K) and columns indexed by elements of Sth,k in the obvious manner
(namely a coefficient of Ψ is 1 if its column index is the image by ψ of its row index, and 0 otherwise),
then it is straightforwardly checked that we have the “intertwining property” P̃Ψ = ΨP , see Figure 2
for an illustration. The intertwining property immediately implies that the stationary measures π and π̃ of
both chains are related by

π = π̃Ψ. (2.7)

Our route to Theorem 2.3 is now clear. We want to find an explicit expression for π̃, then compute π̃Ψ.
We first need to introduce some definitions and notations.

Definition 2.8 Let σ be an enriched state and s, t two integers such that 1 ≤ s < t ≤ H . We say that the
pair (s, t) is an arch of σ if s and t belong to the same block β of σ, while no integer strictly between s
and t belongs to β. For 1 ≤ s < t ≤ H , we denote by Cσ(s, t) the number of blocks containing at least
one element in {s, s+ 1, . . . , t− 1, t}. When (s, t) is an arch, we say that these blocks are those covered
by (s, t).
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Lemma 2.9 For σ ∈ S(H,K), the monomial

w̃(σ) =
∏

(s,t) arch of σ

xK−Cσ(s,t) (2.8)

defines an unnormalized stationary measure of the enriched chain.

Proof: See again Figure 2 for a proof by example: arches covering 1 or 2 blocks are represented in green
or red respectively, and weighting them by respectively x1 and x0 indeed yields a stationary measure of
the enriched chain. We refer the reader to [ABCN] for a formal proof. ✷

It is easily seen that there is one set partition in S(H,K) whose all arches cover K blocks, so that

Zh,k =
∑

σ∈S(H,K)

w̃(σ) (2.9)

is positive whenever x0 > 0, and π̃ = w̃/Zh,k is the stationary probability distribution of the enriched
chain. For B ∈ Sth,k, we set

w(B) =
∑

σ∈ψ−1(B)

w̃(σ), (2.10)

that isw = w̃Ψ. Then, π = w/Zh,k is the stationary probability distribution of the MJMC. By considering
the possible preimages of B = b1 . . . bh ∈ Sth,k by ψ, we find that

w(B) =
∏

i∈{1,...,h}
bi=•

(
xEi(B) + · · ·+ xk

)
. (2.11)

where Ei(B) = #{j < i|bj = ◦} (see [ABCN] for details).

Example 2.10 Returning again to the case H = 4, K = 2 (i.e. h = 3, k = 1) illustrated on Figure 2, we
find

w(◦ • •) = x21, w(• ◦ •) = (x0 + x1)x1 = x1, w(• • ◦) = (x0 + x1)
2 = 1. (2.12)

This completes the proof that π defined by (2.2) is indeed the stationary distribution of the MJMC.

3 Extensions to infinite state spaces

In this section, we mention the possible extensions of the Multivariate Juggling Markov Chain to an
infinite setting. This is most conveniently done by reformulating the MJMC in terms of integer partitions,
which we do first. All the proofs are skipped, see [ABCN].

3.1 Reformulation of the MJMC in terms of integer partitions

There is a natural bijection between Sth,k and Park,ℓ (with ℓ = h − k), where Park,ℓ is the set of
integer partitions whose Young diagram fits within a k × ℓ rectangle. Given A a state in Sth,k, we denote
by s1 < s2 < · · · < sℓ−1 < sℓ the positions of • in A, then the corresponding integer partition is
(sℓ − ℓ, sℓ−1 − (ℓ − 1), . . . , s2 − 2, s1 − 1). Remark that si − i is equal to the number of ◦ appearing
before the i-th • in A. We may reformulate the MJMC as follows.
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Proposition 3.1 For λ = (λ1, λ2, . . . , λℓ) and µ = (µ1, µ2, . . . , µℓ) two partitions in Park,ℓ, the transi-
tion probability from λ to µ reads

Pλ,µ =





1 if λℓ 6= 0 and µ = (λ1 − 1, λ2 − 1, . . . , λℓ − 1),

xi if λℓ = 0 and there exists j ∈ {1, . . . , ℓ} such that

µ = (λ1 − 1, . . . , λj−1 − 1, i, λj , . . . , λℓ−1),

0 otherwise.

(3.1)

The stationary distribution of the MJMC thus takes a particularly simple form, namely Theorem 2.3
amounts to:

Theorem 3.2 The stationary distribution π of the MJMC is given by

π(λ) =
1

Zh,k

ℓ∏

i=1

yλi (3.2)

where λ = (λ1, . . . , λℓ) is an element of Park,ℓ and where the ym are as in (2.4).

In [ABCN], we provide a direct proof of this statement without recourse to the enriched chain.

Example 3.3 By specialization, we obtain the following interesting measures over Park,ℓ

π(λ) =





1

{h+1
k+1}

∏ℓ
i=1(k + 1− λi) for xi = 1

k+1 ,

1

qkℓ{h+1
k+1}1/q

∏ℓ
i=1 q

λi [k + 1− λi]q for xi =
qi

[k+1]q
,

1

(hk)q

∏ℓ
i=1 q

λi for xi = (1− q)1−δi,kqi
(3.3)

where the normalization factors follow from (3.1).

3.2 Unbounded heights

As suggested in the conclusion of [War05], a first natural extension is to allow Magnus to throw balls
arbitrarily high, or, in the integer partition model, to allow parts to be arbitrarily large. This corresponds
to taking the limit h → ∞ of the MJMC, keeping the number of balls ℓ fixed. We keep the MJMC
prescription of choosing the i-th available site with probability xi−1. We now have an infinite sequence
(xi)i≥0 of nonnegative real numbers such that

∑∞
i=0 xi = 1. An immediate extension of Proposition

2.2 is that this Unbounded Multivariate Juggling Markov Chain (UMJMC) is irreducible and aperiodic
whenever x0 and infinitely many xi’s are nonzero.

Theorem 3.2 stills holds with few adaptations. Setting

ym =
∞∑

j=m

xi, (3.4)

we define a σ-finite measure w over the set of partitions with at most ℓ parts of unrestricted size via

w(λ) =

ℓ∏

i=1

yλi . (3.5)
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By the same lines as in the “direct” proof of Theorem 3.2, we find that w is an invariant measure of the
UMJMC. Furthermore, it can be shown that this invariant measure is finite if and only if

∞∑

i=0

ixi <∞ (3.6)

in which case its total mass is given by the well-defined expression Z(ℓ) = hℓ(y0, y1, y2, . . .). By standard
results on Markov chains, the UMJMC is positive recurrent if and only if (3.6) holds.

Example 3.4 Fix q ∈ (0, 1) and pick xi = (1 − q)qi. We recover the “JEP with memoryless height
distribution” of parameter q considered in [LV12].

3.3 Infinitely many balls

We now consider another limit which consists in having Magnus juggle with infinitely many balls (ℓ →
∞). In the partition model, this corresponds to removing the limitation on the number of parts. The
transition probabilities are still defined as in Proposition 3.1, except that the case λℓ 6= 0 never occurs
(since a partition always has a finite number of parts). This is the so-called Infinite Multivariate Juggling
Markov Chain (IMJMC).

If x0 > 0, then the IMJMC has a unique closed communicating class, whose all states are aperiodic.
They are precisely the integer partitions whose parts are smaller than or equal to sup{i : xi > 0}. In
particular, if infinitely many xi’s are nonzero, then the IMJMC is irreducible.

Again, we find that an invariant measure of the IMJMC is given by

w(λ) =

∞∏

i=1

yλi (3.7)

with λ an arbitrary integer partition and ym as in (3.4). Its total mass reads Z =
∏∞
m=1 1/(1− ym) and

is finite (i.e. the IMJMC is positive recurrent) if and only if (3.6) holds.

Example 3.5 Consider again the geometric case xi = (1 − q)qi, q ∈ [0, 1). Then, the stationary distri-
bution is nothing but the “qsize” measure over arbitrary integer partitions.

4 Extensions with a fluctuating number of balls

We now mention, again without proofs, our results regarding extensions of the MJMC where the number
of balls is not fixed but is allowed to fluctuate. These extensions are the natural multivariate generalizations
of the so-called add-drop and annihilation models introduced in [War05, Section 4], to which we refer
for motivations. Both models are defined on the same state space and have the same transition graph.
The basic state space of the model will be Sth = {◦, •}h, with h a fixed nonnegative integer. It is here
convenient to read a word from right to left, and for A ∈ Sth and i a nonnegative integer, we let Si(A) be
the word obtained by replacing the i-th occurrence of ◦ inA by •, upon reading the word from the right (if
i is equal to 0 or larger than the number of occurrences of ◦ in A then we set Si(A) = A by convention).
Note that Si(A) = Tk−i(A) for A ∈ Sth,k and 1 ≤ i ≤ k, with T as in Section 2.1. The state space
of the enriched model will be the set S(H) of all set partitions of {1, . . . , H}, with H = h + 1, and we
recall the notations from Section 2.3: ψ is a surjection from S(H) onto Sth and σ 7→ σ↓ is a mapping
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from S(H) to S(h). For τ ∈ S(h) and i a nonnegative integer, we let Ji(τ) ∈ S(H) be the set partition
obtained by inserting H into the i-th block of τ , now numbered by decreasing order of maxima (if i is
equal to 0 or larger than the number of blocks of τ then we set Ji(τ) = τ ∪{H} by convention). Note that
Ji(τ) = IK−i(τ) for τ ∈ S(h,K) and 1 ≤ i ≤ K. Observe that we have the fundamental “intertwining”
relation ψ(Ji(τ)) = Si(ψ(τ)◦).

The basic transition graph is defined as follows: for any A = a1a2 . . . ah ∈ Sth and i ≥ 0, we have an
oriented edge from A to Si(a2 . . . ah◦). See figure 3 for h = 2. Similarly, the enriched transition graph
is obtained by connecting each σ ∈ S(H) to Ji(σ↓) for all i ≥ 0. It is not difficult to check that both
transition graphs are strongly connected.

Fig. 3: The basic transition graph for h = 2

4.1 Add-drop juggling

Definition 4.1 Given h a nonnegative integer and z0, z1, . . . , zh nonnegative real numbers, the (multi-
variate) add-drop model is the Markov chain on the state space Sth for which the transition probability
from A = a1a2 . . . ah to B reads

PA,B =

{ zi
z0 + · · ·+ zk

if B = Si(a2 . . . ah◦) for some i ∈ {0, . . . , k},
0 otherwise,

(4.1)

with k the number of occurrences of ◦ in a2 . . . ah◦. The (multivariate) enriched add-drop model is the
Markov chain on the state space S(H) for which the transition probability from σ to τ is given by

P̃σ,τ =

{ zi
z0 + · · ·+ zk

if τ = Ji(σ
↓) for some i ∈ {0, . . . , k},

0 otherwise,
(4.2)

with k the number of blocks of σ↓.

Warrington’s add-drop model is recovered by taking z0 = · · · = zh = 1. It is easily seen that,
in general, the chain is aperiodic with a unique communicating class whenever z0 > 0. Here is the
multivariate generalization of [War05, Theorem 3, item 1]:

Theorem 4.2 The stationary distribution of the add-drop model is given by

Π(B) =
zk0
Zh

h∏

i=1
bi=•

(
z1 + · · ·+ zψi(B)+1

)
, (4.3)
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for B = b1 . . . bh ∈ Sth,k, with ψi(B) = #{j : i < j ≤ h, bj = ◦} and

Zh =

h∑

k=0

zk0hh−k(z1, z1 + z2, . . . , z1 + z2 + . . .+ zk+1), (4.4)

where hℓ denotes again the complete homogeneous symmetric polynomial of degree ℓ.

It can be shown that the add-drop model is indeed the projection of the enriched chain, and furthermore
that the enriched chain is aperiodic with a unique communicating class for z0 > 0. Following the same
line of arguments as in Section 2.3, proving Theorem 4.2 boils down to checking the simpler:

Lemma 4.3 For σ ∈ S(H) with, say, K blocks and Cσ(s, t) is in Definition 2.8, the monomial

W̃ (σ) = zK−1
0

∏

(s,t) arch of σ

zCσ(s,t), (4.5)

defines an unnormalized stationary distribution of the enriched chain.

4.2 Annihilation juggling

Definition 4.4 Given h a nonnegative integer and z1, . . . , zh, zh+1 nonnegative real numbers such that
z1 + · · ·+ zh+1 = 1, the (multivariate) annihilation model is the Markov chain on the state space Sth for
which the transition probability from A = a1a2 . . . ah to B reads

PA,B =





zi if B = Si(a2 . . . ah◦) for some i ∈ {1, . . . , k},
zk+1 + · · ·+ zh+1 if B = a2 . . . ah◦,

0 otherwise,
(4.6)

with k the number of occurrences of ◦ in a2 . . . ah◦. Similarly, the (multivariate) enriched annihilation
model is the Markov chain on the state space S(H) (recall that H = h + 1) for which the transition
probability from σ to τ is given by

P̃σ,τ =





zi if τ = Ji(σ
↓) for some i ∈ {1, . . . , k},

zk+1 + · · ·+ zH if τ = σ↓ ∪ {H},
0 otherwise,

(4.7)

with k the number of blocks of σ↓.

Remark 4.5 By our convention for defining Si(A) (resp. Ji(τ)) when i is larger than the number of
occurrences of ◦ in A (resp. the number of blocks of τ ), we have the more compact expression PA,B =∑
zi (resp. P̃σ,τ =

∑
zi) where the sum runs over all i ∈ {1, . . . , h + 1} such that B = Si(a2 . . . ah◦)

(resp. τ = Ji(σ
↓)).

Warrington’s annihilation model is recovered by taking z1 = · · · = zh+1 = 1/(h + 1). Here is the
multivariate generalization of [War05, Theorem 3, item 2]:
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Theorem 4.6 The stationary distribution of the annihilation model is given by

Π(B) =

h∏

i=1
bi=•

(
z1 + · · ·+ zψi(B)+1

) k∏

j=1

(zj+1 + · · ·+ zh+1) , (4.8)

for B = b1 . . . bh ∈ Sth,k, with ψi(B) = #{j : i < j ≤ h, bj = ◦} as before. Similarly, the stationary
distribution of the enriched annihilation model is given by

Π̃(σ) =
∏

(s,t) arch of σ

zCσ(s,t)

K−1∏

i=1

(zi+1 + · · ·+ zH), (4.9)

with σ ∈ S(H) and K its number of blocks. There is no normalization factor, as Π and Π̃ are already
normalized for z1 + · · ·+ zh+1 = 1.

The annihilation has a remarkable property that departs it from the generic MJMC and add-drop model.

Theorem 4.7 For any initial probability distribution η over Sth,k or η̃ over S(H), the distribution at time
h is equal to the stationary distribution, namely

ηPh = Π, η̃P̃h = Π̃. (4.10)

In particular, the only eigenvalues of P and P̃ are 1 (with multiplicity 1) and 0.

This result is stronger than a statement about mixing times since we reach the exact stationary state in
finite time! See [ABCN] for a proof.

5 Conclusion and discussion

For the infinite setting, we prove that the UMJMC (for fixed ℓ) is positive recurrent if and only if
∑
i ixi <

∞. When this condition does not hold, the chain may either be null recurrent or transient. For ℓ = 1, the
chain is null recurrent. Figuring out the situation for ℓ > 1 is an intriguing open question.

Now that we gave some nice combinatorial interpretations of the stationary distribution of the MJMC,
we would like to know if some special values of the xi’s could give some nice behaviors in a suitable
limit, for example display some phase transitions or shock formations. Such phenomena were observed
for instance in a related “juggling model with exclusion dynamics” introduced in [ABKM13].
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Abstract. We study in limit law the complexity of some anticipated rejection random sampling algorithms. We
express this complexity in terms of a probabilistic process, the threshold sum process. We show that, under the right
conditions, the complexity is linear and admits as a limit law a so-called Darling–Mandelbrot distribution, studied by
Darling (1952) and Lew (1994). We also give an explicit form to the density of the Darling–Mandelbrot distribution
and derive some of its analytic properties.

Keywords: Analysis of algorithms, random sampling, anticipated rejection, limit distribution, sum of i.i.d. random
variables, Darling–Mandelbrot distribution

1 Introduction

This paper aims at answering the following algorithmic question: consider a program P that performs
a random number of elementary operations and then terminates. Our goal is to have P performing n
operations in one run. To do that, we run the program P until it reaches n operations; if it terminates
before that, we simply restart it. The question is, how many elementary operations must we perform to
reach this goal?

Algorithms of this type are abundant in the field of random sampling, where they are known as an-
ticipated rejection algorithms. Given a class of discrete objects, a random sampling algorithm takes an
integer n as input and outputs a random object of size n according to a specific (usually uniform) distri-
bution. Given a random sampling algorithm for a class A and a subclass B of A, an element of B can be
sampled using a rejection algorithm: we repeatedly sample elements of A until we find one in B. This
algorithm can be improved when it is possible to know in advance, during the sampling procedure, that
the drawn element is not going to be in B: we can then prematurely reject the sample and start over, saving
computing time. This scheme is called anticipated rejection. Assuming that sampling an element of A
costs n elementary operations, this fits into the framework outlined above.

Such algorithms are found for example in [BPS94, BPS95, ], sampling prefixes of Motzkin paths.
Somewhat miraculously, these algorithms achieve an average linear time complexity, as, on average, the
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number of necessary trials is O(√n) and each trial costs O(√n). We show that this phenomenon is not
isolated, but rather happens in a wider range of cases. Other algorithms of this family exist, sampling
unary-binary trees [BBJ14, ], Schröder prefixes [Bac14, ], and constrained random walks.

In this paper, we study the full limit distribution of the complexity of these algorithms. This problem
leads us to define a probabilistic process, the threshold sum process. Our main result is that, if the base
distribution has a tail with exponent α in a certain range, this process admits a limit distribution depend-
ing only on α. This universality phenomenon is reminiscent of Lévy’s well-known theory of α-stable
distributions, which also deals with sums of independent random variables [GK68, ].

Surprisingly, our limiting distribution has already been studied in relation to a different problem. It
was first studied by Darling [Dar52, ], then apparently by Mandelbrot in unpublished work, and by Lew
[Lew94, ], who named it the Darling–Mandelbrot distribution. This distribution has a parameter α, with
0 < α < 1; it is supported on R+ and is defined by its characteristic function:

φα(s) =
(−is)−α

−αγ(−α,−is) =

(
1−

∞∑

n=1

α

n− α
(is)n

n!

)−1

, (1)

where in the first expression, γ(·, ·) denotes the lower incomplete gamma function(i). The second expres-
sion allows to easily extract the moments of the distribution as rational functions of α. Lew showed that
the distribution has an exponential tail; moreover, we show that its density is non-analytic at all integer
points. Both properties contrast with the Lévy distributions, which have an analytic density and a heavy
tail.

The paper is organized as follows. In Section 2, we define the threshold sum process and show that,
under some conditions, its limit distribution is a Darling–Mandelbrot distribution. In Section 3, we give
an explicit form for the Darling–Mandelbrot density and give analytic results expanding those of Lew.
Finally, in Section 4, we use these results to analyse some anticipated rejection algorithms.

2 The threshold sum process

In the following, let (Xi)i≥0 be a sequence of independent and identically distributed random variables
with values in N or R+ and unbounded support. We denote by F (x) the complementary cumulative
distribution function of the Xi’s:

F (x) = P(Xi ≥ x).
Let t ≥ 0 and let I(t) be the smallest index such that XI(t) ≥ t. Define the threshold sum process (TSP)
Yt as:

Yt = X0 + · · ·+XI(t)−1.

The number t is called the threshold. This process resembles the classical sum of independent random
variables, but the number of summands I(t) is here a random variable depending on the real parameter t.
Our main result on this process is the following.

Theorem 1 Assume that, as x tends to infinity, F (x) is equivalent to c x−α for some c > 0 and α > 0.
Then, as t tends to infinity, the random variable Yt satisfies:

(i) Given the definition of the Gamma function, Γ(z) =
∫∞

0 tz−1e−tdt, the upper and lower incomplete versions are defined
through the corresponding integrals on modified domains, Γ(z, a) =

∫∞

a · and γ(z, a) = Γ(z)−Γ(z, a) =
∫ a
0 · , respectively.
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• if α < 1, then Yt/t converges in distribution to the Darling–Mandelbrot law of parameter α;

• if α = 1, then Yt/(t log t) converges in distribution to the exponential law;

• if α > 1, then Yt/tα converges in distribution to the exponential law times µ/c, where µ = E(Xi).

To us, the most interesting case is α < 1, where the behavior of Yt is strongly universal in that it only
depends on the exponent α. Moreover, in contrast to Lévy’s theory, the scaling factor is always t in that
range. For α = 1, the scaling factor is slightly higher; for α > 1, the scaling factor is higher and we have
a lesser form of universality, with the limit scaled by µ/c. Consequences of these facts to the analysis of
algorithms are discussed in Section 4.

Proof: We prove this result using Lévy’s Continuity Theorem, which states that a sequence of random
variables tends in distribution to some limit if their characteristic functions converge pointwise to the
characteristic function of the limit distribution.

Let ψt(s) = E(eisYt/τ ) be the characteristic function of the random variable Yt/τ , where τ is the
scaling factor. The index I(t) is geometrically distributed with parameter F (t), which is the probability
that Xi ≥ t. The random variables X0, . . . , XI(t)−1 are constrained to be less than t; let χt(s) =

E(eisX/t|X < t) be the characteristic function of such a constrained variable. We have:

ψt(s) =
F (t)

1−
(
1− F (t)

)
χt(s/τ)

.

On the other hand, we have:

χt(s) =
1

1− F (t)
∞∑

n=0

Mt,n
(is)n

n!
, with Mt,n =

∫ t

0

xndF (x).

We therefore have:

ψt(s) =
F (t)

1−
∞∑

n=0

Mt,n

τn
(is)n

n!

=
1

1−
∞∑

n=1

Mt,n

τnF (t)

(is)n

n!

,

where the last simplification is due to the fact that Mt,0 = 1− F (t).
Consider first the case where α < 1. Using integration by parts, we find that the term Mt,n satisfies as

t tends to infinity:

Mt,n = −tnF (t) +
∫ t

0

nxn−1F (x)dx ∼ α

n− α c t
n−α.

Moreover, as F is nonincreasing, we have a bound F (x) ≤ c′x−α for some constant c′. This enables us
to dominate Mt,n by:

Mt,n ≤
n

n− αc
′tn−α.

Picking τ = t, a dominated convergence argument and the expression (1) therefore show that the char-
acteristic function ψt(s) tends to the characteristic function φα(s) of the Darling–Mandelbrot distribution.
We conclude using Lévy’s theorem.
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If α = 1, we have Mt,1 ∼ c log t as t tends to infinity; if α > 1, Mt,1 tends to the finite value µ.
This means that the ratio Mt,1/[τF (t)] tends to 1 with the respective values τ = t log t and τ = µtα/c.
Moreover, in both cases, all the higher moments satisfy Mt,n = O(tn−1) and are negligible before
τnF (t). This means that ψt(s) satisfies:

ψt(s)→
1

1− is ,

which is the characteristic function of the exponential distribution. ✷

3 The Darling–Mandelbrot density

This section is devoted to the computation and the derivation of properties of the density, denoted by g,
of the Darling–Mandelbrot distribution. Lew [Lew94, ] determined the behavior of g near 0 and infinity,
namely:

g(x) = C0x
α−1 +O(1), x→ 0+; (2)

g(x) =
a0
α
e−a0(1+x) +O(e−a1x), x→∞, (3)

where C0 is the constant:

C0 =
sinπα

π
=

1

Γ(1− α)Γ(α) (4)

and where −a0 is the real zero of the function zαγ(−α, z) and a1 > a0 (see the reference for details).

3.1 Explicit forms of the density

Theorem 2 Let 0 < α < 1. The Darling–Mandelbrot density g(x) is equal to:

g(x) =
∞∑

k=0

gk(x), (5)

where the function gk(x) is supported for x > k, analytic on its support, and has the two following
equivalent definitions.

• Let a(x) and b(x) be the functions, supported for x > 0 and x > 1 respectively, defined by:

a(x) = C0x
α−1 and b(x) = −C0

(x− 1)α

x
,

where C0 is defined by (4). Then gk(x) is equal to the convolution product:

gk(x) = a ∗ b ∗ · · · ∗ b︸ ︷︷ ︸
k times

(x). (6)
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• Let:

βk = α+ k(1 + α) and Ck =
1

Γ(1− α)Γ(−α)kΓ(βk)
.

Then gk(x) has the power series representation(ii) convergent for k < x < k + 1 and analytically
continuable for x ≥ k + 1:

gk(x) = Ck(x− k)βk−1
∑

n1,...,nk≥0

(1 + α)n1
· · · (1 + α)nk

(βk)n1+···+nk

(k − x)n1+···+nk , (7)

where (z)n = Γ(z + n)/Γ(z) is the Pochhammer symbol for the rising factorial.

Again, we make some remarks before proving the theorem. First, since the summand gk(x) has support
for x > k, the infinite sum in (5) is locally finite; moreover, since b(x) is negative, the summands alternate
in sign. In particular, if x ≤ 1, we have g(x) = g0(x) = C0x

α−1. This shows that the error term in (2) is
in fact zero. In the case k = 1, the sum in (7) takes the form of a hypergeometric function:

g1(x) = C1(x− 1)2α 2F1(1, 1 + α; 1 + 2α; 1− x).

For α = 1/2, this simplifies into:

g1(x) =
x−1/2 − 1

π
.

Finally, the theorem enables us to find the singularities of the density g(x). Since the leading term in
the sum in (7) is 1, the function gk(x) has a singularity at k of the form:

gk(x) = Ck(x− k)βk−1 1x>k +O
(
(x− k)βk

)
.

Moreover, as the function gk(x) is analytic for x > k and the sum (5) is locally finite, the density g(x) is
singular at all integer points and analytic otherwise, with the singularity at the point x = k corresponding
to the singularity of gk(x).

Plots of the density g(x) are shown in Figure 1.

Proof of Theorem 2: Let us first prove the convolution product representation. From the identity (1) we
find the Laplace transform of g(x), that we denote by G(z):

G(z) = φα(iz) =
z−α

−αγ(−α, z) .

We transform this into:

G(z) =
z−α

−α
[
Γ(−α)− Γ(−α, z)

] =
∑

k≥0

A(z)B(z)k,

where Γ(·, ·) is the upper incomplete gamma function and:

A(z) =
z−α

Γ(1− α) and B(z) =
Γ(−α, z)
Γ(−α)

(ii) The sum in this expression can be seen as a special case of the Lauricella function F
(k)
B where all variables are specialized to −x.
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Fig. 1: Plots of the density g(x) for α = 1/4, α = 1/2 and α = 3/4 (from left to right). Dashed, the continuation
of the partial sums g0 + · · · + gk beyond x = k + 1. The precision is far beyond line thickness (as easily obtained
through the characterisation of the forthcoming Theorem 3).

(if z is large enough so that |B(z)| < 1; numerically, Re(z) > 0.107878 . . . suffices, uniformly for all α).
Elementary integral computations show that the functions a(x) and b(x) defined in the theorem have

Laplace transforms A(z) and B(z), respectively. Inverse Laplace transform thus yields (6). As the con-
volution product of analytic functions, the function gk(x) is analytic for x > k.

Let us now prove the power series representation. Let 1 < x < 2. A Taylor expansion of the function
b(x) yields:

b(x) = C0

∑

n≥0

(−1)n+1(x− 1)α+n.

Using the fact that the convolution product commutes with translations and expanding the equation (6),
we find, for k < x < k + 1:

gk(x) = Ck+1
0

∑

n1,...,nk≥0

(−1)k+n1+···+nk
[
xα−1 ∗ xα+n1 ∗ · · · ∗ xα+nk

]
(x− k).

To lighten notation, set n = n1 + · · ·+ nk. The convolution product transforms into:

gk(x) = Ck+1
0

∑

n1,...,nk≥0

(−1)n+kΓ(α)Γ(1 + α+ n1) · · ·Γ(1 + α+ nk)

Γ(βk + n)
(x− k)βk−1+n.

The identity (7) follows by elementary operations on gamma functions. Finally, since gk(x) is analytic
for x > k, its value for x ≥ k + 1 can be found by analytic continuation. ✷

3.2 Differential equations satisfied by the density

In this section, we characterize the density g not explicitly, but implicitly as the solution of differential
equations. Since g is singular at all integer points, all differential equations are understood to be satisfied
only outside singular points.

Theorem 3 The density g(x) is the only continuous solution of the non-linear differential equation:

−x
α
g′(x)− 1− α

α
g(x) = g ∗ g(x− 1), (8)
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with initial condition (2).

As the density g is positive, this result shows in particular that g is decreasing. In fact, it implies
the stronger statement that x1−αg(x) is nonincreasing. This answers a question of Lew, who suggested
that g(x) might show oscillations for small values of α.

Proof: Let us prove that g satisfies the equation. One way to proceed is by differentiating the Laplace
transformG(z). Another way, that we detail here, is to compare the threshold sum processes at thresholds
t and t(1 + ε) and let ε tend to 0. There are two cases:

• if XI(t) ≥ t(1 + ε), then Yt(1+ε) = Yt. This occurs with probability F (t(1 + ε))/F (t) ∼ 1− εα;

• otherwise, at leading order in ε, we have Yt(1+ε) = Yt + t+ Y ′
t , where Y ′

t is independent from and
distributed like Yt.

Dividing by t and remembering that Yt/t tends to the law of density g, we get, as t tends to infinity:

1

1 + ε
g

(
x

1 + ε

)
= (1− εα)g(x) + εα g ∗ g(x− 1) +O(ε2).

At first order in ε, we recover (8).
To show the uniqueness of the solution, we note that the right hand side of (8) depends only on the

values of g(y) for y < x − 1; in particular, it is zero for x < 1. This enables us to solve iteratively the
equation on the intervals [k, k+1], treating the equation as an inhomogenous linear differential equation,
with the initial value f(k) found by continuity. This determines the solution uniquely. ✷

Our final result writes the density g as the solution of linear differential equations. Write dx = d/dx
and let Dk and Ek be the differential operators:

Dk = (x− k)dx + 1− (k + 1)α; Ek = Dk−1 · · ·D0.

Theorem 4 The operator Ek cancels the functions g0, . . . , gk−1 defined in Theorem 2. In particular, it
cancels the density g on the interval [0, k].

Proof: To prove the theorem, we need the following elementary facts about convolution products:

(u ∗ v)′ = u′ ∗ v; x(u ∗ v) = (xu) ∗ v + u ∗ (xv).
We first prove by induction that, for 0 ≤ ℓ ≤ k, we have:

Eℓ · gk =
k!

(k − ℓ)!aℓ ∗ b
∗k−ℓ where aℓ(x) =

(x− ℓ)(ℓ+1)α−1

Γ(1− α)Γ(−α)ℓΓ
(
(ℓ+ 1)α

)1x>ℓ.

For ℓ = 0, this is obvious as a0 = a. Otherwise, assume that the identity is true and apply the operator Dℓ

to it. Using the above properties of convolution products, we have:

Eℓ+1 · gk =
k!

(k − ℓ)! (Dℓ · aℓ) ∗ b∗k−ℓ +
k!

(k − ℓ− 1)!
a′ℓ ∗ (xb) ∗ b∗k−ℓ−1.

Since Dℓ annihilates aℓ, we conclude using the easily checked fact that a′ℓ ∗ (xb) = aℓ+1.
At ℓ = k, we thus find Ek · gk = k!ak. Since Dk · ak = 0, we have indeed Eℓ · gk = 0 for ℓ > k. ✷
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4 Applications
In this section, we apply our results to the analysis in limit law of random sampling algorithms. In all
cases, this complexity is linked to a threshold sum process that falls within the conditions of Theorem 1.
Among the three regimes in this theorem, the most favorable is the first one, with the scaling factor t
meaning that the algorithm has linear complexity.

In the following, it will be convenient to consider the Darling–Mandelbrot distribution shifted by one,
with characteristic function eisφα(s) (this coincides with Darling’s initial definition). We denote byD(α)
this shifted distribution.

In some of the algorithms mentioned below, the limit law is not D(α), but of the form Y1 + · · · + YZ ,
where the Yi’s are independent variables following the law D(α) and Z ≥ 1 is geometrically distributed
with parameter p. Let D(α, p) denote such a distribution and eisφα,p(s) be its characteristic function. We
have:

φα,p(s) =
p φα(s)

1− (1− p)eisφα(s)
=

(
1−

∞∑

n=1

1−p
p n+ α

n− α
(is)n

n!

)−1

. (9)

4.1 Prefixes of Motzkin paths and directed animals

The simplest algorithm that fits in our framework is probably the one described in [BPS94, ], which
samples prefixes of Motzkin paths (i.e., lattice paths with steps in {ր,ց,→} never stepping lower than
their origin). Using a bijection of Penaud, they thus get a random sampling algorithm for directed animals.
A generalization appears in [BPS94, ], which deals with the case where there are several possible steps of
each type (colored Motzkin prefixes).

The algorithm is very simple: the path is built by adding random steps one at a time. If, at any time, the
path steps below the origin, the algorithm is started over from scratch. If the target size n is reached, the
path is output. To our knowledge, this is the best known algorithm for exactly sampling such structures,
with the exception of the special case in which there is no→ step (i.e., prefixes of Dyck paths).(iii)

Proposition 5 Assume the number of possibleր andց steps is the same. Let Yn be the number of steps
drawn by the algorithm to sample a path of length n. As n tends to infinity, the random variable Yn/n
tends in distribution to the law D

(
1
2

)
.

In particular, we recover estimates of the expected value and variance given by Barcucci et al., namely:

E(Yn) ∼ 2n; V(Yn) ∼
4

3
n2.

Proof: Let k be the total number of available steps. If there are as much different ր and ց steps, the
number mn of Motzkin prefixes of length n satisfies mn ∼ cknn−1/2, where c is a constant.

LetX be the random variable counting the number of steps before a random path goes below the origin.
We have X > n if and only if the first n steps form a Motzkin prefix, which happens with probability
mn/k

n ∼ cn−1/2.
The random variable Yn consists of two parts: the cost of the unsuccessful trials, which follows a

threshold sum process with base distribution X and threshold n, and the cost of the final successful trial,
which is n. By Theorem 1, the quotient Yn/n thus tends to the shifted law D

(
1
2

)
. ✷

(iii) To sample these, a better (in fact, optimal) algorithm consists in using the algorithm of [BBJ14, ] to sample a pointed binary
plane tree and using classical bijections to get a Dyck prefix.
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4.2 Prefixes of Schröder paths

A variant of the previous algorithm, sampling prefixes of Schröder paths, is found in [Bac14, ], in relation
to directed animals on the king’s lattice. A Schröder path has the same constraints as a Motzkin path and
takes steps in {ր,ց,−→} (where −→ has length 2).

The algorithm is similar to the one above, but the stepsր,ց,−→ are taken with respective probabili-
ties ρ, ρ, ρ2 with ρ =

√
2−1. There is another difference: when sampling for a target size n, it is possible

to jump from n − 1 to n + 1 by generating a −→. In this case, we must discard the path and start over.
As the following result shows, this modifies slightly the limit behavior of the complexity while keeping it
linear.

Proposition 6 Let Yn be the total length of the steps drawn by the algorithm to sample a Schröder prefix
of length n. The random variable Yn/n tends in distribution to the law D

(
1
2 ,

2+
√
2

4

)
.

From (9), we get the expected value and variance of Yn:

E(Yn) ∼
(
8− 4

√
2
)
n; V(Yn) ∼

16

3

(
16− 11

√
2
)
n2.

Proof: Let sn be the number of Schröder prefixes of length n and pn be the probability to reach one of
them. As we have sn ∼ cρ−nn−1/2, we have pn ∼ cn−1/2, where c is a constant.

Let X be the random variable counting the length of the path sampled before it goes below the origin.
The event X ≥ n can occur in two ways: either we sample a Schröder prefix of length n or a prefix of
length n − 1 followed by a −→; the probability of this is pn + ρ2pn−1 ∼ (1 + ρ2)cn−1/2. In the same
way as for Proposition 5, the time necessary to reach this tends in distribution to D

(
1
2

)
.

Finally, out of the two above possibilities, we are interested only in the case where we draw a Schröder
prefix of length n. This happens with probability pn/(pn + ρ2pn−1)→ 1/(1 + ρ2) = (2 +

√
2)/4. The

number of times the size n is reached is geometrically distributed, hence the result. ✷

4.3 Unary-binary trees

Another recent anticipated rejection algorithm appears in [BBJ14, ], sampling unary-binary plane trees.
The algorithm works by letting a tree grow from size 1 to n using a grafting process akin to Rémy’s
algorithm for binary trees. This process may fail, however, in which case the algorithm is restarted. For
our analysis, we use the following two facts: first, the probability of sampling a tree of size n satisfies
pn ∼ cn−1/2, with c a constant; second, at each step, the tree grows by 1 or 2 nodes with respective
probabilities 2/3 and 1/3. If this takes the size of the tree from n− 1 to n+ 1, the algorithm is restarted.

Proposition 7 Let Yn be the number of nodes of the trees built by the algorithm to sample a tree with n
nodes. The random variable Yn/n tends in distribution to the law D

(
1
2 ,

3
4

)
.

Again, we deduce the expected value and variance from (9):

E(Yn) ∼
8

3
n; V(Yn) ∼

32

9
n2.

Proof: The proof is identical to the one of Proposition 6. The form of the probability pn shows that the
time necessary to reach size n is, normalized by n, distributed like D

(
1
2

)
. Knowing we have reached at

least n nodes, the probability to hit exactly n is pn/(pn + 1/3pn−1)→ 3/4. This concludes the proof. ✷



22 A. Bacher, and A. Sportiello

4.4 Random walks in conical domains

In this section, we study models of constrained random walks. The complexity of the anticipated rejection
algorithm is governed by the survival probability of the model, that is, the probability of a random walk
of length t to satisfy the constraints.

The first case is random walks in Z2 constrained to remain in a wedge of angle θ. As explained in
[Red01, Section 7.2], the survival probability satisfies in this case F (t) ∼ ct−π/(2θ), so that 2θα = π
(this result is actually due to Sommerfeld). This gives an exponent α ranging from 1/4 (for excluding just
a half-line) to arbitrarily large (for a narrow wedge); however, arbitrarily small values of α can be found
by considering values of θ greater than 2π, by taking into account the winding number of the walk. In
particular, we find:

• for θ > π/2, the algorithm has linear average complexity and limit law D
(
π
2θ

)
.

• for θ = π/2, the algorithm has average complexity n log n and exponential limit law;

• for θ < π/2, the algorithm has average complexity O
(
n

π
2θ

)
and an exponential limit law.

For specific values of θ, these walks can be realized as walks in the quarter plane with some prescribed
steps [BM10, ]. For instance, Gessel’s walks, with steps {ւ,←,ր,→}, correspond to walks in the
square lattice in a wedge of angle 3π/4. The variant of Kreweras’ walks with steps {↓,ւ,←, ↑,ր,→}
correspond to walks in the triangular lattice in a wedge of angle 2π/3. The anticipated rejection algorithm
thus has linear complexity in both cases, with respective limit laws D

(
2
3

)
and D

(
3
4

)
.

A more complicated case is random walks in Z3 constrained in a cone defined by θ < θmax (in spherical
coordinates). In this case, the survival probability is F (t) ∼ ct−ν/2, where ν is the smallest positive
number such that Pν(cos θmax) = 0, where Pν is the Legendre function [Red01, Section 7.3]. This
allows for the exponent α = ν/2 to be any positive number. In particular, since P2(x) = (3x2 − 1)/2, an
exponent α < 1, and thus a linear-time algorithm, is achieved for θmax > arccos(1/

√
3).

In fact, generic cones in generic dimensions can also be handled in this way; see [DWar, ] for full
details(iv). Let Ω be a cone of Rd and let Ω0 = Ω ∩ Sd−1. The survival probability in the cone Ω satisfies:

F (t) ∼ ct−ν/2,

where ν is the smallest positive number such that there exists a function hν(θ) on the unit sphere vanishing
at the border of Ω0 and satisfying:

∆Shν(θ) = −λhν(θ), λ = ν(ν + d− 2),

where ∆S is the spherical Laplace operator.
Thus, we are again in the conditions of Theorem 1, with α = ν/2. The exponent ν is, however, difficult

to compute in general.

4.5 More complex random walk problems

In the previous section we considered random walks on a lattice that shall avoid some “wall” prescribed
deterministically. Here we consider a more complex problem in which the growing structure produces the

(iv) We thank M. Bousquet-Mélou and K. Rashel for having suggested us this reference.
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walls dynamically. Say that two paths on a graph intersect if they share some vertex. We have two classes
of problems: (P1) a walk ω of length n, starting at a neighbour of the origin, such that there exists some
infinite walk connecting the origin to infinity and not intersecting ω. (P2) for k ≥ 2, k-tuples of walks
(ω1, . . . , ωk), of length n, starting from nearby vertices (e.g., aligned along a line), that shall not intersect
each other.

For undirected random walks, the simplest lattice is ZD, i.e. with the 2D possible steps {sα} =
{(0, 0, . . . ,±1, . . . , 0)} uniformly chosen. The correspective for directed random walks is N × ZD−1,
i.e. with the 2(D − 1) possible steps {sα} = {(1, 0, . . . ,±1, . . . , 0)} uniformly chosen. More generally,
we may consider unbiased isotropic (undirected) random walks i.e., walks that can perform steps sα ∈ ZD

with weight wα, such that
∑
α wαs

α
i = 0 for all i = 1, . . . , D and

∑
α wαs

α
i s
α
j = Cδij . In the directed

variant we have sα1 = 1 for all steps α, and all other compatible constraints are left as are.
The associated exponents, when non-trivial (i.e., for D sufficiently small), are in general hard to evalu-

ate. For directed walks in D = 2, (P1) is trivial, and (P2) is called vicious walkers. Things become easier,
and well-known works on the relation with classical ensembles of random matrices give α = k(k− 1)/4,
thus we have no problems in the interesting range 0 < α < 1, except for k = 2, which, on N×Z, reduces
to prefixes of Dyck paths through a simple bijection (v).

For undirected walks in D = 2, conformal invariance, and even better the connection with the exactly
solvable analysis on random planar graphs via KPZ relation ([KPZ88]), lead to conjectures which are well-
verified numerically and widely believed (see [Dup98] and references therein). We have α = 1

24 (4k
2−1),

in a unified formula for (P1) (using k = 1) and for (P2).(vi) Thus we have two new problems in the
interesting range: problem (P1), following the law D( 18 ), and problem (P2) with k = 2, following the law
D( 58 ).
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Some reflections on directed lattice paths.
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Abstract. This article analyzes directed lattice paths, when a boundary reflecting or absorbing condition is added
to the classical models. The lattice paths are characterized by two time-independent sets of rules (also called steps)
which have a privileged direction of increase and are therefore essentially one-dimensional objects. Depending on the
spatial coordinate, one of the two sets of rules applies, namely one for altitude 0 and one for altitude bigger than 0.
The abscissa y = 0 thus acts as a border which either absorbs or reflects steps. The absorption model corresponds to
the model analyzed by Banderier and Flajolet (“Analytic combinatorics of directed lattice paths”), while the reflecting
model leads to a more complicated situation. We show how the generating functions are then modified: the kernel
method strikes again but here it unfortunately does not give a nice product formula. This makes the analysis more
challenging, and, in the case of Łukasiewicz walks, we give the asymptotics for the number of excursions, arches and
meanders. Limit laws for the number of returns to 0 of excursions are given. We also compute the limit laws of the
final altitude of meanders. The full analytic situation is more complicated than the Banderier–Flajolet model (partly
because new “critical compositions” appear, forcing us to introduce new key quantities, like the drift at 0), and we
quantify to what extent the global drift, and the drift at 0 play a rôle in the “universal” behavior of such walks.

Keywords: Lattice Path; Analytic Combinatorics; Singularity Analysis; Limit Laws; Space Inhomogenous Walk;
Kernel method

1 Introduction

In Brownian motion theory, many possible boundary conditions for a Brownian-like process have been
considered (e.g. absorption, killed Brownian motion, reflected Brownian motion... see [Fel54]). Solving a
stochastic differential equation with a reflecting boundary condition is known as the Skorokhod problem
(see [Sko62]). Such models appear e.g. in queueing theory (see [Kin62]). In this article, we want to
investigate properties of a discrete equivalent of such models, namely directed lattice paths in Z2, having
a reflecting boundary at y = 0.

If one considers lattice paths which are “killed” or “absorbed” at y = 0, then this is equivalent to the
model analyzed in [BF02]. In what follows, we want to compare the basic properties (exact enumeration,
asymptotics, limit laws) of these two discrete models (absorption versus reflection). In particular, we
will consider the Łukasiewicz paths (defined hereafter), which are present in numerous fields like alge-
bra, analysis of algorithms, combinatorics, language theory, probability theory and biology. This broad
applicability is due to a bijection with simple families of trees, see e.g. [MM78]. The enumerative and
analytic properties of such lattice paths were considered in [BG06] where limit laws for the area beneath

1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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Łukasiewicz paths are derived, and also in [BIP11] where they are used to model polymers in chemistry,
or e.g. in [BN10], which tackles the problem of enumeration and asymptotics of such walks of bounded
height.

Our key tools will be the kernel method and analytic combinatorics (see [FS09]). However, as we will
see, the situation is more complicated in the case of a reflecting boundary: first, bad luck, one does not
have a nice product formula for the generating function anymore (unlike the absorption model), second,
the drift still plays a key rôle, but also does a “second” drift at 0, and last but not least, several simultaneous
singular behaviors can happen. We first begin with a few definitions:

Definition 1.1: A step set S ⊂ Z2, is a finite set of vectors {(a1, b1), . . . , (am, bm)}. An n-step lattice
path or walk is a sequence of vectors v = (v1, . . . , vn), such that vj is in S . Geometrically, it is a set
of points ω = (ω0, ω1, . . . , ωn) where ωi ∈ Z2, ω0 = (0, 0) and ωi − ωi−1 = vi for i = 1, . . . , n. The
elements of S are called steps or jumps. The length |ω| of a lattice path is its number n of jumps. ♦

ending anywhere ending at 0

unconstrained
(on Z)

walk/path (W) bridge (B)

constrained
(on N)

meander (M) excursion (E)

Tab. 1: The four types of paths: walks, bridges, meanders and excursions.

We restrict our attention to directed paths which are defined by the fact that for (a, b) ∈ S one must
have a > 0. However, we will focus only on the subclass of simple paths, where every element in the step
set S is of the form (1, b). In other words, these walks constantly move one step to the right, thus they
are essentially unidimensional objects. We introduce the abbreviation S = {b1, . . . , bn} in this case. A
Łukasiewicz path is a simple path where its associated step set S is a subset of {−1, 0, 1, . . .} and−1 ∈ S .

Definition 1.2: For a given step set S = {s1, . . . , sm}, we define the respective system of weights as
{w1, . . . , wm} with wj > 0 the associated weight to step sj for j = 1, . . . ,m. The weight of a path is
defined as the product of the weights of its individual steps. ♦

This article mainly builds on the work done in [BF02]. Therein, the class of directed lattice paths in
Z2 (under the absorption model) was investigated thoroughly by means of analytic combinatorics (see
[FS09]). First, in Section 2, the reflection-absorption model and the general framework are introduced.
The needed bivariate generating function is defined and the governing functional equation is derived and
solved: here the “kernel method” plays the most significant rôle in order to obtain the generating function
(as typical for many combinatorial objects which are recursively defined with a “catalytic parameter”,
see [BMJ06]). In Section 3, we turn our attention to Łukasiewicz paths, and the asymptotic number of
excursions is given. In Section 4, the limit laws for the number of returns to zero of excursions are derived.
In Section 5, we establish the asymptotics of meanders. Section 6 gives the asymptotics for the expected
final altitude of meanders.
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2 Generating functions

Let us consider directed walks on N2, with a weighted step set S , starting at the origin, confined to the
upper half plane, and which have another weighted step set S0 on the boundary y = 0. All such walks are
called meanders, and the meanders ending on the abscissa are called excursions.

This walk model is thus encoded by two characteristic polynomials: P (u) and P0(u) are Laurent
polynomials describing the allowed jumps when the walk is at altitude k > 0 or k = 0, respectively. We
fix c, d, c0, d0 ∈ N and introduce the following notations:

P (u) =

d∑

i=−c
piu

i, P0(u) =

d0∑

i=−c0
p0,iu

i, P≥
0 (u) =

d0∑

i=0

p0,iu
i.

In order to exclude trivial cases we require pc, pd 6= 0. These weights are probabilities, which means
pi, p0,i ≥ 0 and P (1) = P0(1) = 1. These step polynomials characterize the reflection-absorption model:
depending of the chosen weights, the boundary behaves like a reflecting or an absorbing wall. We talk
about a reflection model if P≥

0 (u) = P0(u), while we talk about an absorption model if P≥
0 (u) 6= P0(u).

bridges, absolute value excursions, excursions,

Dyck path uniform model of bridges reflection model absorption model

1
6

1
3

1
3

(i) 1
2

1
6

2
3

2
3

1
2

1
6 0 0 0

1
6 0 0 0

1
6 0 0 0

1
6 0 0 0

Tab. 2: Different constraints on the boundary y = 0 lead to different probabilistic models. We give the probabilities
of Dyck paths of length 4 in the uniform, absolute value, reflection, and absorption model. From this table, one can
already see one paradox associated to the reflection model: one may think that the “reflection” will make the walk go
far away. However, this is in part counterbalanced by the fact that 0 has a “heavier” weight in this model (no loss of
mass here, contrary to the absorption model). Accordingly, there will be some interplay between the boundary, the
drift of the walk and the drift at 0. We quantify this in our next sections.

(i) Note that the absolute value and the reflection model are in general not equivalent if the jumps (with their weights) are not
symmetric: Let P (u) = pu + qu−1 and P0(u) = p0u + q0u−1, then the probability of this first path (which is 1/3 when
p = q = 1/2 and p0 = 1) is 1/(1 + q0/q + p0/p) in the absolute value model, while it is p/(1 + p) in the reflection model.
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We define the generating function for our meanders to be

F (z, u) :=
∑

n,k≥0

Fn,ku
kzn =

∑

n≥0

fn(u)z
n =

∑

k≥0

Fk(z)u
k,

where the polynomials fn(u) describe the possible positions after n steps, and where Fk(z) are the gen-
erating functions of walks starting at 0 and ending at altitude k.

Theorem 2.1 (Generating function for meanders and excursions) The bivariate generating function of
meanders (where z marks size and u marks final altitude) in the reflection-absorption model is algebraic:

F (z, u) =
1− z∑c−1

k=0 rk(u)Fk(z)

1− zP (u) , (1)

where rk is a Laurent polynomial given by rk(u) =
∑−k−1
j=−c pju

j+k for k > 0 and r0(u) = P (u) −
P≥
0 (u). Furthermore, theFk’s are algebraic functions belonging to Q(u1, . . . , uc, p−c, . . . , pd, p00, . . . , p

0
d, z),

where the ui’s are the roots of the equation 1− zP (u) = 0, such that limz→0 ui(z) = 0. The Fk’s can be
made explicit, e.g. the generating function for excursions is

F0(z) =

∑c
ℓ=1(−1)ℓ+1uc−1

ℓ V (ℓ)
∑c
ℓ=1(−1)ℓ+1uc−1

ℓ

(
1− zP≥

0 (uℓ)
)
V (ℓ)

, (2)

where V (ℓ) =
∏

1≤m<n≤c
m 6=ℓ, n 6=ℓ

(um − un).

Proof (Sketch): It is straightforward to derive a recurrence relation, by a step-by-step approach:

f0(u) = 1, fn+1(u) = {u≥0}
[
P (u){u>0}fn(u) + P0(u){u0}fn(u)

]
, (3)

where {u>0} extracts all the monomials of positive degree in u. This recurrence leads to the following
functional equation

F (z, u) = 1 + zP (u)F (z, u)− z{u<0}P (u)F (z, u)− zF0(z)
(
{u≥0}P0(u)− {u≥0}P (u)

)
, (4)

F (z, u)(1− zP (u)) = 1− z
(
P (u)− P≥

0 (u)
)
F0(z)− z

c−1∑

k=1

rk(u)Fk(z). (5)

The main tool for solving the functional equation is the kernel method, which consists of binding z and
u in such a way that the left hand side vanishes. From the theory of Newton–Puiseux expansions, we
know that the kernel equation 1 − zP (u) = 0 has c + d distinct solutions, with c of them being called
“small branches”, as they map 0 to 0 and are in modulus smaller than the other d “large branches” which
grow to infinity while approaching 0. We call the small branches u1, . . . , uc.

Inserting the c small branches into (5), we get a linear system of c equations in c unknownsF0, . . . , Fc−1:




uc1 − z
∑c−1
k=0 u

c
1rk(u1)Fk(z) = 0,
...

ucc − z
∑c−1
k=0 u

c
crk(uc)Fk(z) = 0.
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The system is non-singular, as can be proven via the local behavior of the ui’s (and therefore of the
rk(uj)’s) for z ∼ 0. Using Cramer’s formula on this matrix does not give (directly) a nice formula ; it is
better to use first column subtraction for the rk’s in the corresponding determinants, and then expanding
with respect to the r0(ui) column leads to a nicer formula for each Fi via Vandermonde-like formulæ. ✷

Let us recall that the generating functions Ẽ(z) of the excursions in the absorption model of Banderier–
Flajolet (i.e. when P0(u) = P (u)) is given by Ẽ(z) = (−1)c+1(

∏
ui(z))/(zp−c), see [BF02, Equation

(20)]. It is interesting to compare this simple formula with the more cumbersome formula that one gets
for the generating functions E(z) of the excursions in our reflection-absorption model (coming from a
rewriting of (2)):

E(z) := F0(z) =
Ẽ(z)

1− zẼ(z)
∑c
i=1 r0(ui)u

c−1
i /V (i)

. (6)

In one sense, this formula quantifies to what extent the border “perturbs” the former Ẽ(z) to lead to our
new E(z). We now investigate the analytic counterparts of this perturbation.

3 Asymptotics of excursions

From now on, we are going to work with aperiodic Łukasiewicz paths. By these, we understand paths
with one jump of size 1 down and finitely but arbitrarily many jumps up. Aperiodic means that there is no
p > 1 and there exists no polynomial H(u) s.t. P (u) = u−1H(up). Thus, the step polynomial is given as

P (u) = p−1u
−1 + p0 + p1u+ . . .+ pdu

d,

with p−1 + . . .+ pd = 1 and pi ∈ [0, 1]. Since c = 1, the linear system derived from (5) transforms into

1 + z
(
P≥
0 (u1)− P (u1)

)
F0(z) = 0.

We use the kernel equation 1− zP (u1) = 0 to derive the generating function of excursions:

E(z) :=
∑

enz
n := F0(z) =

1

1− zP≥
0 (u1(z))

. (7)

This nice formula has a natural combinatorial interpretation as Seq
(
zP≥

0

(
Ẽ(z)p−1z

))
, i.e. an excur-

sion (in the reflection model) is a sequence of arches (i.e. an excursion touching 0 just at its two ends), and
each arch begins with a positive jump +k, which has to be compensated by k excursions (well, shifted
excursions: from altitude j to altitude j, for j from 1 to k, thus not touching 0, and thus in bijection with
excursions, counted by Ẽ(z) and defined above formula (6)) followed each by a −1 jump.

In [BF02, Equation (42)], it was shown that the principal branch u1(z) possesses the following asymp-
totic expansion for z → ρ−, where ρ is the structural radius defined as ρ = 1

P (τ) and τ > 0 is the unique
root of P ′(τ) = 0 (note that P is a convex function):

u1(z) = τ −
√

2
P (τ)

P ′′(τ)

√
1− z/ρ+O(1− z/ρ), for z → ρ−. (8)
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As this expansion will appear repeatedly in the sequel, we define C :=
√

2 P (τ)
P ′′(τ) . The singularities of

(7) depend on the roots of the denominator and on the singular behavior of u1(z), that is why we need the
following lemma:

Lemma 3.1 (Singularity of the denominator) Let u1(z) be the unique small branch of the kernel equa-
tion 1−zP (u) = 0. Then the equation 1−zP≥

0 (u1(z)) = 0 has at most one solution in z ∈ (0, ρ], which
we denote by ρ1.

Proof: The functions u1(z) and P≥
0 (u) are increasing on [0, ρ) (see [BF02]). Figure 1 shows the three

possible configurations. The naming convention is adopted from its use in functional composition schemes
in [FS09, Chapter VI.9]. ✷

(a) supercritical case (b) critical case (c) subcritical case

Fig. 1: Different singular behaviors of the generating function for the number of excursions. The increasing function
represents P≥

0 (u1(z)) where the decreasing function is 1/z. The dotted line is at abscissa ρ and the dashed line
marks the dominant singularity. The latter is either located at the intersection or at ρ.

Theorem 3.2 (Asymptotics of excursions) Let τ be the structural constant determined by P ′(τ) = 0,
τ > 0, let ρ = 1/P (τ) be the structural radius and ρ1 defined as in Lemma 3.1. Define the constants

α = (P≥
0 (u1(z)))

′
∣∣∣
z=ρ1

, γ = 1
αρ21+1

, and κ = Cρ(P≥
0 )′(τ). The excursions in the reflection-absorption

model possess the following asymptotic expansion:

E(z) =





γ(1− z/ρ1)−1 +O(1), supercritical case: P (τ) < P≥
0 (τ),

1
κ (1− z/ρ)−1/2 +O(1), critical case: P (τ) = P≥

0 (τ),

E(ρ)− E(ρ)2κ(1− z/ρ)1/2 +O(1− z/ρ), subcritical case: P (τ) > P≥
0 (τ).

(9)

Proof (Sketch): We investigate E(z) by means of singularity analysis. Therefore, three different cases
are distinguished as the dominant singularity depends on the singular behavior (as illustrated by Figure 1).
Then, the analysis of the corresponding Puiseux expansion yields the result. ✷
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4 Limit laws for the number of returns to zero
An arch is defined as an excursion of size > 0 whose only contact with the x-axis is at its end points. We
denote the set of arches byA. Every excursion (set E) consists of a sequence of arches, i.e. E = SEQ(A).

The symbolic method (see e.g. [FS09]) directly provides the functional equation

E(z) =
1

1−A(z) , (10)

which is easily solved to give the generating function for arches A(z) = 1− 1
E(z) .

Proposition 4.1 (Asymptotics of arches) For a Łukasiewicz walk, the number of arches satisfies

[zn]A(z) ∼
n→∞

κ

2
√
πn3

, where κ = Cρ(P≥
0 )′(τ). (11)

Proof (Sketch): Define λ :=
P

≥
0 (τ)
P (τ) = ρ

ρ
≥
0

, then by (7) we get for z → ρ− that A(z) = zP≥
0 (u1(z)) =

λ− κ
√
1− z/ρ+O(1− z/ρ). ✷

A return to zero is a vertex of a path of altitude 0 whose abscissa is positive, i.e. the number of returns
to zero is the number of times the abscissa is touched again after leaving the origin. In order to count
the number of returns to zero of excursions of fixed size n, we can reverse the construction above for the
generating function of arches. The generating function for excursions with exactly k returns to zero is
equal to A(z)k. As stated in [BF02], for any fixed k, this function also has a singularity of the square
root type and is amenable to singularity analysis. Hence, we are able to derive the probability Pn,k that a
random excursion of size n has exactly k returns to zero for any fixed k:

Pn,k := P[size = n, # returns to zero = k] =
[zn]A(z)k

[zn]E(z)
. (12)

Let Xn be the random variable for the number of arches among all excursions of size n. Note that Xn

also represents the returns to zero of a random excursion of size n.

Theorem 4.2 (Limit laws for returns to zero) Additionally to the previously used constants α, γ and κ,

we define α2 = (P≥
0 (u1(z)))

′′
∣∣∣
z=ρ1

. The number Xn of returns to zero of a random excursion of size n

admits a limit distribution:

1. In the supercritical case, i.e. P (τ) < P≥
0 (τ),

Xn − µn
σ
√
n

, µ = γ, σ = α2(ρ1γ)
3 − γ + γ2(ρ1 + 2)− 2γ3,

converges in law to a Gaussian variable N(0, 1).

2. In the critical case, i.e. P (τ) = P≥
0 (τ), the normalized random variable κ√

2π
(Xn − 1), converges

in law to a Rayleigh distribution defined by the density xe−x
2/2.

3. In the subcritical case, i.e. P (τ) > P≥
0 (τ), the limit distribution of Xn − 1 is a discrete limit law,

namely the negative binomial distribution NegBin(2, λ), with λ = ρ/ρ≥0 :

P(Xn − 1 = k) ∼ (k + 1)λk(1− λ)2 .
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5 Asymptotics of meanders
A meander is the natural generalization of an excursion, as it is defined as a directed walk confined to the
upper half plane. We want to investigate the number of meanders or equivalently the ratio of meanders
among all walks. This is a way to measure the effect of removing the constraint of ending on the x-axis.

Theorem 5.1 (Asymptotics of meanders) Consider Łukasiewicz walks in the absorption model.
The asymptotic behavior of the ratio of meanders of size n is given in Table 3.

[zn]M(z) ∼ δ < 0 δ = 0 δ > 0

Supercritical
ρ1γ

E(1)(ρ1 − 1)
ρ−n1 —

Critical
ρ

E(1)κ(ρ− 1)

ρ−n√
πn

— 1− (1− P≥
0 (1))E(1)

Subcritical
E(ρ)2

E(1)

κρ

2(ρ− 1)

ρ−n√
πn3

E(1)κ√
πn

Tab. 3: Asymptotic ratio of meanders in the absorption model (P≥
0 (1) < 1) with the structural constant τ > 0,

P ′(τ) = 0, the structural radius ρ = 1/P (τ) and the drift δ = P ′(1). The constant ρ1 is defined in Lemma 3.1,
whereas γ and κ are given in Theorem 3.2. The two missing cases for δ = 0 are not possible in the absorption model.

Proof (Sketch): From (5), we get the bivariate generating function for meanders as

F (z, u) =
1− z

(
P (u)− P≥

0 (u)
)
E(z)

1− zP (u) . (13)

Hence, the generating function M(z) for meanders is given by substituting u = 1 in (13):

M(z) := F (z, 1) =
1

1− z −
(
1− P≥

0 (1)
) zE(z)

1− z . (14)

An elementary simplification of the last factor gives

[zn]M(z) = 1−
(
1− P≥

0 (1)
)(

[zn]
E(z)

1− z − [zn]E(z)

)
. (15)

The asymptotics of the last term are known from Section 3. For the function E(z)
1−z , we use (9) and

elementary singularity analysis, like [FS09, Fig. VI.5]. The result follows by distinguishing all different
cases. ✷

Remark 5.2: Formula (14) possesses a combinatorial interpretation: a walk can only be absorbed after hit-
ting the x-boundary, and at this place the walk is thus an excursion. Let en be the probability that a random
walk of length n is an excursion. A walk survives with probability P≥

0 (1) and is killed with probability
(1− P≥

0 (1)). The probability mn+1 describing the number of meanders of length n+ 1 among all walks

of length n+ 1 is given by all surviving walks of smaller length: mn+1 = 1−
(
1− P≥

0 (1)
) n∑

k=0

ek.
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6 Final altitude of meanders

The final altitude of a path is defined as the ordinate of its endpoint.
Let Xn be the random variable associated to the final altitude of all meanders of length n. It satisfies

P[Xn = k] =
[znuk]F (z, u)

[zn]F (z, 1)
, (16)

where F (z, u) is the bivariate generating function for meanders from (13).

Theorem 6.1 (Final altitude of meanders) Consider the model of Łukasiewicz walks. Let τ be the struc-
tural constant determined by P ′(τ) = 0, τ > 0, δ = P ′(1) be the drift and δ≥0 = (P≥

0 )′(1) be the drift
at 0. The limit laws and the asymptotics of the expected final altitude of meanders for the reflection model
are given in Table 4 and the ones for the absorption model are given in Table 5.

δ < 0 δ = 0 δ > 0

Limit law Discrete Rayleigh Gaussian

Supercritical E[Xn] ∼
δ≥0 P

′′(1) + δP≥
0

′′
(1)

2δ(δ − δ≥0 )
—

Critical — E[Xn] ∼
√

2P ′′(1)n

π
E[Xn] ∼ δn

Subcritical — —

Tab. 4: Asymptotics of E[Xn] in the reflection model (i.e. P≥
0 (1) = 1). The unfilled cases are not occurring under

this model.

δ < 0 δ = 0 δ > 0

Limit law Discrete Rayleigh Gaussian

Supercritical E[Xn] ∼
(
1− 1

ρ1

)
E(1)Fu(ρ1, 1)

E(ρ1)
—

Critical E[Xn] ∼ κ
(
1− 1

ρ

)
E(1)Fu(ρ, 1)

E(ρ)
— E[Xn] ∼ δn

Subcritical E[Xn] ∼ r
(
1− 1

ρ

)
E(1)

E(ρ)
E[Xn] ∼

√
P ′′(1)πn

2

Tab. 5: Asymptotics of E[Xn] in the absorption model (P≥
0 (1) < 1). The unfilled cases are not occurring under this

model. We denote by Fu(ρ, 1) the limit z → ρ and u → 1 of the derivative of F (z, u) with respect to u. Note that
in Fu(ρ,1)

E(ρ)
the singularities at z = ρ cancel and the limit exists. Furthermore, we have r = Fu(ρ, 1)− δρ

(1−ρ)2
.
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Proof (Sketch): Definition (16) leads to the following formula for the expected value:

E[Xn] =
[zn] ∂

∂uF (z, u)
∣∣
u=1

[zn]F (z, 1)
. (17)

Differentiating the Formula (13) for F (z, u) with respect to u yields

∂

∂u
F (z, u)

∣∣∣∣
u=1

= (P≥
0 )′(1)

zE(z)

1− z + P ′(1)
(
P≥
0 (1)− P≥

0 (u1(z)
) z2E(z)

(1− z)2 . (18)

As a next step, we evaluate the [zn]-operator term by term. Firstly, note that the quotient E(z)
(1−z)β appears

twice with β = 1 and β = 2. We use [FS09, Theorem VI.12], which gives the asymptotics for two
generating functions with different radii of convergence, and previous results for E like Theorem 3.2.
Secondly, the following lemma gives the behavior of the composition P≥

0 (u1(z)):

Lemma 6.2 (A Puiseux behavior lemma) Let P≥
0 be the non-negative part of P0, and u1 be the small

branch of the kernel equation in the Łukasiewicz case. Then

P≥
0 (u1(z)) =

{
P≥
0 (u1(1))− α(1− z) + α2

2 (1− z)2 + o((1− z)2), for ρ > 1,

P≥
0 (1)− κ

√
1− z +O(1− z), for ρ = 1,

with α =
(
P≥
0 ◦ u1

)′
(1) = −(P≥

0 )′(u1(1))/P ′(u1(1)) and α2 =
(
P≥
0 ◦ u1

)′′
(1).

The computations of the asymptotics of the expected value are then finalized by considering that the
denominator of (17) is either 1 in the reflection model or its asymptotics is given by Theorem 5.1 in the
absorption model.

We now turn to the derivation of the underlying limit laws. Let u be a fixed positive real number in
(0, 1). Then the dominant singularity of F (z, u) is either z = ρ, the singularity of E(z), or z = 1/P (u),
the singularity of the denominator (compare (13)). Which one is the dominant one? This depends on the
value of the drift δ:

• If the drift is negative then, the dominant singularity is found at z = ρ and by the “continuity
theorem of discrete laws”, Theorem IX.1 from [FS09], this leads to a discrete limit law.

• If the drift is zero then, the dominant singularity is at z = ρ = 1/P (1) = 1 and by the application of
the “semi-large powers theorem” (see [BFSS01]), this leads to a Rayleigh limit law, see also [DS97].

• If the drift is positive then, in the needed environment of u = 1, the dominant singularity is found at
z = 1/P (u) (this is due to ρ > 1 in this case) and by the application of the “quasi-powers theorem”
(Theorem IX.8 from [FS09]), this leads to a Gaussian limit law.

The special rôle of the drift and an intuition of the underlying limit laws can be obtained by considering
the influence of the drift on the expected number of meanders in Theorem 5.1. ✷
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7 Conclusion

In this article, we investigated the generating functions of lattice paths on N with an absorbing or reflecting
border at 0. To sum it up, our analysis of this reflection-absorption model can be divided into three parts.
Firstly, we determined the general formula for the generating function by means of the kernel method.
Secondly, we focused on Łukasiewicz walks (i.e. the family of lattice paths in bijection with trees), and
derived asymptotic results on the number of meanders and excursions, by means of singularity analysis
and transfer theorems from analytic combinatorics. Thirdly, we investigated the limit laws for the returns
to zero and the final altitude by utilizing schemes on generating functions which yield the convergence
of the underlying distributions. Therein, we applied the “continuity theorem of discrete laws” [FS09,
Theorem IX.1], the “quasi-powers theorem” [FS09, Theorem IX.8], and the “semi-large powers theorem”
[BFSS01]. Numerical values confirm our results (see figure below).

Fig. 2: In Theorem 4.2, we proved that the number of returns to 0 follows asymptotically a Rayleigh limit law (in
the critical case of the reflection model). Our figure shows a perfect fit between the plot of the theoretical Rayleigh
density (in black) and the plot of the empirical distribution (in red) for Motzkin paths of length n = 2000. The tiny
discrepancy around x = 2 is completely coherent with the error term, i.e. the speed of convergence, in O(1/

√
n).

The situation is more tricky than what happens for the classical “absorption model” of lattice paths
considered in [BF02]: one has to pay a price for introducing a more general model, as different cases
(subcritical, critical and supercritical) have then to be distinguished and additional structural constants
like δ≥0 (the drift at 0) play a key rôle. Putting it all together, there arose 9 different cases for each
model. Interestingly though, elementary considerations implied that some of these were impossible in
the specific models (compare Table 4 and Table 5 where non-existing cases are marked by a hyphen). In
the full version of this work, we give all details of the proofs omitted here (we say a word on matters
of periodicity, and we extend the results to excursions, meanders, walks, bridges, arches, beyond the
Łukasiewicz case, i.e. when the correspondence with trees do not hold anymore). In another work in
preparation, we give the asymptotics for some other harder parameters (area, height).
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Abstract. We study the distance-profile of the random rooted plane graph Gn with n edges (by a plane graph we mean
a planar map with no loops nor multiple edges). Our main result is that the profile and radius of Gn (with respect
to the root-vertex), rescaled by (2n)1/4, converge to explicit distributions related to the Brownian snake. A crucial
ingredient of our proof is a bijection we have recently introduced between rooted outer-triangular plane graphs and
rooted eulerian triangulations, combined with ingredients from Chassaing and Schaeffer (2004), Bousquet-Mélou and
Schaeffer (2000), and Addario-Berry and Albenque (2013). Our convergence result for plane graphs implies similar
convergence results for random rooted loopless and general maps.

Keywords: Planar maps, bijections, ISE, Brownian snake, distance-profile

1 Introduction

A planar map is a connected planar graph embedded in the plane considered up to deformation. Planar
maps can be considered as metric spaces by defining the distance between vertices as the minimal number
of edges of the paths joining them. The study of the metric properties of random planar maps has been
a very active subject of research for the past decade. The first key results were obtained in the seminal
paper [CS04], focusing on the class of rooted quadrangulations (a map is rooted by marking a directed
edge having the outer face on its left, the origin of the root is called the root-vertex). It was shown
there that typical distances in a uniformly random rooted quadrangulation Qn with n vertices are of order
n1/4 (in contrast with the typical distances of order n1/2 for random plane trees), and that the distance-
profile (the collection of distances of the n vertices from the root-vertex) converges in law to an explicit
distribution related to the ISE (the integrated superBrownian excursion is the occupation measure of
the Brownian snake introduced in [Ald93]). This result was then generalized to other classes of random
maps, in particular to random rooted maps with n vertices and Boltzmann weights on the faces in [MM07,
MW08].
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In this article, we prove this type of result on the profile for rooted simple maps, that is, maps without
loops nor multiple edges, which are classically called plane graphs. We also show that it implies the same
type of result for the class of loopless maps, and for the class of all maps. We now give a few definitions
in view of stating our main result. For a rooted planar map G = (V,E) with n edges, the distance d(e) of
an edge e ∈ E (with respect to the root) is the length of a shortest path of G starting at (an extremity of)
e and ending at the root-vertex, the distance-profile of G is the n-set {d(e)}e∈E (note that we consider a
distance-profile at edges, not at vertices). Let us now give some terminology for the type of convergence
results to be obtained. We denote byM1 the set of probability measures on R, endowed with the weak
topology (that is, the topology given by the convergence in law). For µ ∈ M1, we denote by Fµ(x) the
cumulative function of µ, inf(µ) := inf{x : Fµ(x) > 0} and sup(µ) := sup{x : Fµ(x) < 1}, and
define the width of µ as sup(µ) − inf(µ). We also define the nonnegative shift of µ as the probability
measure (with support in R+) whose cumulative function is x 7→ Fµ(x+ inf(µ)).

Definition 1 We denote by µISE a random variable with ISE law (as defined in [Ald93]), and by µshift
ISE its

non-negative shift; these are random variables taking values inM1. A sequence µ(n) of random variables
taking values inM1 is said to satisfy the ISE limit property if the following properties hold:

• µ(n) converges in law to µshift
ISE (for the weak topology onM1).

• sup(µ(n)) converges in law to sup(µshift
ISE ) (i.e., the width of µISE).

For µ ∈M1, we denote byX(µ) a real random variable with distribution given by µ. It is easy to see that
if a sequence µ(n) of random variables taking values inM1 converges in law to µ, thenX(µ(n)) converges
in law to X(µ). It is known that X(µshift

ISE ) is distributed as sup(µISE) (whose cumulative function has an
explicit expression, see [BFG03]). Hence, if µ(n) has the ISE limit property, then X(µ(n)) converges in
law to sup(µISE).

For an n-set x = {x1, . . . , xn} of nonnegative values, and for a > 0, define µa(x) as the probability
measure

µa(x) =
1

n

n∑

i=1

δxi/(an)1/4 ,

where δx denotes the Dirac measure at x. Our main result is the following:

Theorem 2 For n ≥ 1, let πn be the distance-profile of the uniformly random rooted plane graph with n
edges. Then µ2(πn) satisfies the ISE limit property.

Relation with other work and perspectives. Although we focus here on the convergence of the profile of
random maps, much stronger results have now been proved for several classes of maps. More precisely,
for a given class C of maps, one can consider the uniformly random map Cn of size n as a random
metric space. It is then natural to study the limit of the random metric space Cn (rescaled by n1/4) in the
Gromov Hausdorff topology. In a series of groundbreaking papers, this type of convergence was proved
to hold for triangulations and 2p-angulations in [Le 07, Le 13] and independently for quadrangulations
in [Mie13]. The limit is a (continuous) random metric space called the Brownian map, which has almost
surely spherical topology. Combining the techniques of [Le 13] with some new ingredients, the same
result was proved for simple triangulations and simple quadrangulations in [ABA13], for general maps
in [BJM13], and for bipartite maps in [Abr13]. Work in progress gives us good hope to obtain this type
of convergence result for plane graphs (simple planar maps) as well. We mention that much less is known
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on the distance profile of unembedded planar graphs, the most precise result known at the moment, shown
by [CFGN10], is that the diameter is n1/4+o(1) in probability.

We close this section by recalling a useful classical result. For µ and ν two elements ofM1, the linear
Wasserstein distance between µ and ν is defined as

W1(µ, ν) =

∫

R

|Fµ(x)− Fν(x)|dx,

which endowsM1 with a metric structure. Another characterization of W1(µ, ν) is to be the infimum of
E(|X −Y |) over all couplings (X,Y ) where the law of X is µ and the law of Y is ν. It is known that if a
sequence µ(n) of elements ofM1 converges to µ for the metric W1, then µ(n) also converges to µ for the
weak topology onM1. Hence the following claim:

Claim 3 Let µ(n) and ν(n) be two sequences of random variables inM1 (i.e., each variable is a random
probability measure), living in the same probability space. Assume that µ(n) satisfies the ISE limit property
and that, for each fixed ǫ > 0, P (W1(µ

(n), ν(n)) ≥ ǫ) converges to 0 and P (|sup(µ(n))−sup(ν(n))| ≥ ǫ)
converges to 0. Then ν(n) satisfies the ISE limit property.

2 Bijection between outer-triangular plane graphs and eulerian

triangulations, and transfer of canonical paths

In this section we recall a bijection established in [BCF14] between outer-triangular plane graphs and
eulerian triangulations, and establish a crucial property for canonical paths.

A rooted plane graph C is said to be outer-triangular if its outer face (that is, the root face, drawn as the
infinite face in the planar representation of C) has degree 3. Given an outer-triangular plane graph G, a 3-
orientation with buds of G is an orientation of the inner edges of G (outer edges are left unoriented), with
additional outgoing half-edges at inner vertices, called buds, such that each inner (resp. outer) vertex has
outdegree 3 (resp. 0), and each inner face of degree d+3 has d incident buds (i). It is shown in [BF12] that
each rooted outer-triangular plane graph G admits a unique 3-orientation with buds, called the canonical
3-orientation, satisfying the following properties:
• Outer-accessibility: there is a directed path from any inner vertex to a vertex of the outer face.
• Minimality: There is no clockwise circuit.
• Local property at buds: the first edge following each bud in clockwise order must be outgoing (ii).

Figure 1.(a) shows such an outer-triangular plane graph endowed with its canonical 3-orientation.

A rooted eulerian triangulation is a rooted planar map (which may have multiple edges) where each
face has degree 3 and each vertex has even degree. Hence faces can be properly bicolored (in light or
dark) such that each light (resp. dark) face is adjacent only to dark (resp. light) faces. By convention
(since there are exactly two possible colorings), the root face is dark.

As shown in [BCF14], there exists a bijection between these two families of maps. We just recall here
how to obtain a rooted eulerian triangulation from a rooted outer-triangular plane graph. Let C be an
outer-triangular plane graph endowed with its canonical 3-orientation with buds. The bijection illustrated

(i) When G is a maximal plane graph, 3-orientations have no bud, and correspond to the well-known Schnyder structures, introduced
in [Sch89].

(ii) This condition implies that an inner vertex has no more than 2 buds.
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(a) (b) (c)

Fig. 1: (a) An outer-triangular plane graph endowed with its canonical 3-orientation with buds, (b) after inflation and
(c) after merging, the resulting eulerian triangulation endowed with its canonical 1-orientation.

in Figure 1 has two steps: inflation, then merging. First, inner edges and inner vertices will be inflated in
the following way:
• Each inner edge becomes a dark triangle as indicated below.

e

σ(e)

• Each inner vertex becomes a light triangle whose edges correspond to the outgoing half-edges
(including buds). The cases with 0,1 or 2 buds are illustrated below.

After inflation, former inner faces of degree d+3 (d ≥ 0) have now degree 2d+3 (the d incident buds have
turned into edges). Considering edges coming from buds as opening parentheses, and remaining edges
as closing parentheses, one can form a clockwise parenthesis system leaving 3 edges unmatched. Hence,
after merging the matched edges, the 3 unmatched edges form a light triangle. This ensures that each face
of the resulting map is a triangle; see Figure 1. Moreover, the edges created by the inflation are incident
to a dark and a light face, except for edges coming from buds, which are incident to two light faces. After
merging, these edges are necessarily incident to a dark face as well. Therefore the triangulation is properly
bicolored and is an eulerian triangulation (the outer face, which is left unchanged, is colored dark).

Let C be an outer-triangular rooted plane graph. For each inner edge e, we define its canonical path
P (e) to be the directed path in the canonical 3-orientation of C starting at e and following the rightmost
(with respect to the previous edge on the path) outgoing edge until reaching a vertex of the outer face
(P (e) exist because the canonical 3-orientation is minimal and outer-accessible). Let G be a rooted
eulerian triangulation. A 1-orientation of G is an orientation of some inner edges (outer edges are left
unoriented), such that each dark inner face has one directed edge, which is counterclockwise, and each
inner (resp. outer) vertex has outdegree 1 (resp. 0). As shown in [BMS00], G has a unique 1-orientation,
called its canonical 1-orientation, which satisfies outer-accessibility; see Figure 1(c). The oriented edges
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form a spanning forest of 3 trees (one rooted at each of the outer vertices), and accordingly each vertex
has a canonical (oriented) path reaching an outer vertex.

For each inner edge e of an outer-triangular rooted plane graph C, we denote by σ(e) the inner vertex in
the associated rooted eulerian triangulation G which is the origin of e after inflating e into a dark triangle.

Proposition 4 Let C be an outer-triangular rooted plane graph and G be the associated eulerian trian-
gulation. The mapping σ gives a bijection between the edges of C and the inner vertices of G. Moreover
the canonical path of an edge e of C has the same length as the canonical path of the vertex σ(e) of G.

Proof: The canonical 3-orientation of C gives a partial orientation Ω of G. It is not hard to see that
Ω is a 1-orientation, therefore σ gives a bijection between the edges of C and the inner vertices of G.
Moreover all the canonical paths of C are directed paths in the orientation Ω (that is, they are preserved
by the inflation process), thus Ω is outer-accessible. Thus Ω is the canonical 1-orientation of G, and the
canonical path of e becomes the canonical path of σ(e). This completes the proof. ✷

Remark 5 Beside the bijection between outer-triangular plane graphs and eulerian triangulations, we
will also use the following mapping from rooted outer-triangular plane graphs to rooted simple triangu-
lations. Given a rooted outer-triangular plane graph C endowed with its canonical 3-orientation, every
inner face of degree d + 3 contains d buds. We consider the triangulation T obtained from C by trian-
gulating each inner face by completing the buds into complete edges and gluing these edges in counter-
clockwise order around each inner face; see Figure 2. The 3-orientation of C gives a 3-orientation of T
(which implies that T is simple) and we contend that it is the canonical 3-orientation of T . This follows
easily from the fact that the canonical paths of C are canonical paths in T (because of the local property
at buds) and therefore no clockwise cycle exists.

Fig. 2: Generic situation in a face of degree 7 with its 4 incident buds, and its canonical
triangulation (dashed lines).

3 The profile of random rooted eulerian triangulations

3.1 Profile with respect to the root-vertex

Let T be a rooted eulerian triangulation with n + 1 vertices, let V be the vertex-set and let v0 be the
root-vertex. Recall that the faces of T are properly bicolored with the outer face being dark. A path P
from a vertex v to a vertex v′ is called admissible if each traversed edge of P has a dark face on its left.
Let ℓ(v) be the length of a shortest admissible path from v to v0. The n-set {ℓ(v)}v∈V \v0 is called the
root-vertex profile of T .

Proposition 6 Let πn be the root-vertex profile of a uniformly random rooted eulerian triangulation with
n+ 1 vertices. Then µ2(πn) satisfies the ISE limit property.
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Proof: It is shown in [BFG04] that random rooted eulerian triangulations with n + 1 vertices are in
bijection with so-called very well-labelled trees with n nodes, i.e., rooted plane trees with n nodes, each
node having a positive label such that adjacent node labels differ by 1 in absolute value, and the root is
at a node of label 1. In addition the root-vertex profile of the eulerian triangulation corresponds to the
n-set of labels of the corresponding tree. Hence πn is distributed as the n-set of labels of the random
very well-labelled tree with n nodes. The results in [Le 06] imply (iii) that µ2(πn) satisfies the ISE limit
property. ✷

Remark 7 Alternatively one could prove Proposition 6 by recycling the combinatorial arguments from
Sections 4.4 and 4.5 in [CS04]. This would require a detour via a model of “blossoming trees” (actually
the one used in [BMS00]) in order to drop the condition that the labels are positive.

3.2 Profile with respect to the outer face

Let T be a rooted eulerian triangulation, and let V be its set of inner vertices. For v ∈ V , we denote
by d̃(v) the length of the canonical path of v. The set {d̃(v)}v∈V is called the root-face profile of T .
Then it is proved in [BMS00] that d̃(v) is the length of a shortest admissible path from v to (a vertex of)
the root-face. Hence ℓ(v) − 2 ≤ d̃(v) ≤ ℓ(v). Thus Proposition 6 immediately gives (via Claim 3) the
following result.

Proposition 8 Let πn be the root-face profile of a uniformly random rooted eulerian triangulation with n
inner vertices. Then µ2(πn) satisfies the ISE limit property.

4 The profile of random rooted plane graphs

4.1 Profile of random rooted outer-triangular plane graphs

Let G be a rooted outer-triangular plane graph, and let Ei be its set of inner edges. For e ∈ Ei we denote
by d̃(e) the length of the canonical path of e, and by d(e) the length of a shortest path starting at (an
extremity of) e and ending at (a vertex of) the root-face. The set {d̃(e)}e∈Ei

is called the canonical path
profile of G, and the set {d(e)}e∈Ei

is called the distance-profile at inner edges of G. By Proposition
4 the canonical path profile of G coincides with the root-face profile of the rooted eulerian triangulation
associated with G by the bijection of Section 2. Thus Proposition 8 gives:

Proposition 9 Let πn be the canonical path profile of a uniformly random rooted outer-triangular plane
graph with n+ 3 edges. Then µ2(πn) satisfies the ISE limit property.

We will now prove that with high probability the canonical path profile is close to the distance-profile
using the following (non-random) result from [ABA13].

Lemma 10 ([ABA13]) There exist positive constants k1, k2 such that the following holds. Let G be a
rooted simple triangulation, let e be an inner edge ofG, let P be the canonical path of e (for the canonical
3-orientation of G), and let Q be another path in G from the origin of e to the root-face. If the length d
of P is greater than the length d′ of Q, then there exists a cycle C contained in P ∪ Q of length a most
k1d

′/(d−d′)) such that each of the two parts ofG resulting from cutting alongC contains a (consecutive)
subpath of Q of length at least k2(d− d′).
(iii) See in particular Theorem 8.2 where the methodology is applied to the very close model where adjacent node labels differ by at

most 1 in absolute value.
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This implies the following (non-random) statement for rooted outer-triangular plane graphs, where the
diameter Diam(G) of a graph G is the maximal distance between pairs of vertices.

Lemma 11 The statement of Lemma 10 also holds if one replaces “simple triangulation” by “outer
triangular plane graph”. Consequently, for any ∆ > 0, if G is a rooted outer-triangular plane graph,
and e is an inner edge such that d(e) ≤ d̃(e)−∆, then G has a cycle C of length at most k1d(e)/∆ such
that the two parts Gℓ, Gr resulting from cutting along C each have diameter at least k2∆.

Proof: Let G be a rooted outer triangular plane graph. We consider its canonical 3-orientation with buds.
As explained in Remark 5, there is a canonical way to complete the buds of G into complete edges so
as to triangulate each inner face of G and obtain a simple triangulation Ĝ endowed with its canonical
3-orientation. Moreover, for any inner edge e of G, the canonical path of e is the same in G as in Ĝ.
This proves the first statement. The second statement is a simple consequence obtained by considering
the canonical path P of an edge e of G and a geodesic path Q. In this case G has a cycle C of length at
most k1d(e)/(d̃(e) − d(e))) ≤ k1d(e)/∆ such that the two parts Gℓ, Gr resulting from cutting along C
each have a subpath of Q of length at least k2(d̃(e)− d(e)) ≥ k2∆. Since a subpath of a geodesic path is
geodesic, we conclude that each of Gℓ, Gr has diameter at least k2∆. ✷

Definition 12 A sequence Xn of real random variables is said to have the uniform exponential decay
property if there exist constants a, b > 0 such that for all n, P (Xn ≥ x) ≤ a exp(−b x)).
Lemma 13 Let Hn be the uniformly random rooted outer-triangular plane graph with n+3 edges. Then
Diam(Hn)/n

1/4 satisfies the uniform exponential decay property.

Proof: The property is inherited from eulerian triangulations. Precisely, let πn denote the root-vertex pro-
file of the uniformly random rooted eulerian triangulation. The calculations done in Section 6.2 of [CS04]
for well-labeled trees (which correspond to rooted quadrangulations) can be adapted verbatim to very
well-labelled trees (which correspond to rooted eulerian triangulations) in order to show that sup(µ2(πn))
has the uniform exponential decay property. Hence, if π′

n denotes the root-face profile of the uniformly
random rooted eulerian triangulation with n vertices, then sup(µ2(π

′
n)) has the uniform exponential decay

property. This is in turn transferred (bijectively) to sup(µ2(π
′′
n)), where π′′

n is the canonical path profile
of Hn. Since d(e) ≤ d̃(e), the property is also satisfied by sup(µ2(π

′′′
n )), where π′′′

n = {d(e)}e∈Ei
is

the distance-profile at inner edges of Hn. Since Diam(Hn) ≤ 2 ·maxe∈Ei
(d(e)) + 2, we conclude that

Diam(Hn)/n
1/4 satisfies the uniform exponential decay property. ✷

For n ≥ 0 we denote byMn the set of rooted plane graphs with n edges, and Cn the subset of outer-
triangular plane graphs inMn. It was shown in [BCF14] that

|Cn| = 3 · 2n−1 (2n)!

n!(n+ 2)!
= O(8nn−5/2). (1)

Observe that there is an injective map φ fromMn to Cn+2 as shown in the figure below.

φ
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Thus |Mn| ≤ |Cn+2| = O(8nn−5/2). Moreover Diam(φ(G)) − Diam(G) ∈ {0, 1}. Thus (observing
that |Mn|

|Cn+2| ≥
|Cn|

|Cn+2| is bounded away from 0) Lemma 13 implies the following.

Corollary 14 Let Gn be the uniformly random rooted plane graph with n edges. Then Diam(Gn)/n
1/4

satisfies the uniform exponential decay property. Therefore there exist constants a, b > 0 such that for all
n ≥ 0 and x > 0 the number of elements inM of diameter at least xn1/4 is at most a8nn−5/2 exp(−bx).
Lemma 15 Let ǫ > 0 and letGn be the random rooted outer-triangular plane graph with n+3 edges. Let
En,ǫ be the event thatGn has an inner edge e for which d(e) ≤ d̃(e)− ǫn1/4. Then limn→∞ P (En,ǫ) = 0.

Proof: We first show the statement for the event En,ǫ,A = En,ǫ ∩ {Diam(Gn) ≤ An1/4}, where A is an
arbitrary fixed positive constant. Let Un be the set of rooted outer-triangular plane graphs with n edges
of diameter at most An1/4 having an inner edge e for which d(e) ≤ d̃(e) − ǫn1/4. By (1), it suffices
to show that |Un| = o(8nn−5/2). By Lemma 11 (applied to ∆ = ǫn1/4), any map in Un has a cycle
of length c ≤ k1d(e)/ǫn

1/4 ≤ k1A/ǫ separating two maps of diameter at least k2ǫn1/4. We now fix a
positive integer c, and denote by V cn the set of pairs (G,C) where G is a rooted outer-triangular plane
graph with n edges and C is a cycle of G of length c such that the two parts of G obtained by cutting
along C each have diameter at least k2ǫn1/4. It suffices to prove that |V cn | = o(8nn−5/2). Let wi,n be the
number of maps inMi of diameter at least k2ǫn1/4. By Corollary 14 there are constants a, b′ > 0 such
that wi,n ≤ a8ii−5/2 exp(−b′(n/i)1/4). Decomposing pairs (G,C) ∈ V cn into two maps gives

|V cn | ≤
∑

i+j=n+c

2n · wi,nwj,n

where the factor 2n accounts for choosing the position of the root edge of G. Let S be the above sum
restricted to {i > n/(log(n)8)} ∩ {j > n/(log(n)8)} and S′ the sum of the other terms. Since wi,n ≤
a8ii−5/2,

S ≤ (n+ c) · 2n · a28n+c(n/ log(n)8)−5 = o(8nn−5/2).

And since wi,n ≤ a8i exp(−b′(n/i)1/4),

S′ ≤ 2n/(log(n)8) · 2n · a28n+c exp(−b′(log(n))2) = o(8nn−5/2).

Hence |V cn | = o(8nn−5/2) and this completes the proof that for any A > 0, limn→∞ P (En,ǫ,A) = 0.
Thus for all A > 0,

lim
n→∞

P (En,ǫ) ≤ lim
n→∞

(P (En,ǫ,A) + P (Diam(Gn) > An1/4)) ≤ sup
n
P (Diam(Gn) > An1/4)).

And since by Lemma 13, limA→∞ supn P (Diam(Gn) > An1/4)) = 0, we get limn→∞ P (En,ǫ) = 0. ✷

Remark 16 A result similar to Lemma 15 is given in [ABA13] for random rooted simple triangulations.
However, we could not deduce Lemma 15 from that result and instead had to start from Lemma 10 above.

We can now prove the main result of this section.

Proposition 17 Let πn be the distance-profile at inner edges of a uniformly random rooted outer-triangular
plane graph with n+ 3 edges. Then µ2(πn) satisfies the ISE limit property.
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Proof: Let Gn be the uniform random rooted outer-triangular plane graph with n inner edges, and let Ei
be the set of inner edges. We consider the n-sets d = {de}e∈Ei

and d̃ = {d̃(e)}e∈Ei
. When En,ǫ does

not hold, then W1(µ2(d), µ2(d̃)) ≤ ǫ/21/4, and |sup(µ2(d))− sup(µ2(d̃))| ≤ ǫ/21/4. Hence, the result
follows from Proposition 9 and Lemma 15, using Claim 3. ✷

4.2 Profile of random rooted plane graphs

We now transfer our result for outer-triangular plane graphs to general plane graphs. For this we exploit
an easy decomposition (already described in [BCF14]) of rooted plane graphs in terms of rooted outer-
triangular plane graphs. LetM be the family of rooted plane graphs, and let C be the family of rooted
outer-triangular plane graphs. Let p be the rooted plane graph with two edges meeting at a point, which
is the root-vertex, and let D = C ∪ {p}. For an element of D, the right-edge is the edge following the
root-edge in counterclockwise order around the root-face. It is shown in [BCF14] that each graph γ ∈M
is uniquely obtained from a sequence γ1, . . . , γk of elements of D where the following operations are
performed:

(i) for i ∈ [1..k−1], merge the right-edge of γi with the root-edge of γi+1 (identifying the root-vertices),

(ii) delete the right-edge of γk.

In the decomposition, γi (if it exists, i.e., if i ≤ k) is called the ith component. This decomposition also
ensures that the generating functions M(z) ofM and C(z) of C (according to the number of edges) are
related by

M(z) =
∑

k≥1

(z + C(z)/z)k =
D(z)

1−D(z)
, where D(z) := z + C(z)/z.

Let Gn be the random rooted plane graph with n edges, and for i, j ≥ 1, let E(i,j)n be the event that, in the
decomposition γ1, . . . , γk of Gn, the ith component γi exists (i.e., i ≤ k) and has n − j + 1 edges. And
let π(i,j)

n be the probability that E(i,j)n occurs.

Lemma 18 For any i, j ≥ 1, there exists a non-negative constant π(i,j) such that π(i,j)
n converges to

π(i,j). In addition
∑
i,j π

(i,j) = 1.

Proof: Let mn be the number of rooted plane graphs with n edges, m(i,j)
n the number of rooted plane

graphs with n edges for which E(i,j)n occurs (note that π(i,j)
n = m

(i,j)
n /mn), and dn be the number of

elements of D with n edges. From C(z) =
∑
n≥1

3·2n−1(2n)!
n!(n+2)! z

n+2 = z2(−1+12z+
√
1−8z)

(1+
√
1−8z)2

. one finds that

D(z) and M(z) have the following singular expansion at z = 1/8, with the notation Z =
√
1− 8z and

with d := 5/32 and e = 1/4:

D(z) = d+ eZ3 − 9Z2/32 +O(Z4), M(z) =
d

1− d +
e

(1− d)2Z
3 − 32Z2/81 +O(Z4).

Now, let M (i,j)(z) =
∑
nm

(i,j)
n zn. It is easy to see that M (i,j)(z) = a(i,j)zjD(z), where a(i,j) =

[zj ]D(z)i−1

1−D(z) counts the number of possibilities for the components γs for s 6= i. Hence M (i,j)(z) has
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a singular expansion of the form M (i,j)(z) = d(i,j) + e(i,j)Z3/2 + g(i,j)Z2 + O(Z4), with e(i,j) =
a(i,j) · e · 8−j . By classical transfer lemmas of singularity analysis in [FS09],

mn ∼
1√
π

e

(1− d)2 8
nn−5/2, m(i,j)

n ∼ 1√
π
a(i,j) · e · 8−j · 8nn−5/2.

Hence π(i,j)
n = m

(i,j)
n /mn converges to π(i,j) := (1 − d)28−j [zj ]D(z)i−1

1−D(z) . We have for each i ≥ 1,∑
j π

(i,j) = (1− d)2 ·D(1/8)i−1/(1−D(1/8)) = (1− d)2 · di−1/(1− d), hence
∑
i,j π

(i,j) = 1. ✷

Lemma 19 For i, j ≥ 1 fixed, let π(i,j)
n be the profile of the random rooted plane graph G(i,j)

n with n
edges conditioned on E(i,j)n . Then µ2(π

(i,j)
n ) satisfies the ISE limit property.

Proof: Let E be the set of edges of G(i,j)
n and let Ei be the set of inner edges of γi. Let d = {de}e∈E be

the n-set of distances of the edges ofG(i,j)
n from the root-vertex, and let d′ = {de}e∈Ei

be the (n−j−2)-
set of distances of inner edges of γi from the root-vertex of γi (which is also the root-vertex of G(i,j)

n ).
It is easy to see that there exists a constant A > 0 (depending only on i and j) such that, for any rooted
plane graph with n edges and satisfying E(i,j)n ,

W1(µ2(d), µ2(d
′)) ≤ A · Diam(γi)

n
.

Since γi is a uniformly random rooted outer-triangular plane graph with n − j + 1 edges, Lemma 13
ensures that Diam(γi)/n

1/4 satisfies the uniform exponential decay property, hence

P (W1(µ2(d), µ2(d
′)) ≥ A/√n) = O(exp(−Ω(n1/4))).

Similarly
P (|sup(µ2(d))− sup(µ2(d

′))| ≥ A/√n) = O(exp(−Ω(n1/4))).
Since µ2(d

′) satisfies the ISE limit property according to Proposition 17, we conclude from Claim 3 that
µ2(d) also satisfies the ISE limit property. ✷

Proof of Theorem 2. Let η > 0. Let k be the smallest value such that
∑
i≤k,j≤k π

(i,j) > 1 − η, and

let En,η be the event that E(i,j)n holds for some i ≤ k and j ≤ k. By Lemma 19, conditioned on En,η ,
the random rooted plane graph with n edges satisfies the ISE limit property. Note that, as n → ∞ the
probability that En,η holds converges to cη :=

∑
i≤k,j≤k π

(i,j) (because for n large enough two events

E(i,j)n and E(i
′,j′)

n do not intersect), hence for n large enough, the probability that En,η holds is at least
1− η. Taking η arbitrarily small, we conclude that Gn satisfies the ISE limit property. �

We define the radius r(G) of a planar map G as the largest possible distance of a vertex of G from the
root-vertex.

Proposition 20 LetRn be the radius of the random rooted plane graphGn with n edges. ThenRn/(2n)1/4

converges in law to the width of µISE, and the convergence also holds for the moments.

Proof: The convergence in law follows from Theorem 2. The convergence of the moments then follows
from the uniform exponential decay property of Rn/(2n)1/4 which is given by Corollary 14. ✷
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5 The profile of random rooted loopless and general maps

It is known that any loopless map decomposes along multiple edges into a tree of components of two
types: simple maps and multi-edges, see e.g. [Fus07, Sec2.1] for a description of the decomposition in the
quadrangulated case. In addition, denoting by Ln the uniformly random rooted loopless map of size n, it
has been shown in [GW99, BFSS01] that, when n gets large, the (decomposition-) tree of Ln has almost
surely a unique “giant component” S, which is a uniformly random simple map whose size is concentrated
around 2n/3, and the second largest component has size O(n2/3+δ) for any δ > 0. Hence Ln can be seen
as a random simple map S of size∼ 2n/3 whose edges are possibly substituted by “small” random rooted
loopless maps. Based on this, it can be deduced from Theorem 2 that µ4/3(π(Ln)) satisfies the ISE limit
property (π(M) denotes the distance-profile of a map M ). The scaling constant 4/3 that appears here can
be thought of as 2 · (2/3), indeed it combines the effects of the scaling constant 2 applied to the giant
simple map S, and of the fact that the size of S is asymptotically 2/3 of the size of Ln.

Similarly, any general map decomposes along loops into a tree of components that are loopless maps
(the edges of the tree corresponding to the loops of the map). Again, denoting by Mn the random rooted
map with n edges, it has been shown in [GW99, BFSS01] that when n gets large, the (decomposition-)
tree of Mn has almost surely a unique “giant component” L, which is a uniformly random loopless map
whose size is concentrated around 2n/3, and the second largest component has size O(n2/3+δ) for any
δ > 0. Based on this, it can be shown that µ8/9(π(Mn)) satisfies the ISE limit property. We recover here a
known result, which alternatively follows from the study by [CS04] of the profile of random rooted quad-
rangulations, combined with the recent profile-preserving bijection in [AB13] between quadrangulations
and maps.
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[BCF14] O. Bernardi, G. Collet, and É. Fusy. A bijection for plane graphs and its applications. In
Proceedings of the 11th Workshop on Analytic Algorithmics and Combinatorics (ANALCO),
pages 52–61, 2014.



48 O. Bernardi, G. Collet, and É. Fusy
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Abstract. Planar graph navigation is an important problem with significant implications to both point location in
geometric data structures and routing in networks. Whilst many algorithms have been proposed, very little theoretical
analysis is available for the properties of the paths generated or the computational resources required to generate
them. In this work, we propose and analyse a new planar navigation algorithm for the Delaunay triangulation. We
then demonstrate a number of strong theoretical guarantees for the algorithm when it is applied to a random set of
points in a convex region.

Keywords: Routing, Point Location, Randomised Analysis, Delaunay Triangulation

1 Introduction

Given a planar embedding of a graph G = (V,E), a source node z ∈ V and a destination point q ∈ R2,
we consider the planar graph navigation problem of finding a route in G from z to the nearest neighbour
of q in V . In particular, we assume that any vertex v ∈ V may access its coordinates in R2 with a
constant time query. The importance of this problem is twofold. On the one hand, finding a short path
between two nodes in a network is currently a very active area of research in the context of routing
in networks [1, 19, 22]. On the other, the problem of locating a face containing a point in a convex
subdivision (point location) is an important sub-routine in many algorithms manipulating geometric data
structures [10, 11, 17, 20]. A number of algorithms have been proposed within each of these fields,
many of which are in fact equivalent. It seems the majority of the literature in these areas is concerned
with the existence of algorithms which always succeed under different types of constraints, such as the
competitiveness of the algorithm, or the class of network. Apart from worst-case bounds, very little
is known concerning the properties of the path lengths and running times for these algorithms under
random distribution hypotheses for the input vertices. We aim to bridge the gap between these two fields
by giving and analysing an algorithm that is provably efficient within both of these contexts when the
underlying graph is the Delaunay triangulation. More precisely, we show that even for the worst possible
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pair of source and destination chosen from a uniformly random input, our algorithm remains efficient in
an asymptotic sense. To the best of our knowledge, our results provide the first analysis for a localised(i)

routing algorithm on a randomly generated planar graph. In addition, we take particular care when dealing
with boundary effects that occur when the routing algorithm approaches the edge of the domain, achieving
bounds that remain asymptotically the same irrespective of where in the process the input points are
chosen from. Finally, we believe our results help provide convincing evidence that similar asymptotic
results should hold for other localised routing algorithms such as greedy routing (which we define in
Section 1.2).

In this extended abstract we will outline the main ingredients towards the theorems given in Section 1.3,
and give a proof that the number of vertices accessed by the algorithm is proportional to the length of the
walk, for a fixed source and destination that are sufficiently far apart. For the full technical details, we
refer the reader to [8].

1.1 Definitions

In the following, we define the competitiveness of an algorithm to be the worst case ratio between the
length of the path generated by the algorithm and the Euclidean distance between the source and the
destination. Thus competitiveness may depend on the class of graphs one allows, but not the pair of source
and destination. Let Nd(v) denote the set of neighbours of v within d hops of v. We shall sometimes
refer to the d’th neighbourhood of a set X , to denote the set of all sites that can be accessed from a site
in X with fewer than d hops. We call an algorithm c-memoryless if at each step in the navigation, it only
has access to the destination q, the current vertex v and Nc(v). Some authors use the term online to refer
to an algorithm that only has access to q, the current vertex v, N1(v) and O(1) words of memory which
may be used to store information about the history of the navigation. Finally, an algorithm may be either
deterministic or randomised. We define a randomised algorithm to be an algorithm that has access to a
random oracle at each step.

1.2 Previous results

Graph Navigation for Point location. The problem of point location is most often studied in the context
of triangulations and the algorithms are referred to as walking algorithms [11]. A walking algorithm may
work by following edges or by following incidences between neighbouring faces, which is equivalent to a
navigation in the dual graph. There are three main algorithms that have received attention in the literature:
straight walk, which is a walk that visits all triangles crossed by the line segment zq; greedy vertex walk,
which always chooses the vertex in N1(v) which is closest to q and visibility walk which walks to an
adjacent triangle if and only if it shares the same half-space as q relative to the shared edge. It is known
that these algorithms always terminate if the underlying triangulation is Delaunay [11].

The aim is generally to analyse the expected number of steps that the algorithm requires to reach the
destination under a given distribution hypothesis. Such an analysis has only been provided by Devroye
et al. [13] who succeeded in showing that straight walk reaches the destination after O(‖zq‖√n ) steps
in expectation, for n random points in the unit square.(ii) The analysis in this case is facilitated since it is
possible to compute the probability that a triangle is part of the walk without looking at the other vertices.

(i) We call a routing algorithm localised if it eventually ‘forgets’ where it came from in a technical sense that we define in Section 1.3.
(ii) Zhu also provides a tentative O

(√
n logn

)

bound for visibility walk [23]. This is a proof by induction for “a random edge at
distance d”. It considers the next edge in the walk and applies an induction hypothesis to try and bound the progress. Unfortunately,
the new edge cannot be considered as random: each edge that is visited has been chosen by the algorithm and the edges do not all
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Straight walk is online, but not memoryless since at every step the algorithm must know the location of
the source point, z. It is also rarely used in practice since it is usually outperformed empirically by one of
the remaining two algorithms, visibility walk or greedy vertex walk, which are both 1-memoryless [11].
The complex dependence between the steps of the algorithm in these cases makes the analysis difficult,
and it remains an important open question to provide an analysis for either of these two algorithms.

Graph Navigation for Routing. In the context of packet routing in a network, each vertex represents
a node which knows its approximate location and can communicate with a selected set of neighbouring
nodes. One example is in wireless networks where a node communicates with all devices within its
communication range. In such cases, it is often convenient for the nodes to agree on a communication
protocol such that the graph of directly communicating nodes is planar, since this can make routing more
efficient. Delaunay triangulations have been used in this context due to their ability to act as spanners (the
length of shortest paths in the graph, seen as curves in R2, do not exceed the Euclidean distance by more
than a constant factor), and methods exist to locally construct the full Delaunay triangulation, given some
conditions on the point distribution [16, 18, 21].

Commonly referenced algorithms in this field are: greedy routing, which is the same algorithm as
greedy vertex walk, given in the context of point location; compass routing which is similar to greedy,
except that instead of choosing the point in N1(v) minimising the distance to q, it chooses the point in
x ∈ N1(v) minimising the angle ∠q, v, x, and also face routing which is a generalisation of straight walk
that can be applied to any planar graph. In this context, overall computation time is usually considered
less important than trying to construct algorithms that find short paths in a given network topology under
certain memory constraints. We give a brief overview of results relating to this work.

Bose et al. [7] demonstrated that it is not possible to construct a deterministic online algorithm that finds
a path with constant competitiveness in an arbitrary triangulation. They also demonstrated by counter
example that neither greedy routing, nor compass routing is O(1)-competitive on the Delaunay triangu-
lation [5]. Bose and Morin [6] went on to show that there does, however, exist an online c-competitive
algorithm that works on any graph satisfying a property they refer to as the ‘diamond property’, which
is satisfied by Delaunay triangulations. They show this by providing an algorithm which is essentially a
modified version of the straight walk. Bose and Morin also show that there is no algorithm that is com-
petitive for the Delaunay triangulation under the link length (the link length is the number of edges visited
by the algorithm) [7].

In terms of time analysis, it appears the only relevant results are those by Chen et al. [9], who show that
no memoryless routing algorithm is asymptotically better than a random walk when the underlying graph
is an arbitrary convex subdivision.

Navigation in the Plane. We briefly remark that for the related problem of navigation in the plane,
several probabilistic results exist; for example [2] and [3]. In this context, the input is a set of vertices in
the plane along with an oracle that can compute the next step given the current step and the destination in
O(1) time. Although the steps are also dependent in these cases, the case of Delaunay triangulations we
treat here is more delicate because of the geometry of the region of dependence implied by the Delaunay
property.

have the same probability to be chosen at each step in the walk. Restarting the walk from a given edge is not possible either (as
done in [12]), since the knowledge that an edge is a Delaunay edge influences the local point distribution.
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1.3 Contributions

In this paper we give a new deterministic planar graph navigation algorithm which we call cone walk
that succeeds on any Delaunay triangulation and produces a path which is 3.7-competitive. We briefly
underline the fact that our algorithm has been designed for theoretical demonstration, and we do not claim
that it would be faster in a practical sense than, for example, greedy routing or face routing. On the other
hand, direct comparisons would perhaps be unfair, since greedy routing is not O(1)-competitive on the
Delunay triangulation [5] whereas we prove that cone walk is; and face routing is not memoryless in any
sense (since it must always remember the initial vertex), whilst cone walk is localised in the sense given
by Theorem 1. In the theorems that follow, we characterise the asymptotic properties of the cone walk
algorithm applied to a random input.

Let D be a smooth convex domain of the plane with area 1, and write Dn =
√
nD for its scaling to

area n. For x, y ∈ D, let ‖xy‖ denote the Euclidean distance between x and y. Under the hypothesis
that the input is the Delaunay triangulation of n points uniformly distributed in a convex domain of unit
area, we prove that, for any ε > 0, our algorithm is O(log3+ε n)-memoryless with probability tending to
one. In the case of cone walk, this is equivalent to bounding the number of neighbourhoods that might be
accessed during a step, which we deal with in the following theorem.

Theorem 1 Let Xn := {X1, X2, . . . , Xn} be a collection of n independent uniformly random points in
Dn. For z ∈ Xn and q ∈ Dn, letM(z, q) be the maximum number of neighbourhoods needed to compute
any step of the walk. Then, for every ε > 0,

P
(
∃z ∈ Xn, q ∈ Dn :M(z, q) > log3+ε n

)
≤ 1

n
. (1)

In particular, as n→∞, E[supz∈Xn,q∈Dn
M(z, q)] = O(log3+ε n), for every ε > 0.

Also with probability close to one, we show that the path length, the number of edges and the number
of vertices accessed are O( ‖zq‖ + log6 n ) for any pair of points in the domain. We formalise these
properties in the following theorem.

Theorem 2 Let Xn := {X1, X2, . . . , Xn} be a collection of n independent uniformly random points in
Dn. Let Γ(z, q) denote either the Euclidean length of the path generated by the cone walk from z ∈ Xn

to q ∈ Dn, its number of edges, or the number of vertices accessed by the algorithm when generating
it. Then there exist constants CΓ,D depending only on Γ and on the shape of D such that, for all n large
enough,

P

(
∃z ∈ Xn, q ∈ Dn : Γ(z, q) > CΓ,D · ‖zq‖+ 4

(
1 +

√
‖zq‖

)
log6 n

)
≤ 1

n
. (2)

In particular, as n→∞,

E

[
sup

z∈Xn, q∈Dn

Γ(z, q)

]
= O(

√
n ). (3)

Finally, we bound the computational complexity of the algorithm, T (z, q).

Theorem 3 Let Xn := {X1, X2, . . . , Xn} be a collection of n independent uniformly random points in
Dn. Then in the RAM model of computation, there exists a constant C depending only on the shape of D
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and the particular implementation of the algorithm such that for all n large enough,

P

(
∃z ∈ Xn, q ∈ Dn : T (z, q) > C · ‖zq‖ log log n+

(
1 +

√
‖zq‖

)
log6 n

)
≤ 1

n
. (4)

In particular, as n→∞,

E

[
sup

z∈Xn, q∈Dn

T (z, q)

]
= O(

√
n log log n ). (5)

Remark 1 We conjecture that the factor of log log(n) in Theorem 3 can be removed. However, we were
unable to demonstrate this due to the complex dependancy structure between the steps.

Remark 2 The choice of the initial vertex is never discussed. However, previous results show that choos-
ing this point carefully can result in an expected asymptotic speed up for any graph navigation algo-
rithm [20].

2 The Cone Walk Algorithm

Consider the finite set of sites in general position, X ⊂ R2 contained within a compact convex domain
D ⊂ R2. Let DT(X) be the Delaunay triangulation of X, which is the graph in which three sites
x, y, z ∈ X form a triangle if and only if the disc with x, y and z on its boundary does not contain any site
in X. Given two points z, q ∈ R2 and a number r ∈ R we define Disc(z, q, r) to be the closed disc whose
diameter spans z and the point at a distance 2r from z on the ray zq. Finally, we define Cone(z, q, r) to
be the sub-region of Disc(z, q, r) contained within a closed cone of apex z, axis zq and half angle π

8 (see
Figure 2).

Given a site z ∈ X and a destination point q ∈ D, we define one step of the cone walk algorithm by
growing the region Cone(z, q, r) anchored at z from r = 0 until the first point z′ ∈ X is found such that
the region is non-empty. Once z′ has been determined, we refer to it as the stopper. We call the region
Cone(z, q, r) for the given r a search cone, and we call the associated disc Disc(z, q, r) the search disc
(see Figure 2). The point z′ is then selected as the anchor of a new search cone Cone(z′, q, ·) and the next
step of the walk begins. See Figure 1 for an example run of the algorithm.

To find the stopper using only neighbour incidences in the Delaunay triangulation, we need only access
vertices in a well-defined local neighbourhood of the search disc. Define the points X ∩ Disc(z, q, r) \
{z, z′} to be the intermediate vertices. The algorithm finds the stopper at each step by gradually grow-
ing a disc anchored at z in the direction of the destination, adding the neighbours of all vertices in X

intersected along the way. This is achieved in practice by maintaining a series of candidate vertices ini-
tialised to the neighbours of z and selecting amongst them the vertex defining the smallest search disc at
each iteration. Each time we find a new vertex intersecting this disc, we check to see if it is contained
within Cone(z, q,∞). If it is, this point is the next stopper and this step is finished. Otherwise the point
must be an intermediate vertex and we add its neighbours to the list of candidate vertices. This procedure
works because the intermediate vertex defining the next largest disc is always a neighbour of one of the
intermediate vertices that we have already visited during the current step.

We terminate the algorithm when the destination q is contained within the current search disc for a
given step. At this point we know that one of the points contained within Disc(z, q, r) is a Delaunay
neighbour of q in DT(X ∪ {q}). We can further compute the triangle of DT(X) containing the query
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point q (point location) or find the nearest neighbour of q in DT(X) by simulating the insertion of the
point q into DT(X) and performing an exhaustive search on the neighbours of q in DT(X ∪ {q}).

We will distinguish between the visited vertices, which we take to be the set of all sites contained within
the search discs for each step, and the accessed vertices, which we define to be the visited vertices along
with their 1-hop neighbourhood. This distinction will be important, since the sequence of steps in the
walk depends only on the vertices visited, but the cone walk algorithm must access the set of ‘vertices
accessed’ in order to compute the sequence of steps efficiently using only local information.

The pseudo-code below gives a detailed algorithmic description of the CONE-WALK algorithm. We
take as input some z ∈ X, q ∈ D and return a Delaunay neighbour of q in DT(X ∪ {q}). Recalling that
N1(v) refers to the Delaunay neighbours of v ∈ DT(X) and additionally defining NEXT-VERTEX(S, z, q)
to be the procedure that returns the vertex in S with the smallest r such that Disc(z, q, r) touches a vertex
in S and IN-CONE(z, q, y) to be true when y ∈ Cone(z, q,∞).

CONE-WALK(z, q)

1 Substeps = {z}
2 Candidates = N1(z)
3 while true

4 y = NEXT-VERTEX(Candidates ∪ {q}, z, q)
5 if IN-CONE(z, q, y)
6 if y = q
7 // Destination reached.
8 return NEXT-VERTEX(Substeps, q, z)
9 // y is a stopper

10 z = y
11 Substeps = {z}
12 Candidates = N1(z)
13 else

14 // y is an intermediate vertex.
15 Substeps = Substeps ∪ {y}
16 Candidates = Candidates ∪N1(y) \ Substeps

qZ0

Z1 Z2 Z3

Z4

Zκ−1

R1

S1

Fig. 1: An example of cone walk.

We note that the order in which the vertices are discovered during the walk does not necessarily define
a path in DT(X). If we only wish to find a point of the triangulation that is close to the destination
(for example, in point location), this is not a problem. However, in the case of routing, a path in the
triangulation is required to provide a route for data packets. To this end, we provide two options that we
shall refer to as SIMPLE-PATH and COMPETITIVE-PATH. SIMPLE-PATH is a simple heuristic that can
quickly generate a path that is provably short on average. We conjecture that SIMPLE-PATH is indeed
competitive, however we were unable to prove this. COMPETITIVE-PATH is slightly more complex from
an implementation point of view, however we show that for any possible input the algorithm will always
generate a path of constant competitiveness whilst still maintaining the same asymptotic behaviour as
SIMPLE-PATH.

3 Asymptotic Analysis for Cone Walk

We now focus on the asymptotic properties of cone walk applied to points drawn from a randomly gen-
erated input. We will derive all of our results using a spatial Poisson process, since it has useful indepen-
dence properties that are not available when one simply samples n random points in a fixed region. The
theorems in Section 1.3 then follow by ‘de-poissonising’ (details given in [8]). Let Φn be a planar Pois-
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son process contained withinDn, with intensity measure given by the standard two-dimensional Lebesgue
measure λ. We have the following properties, for A,B Borel subsets of Dn.

1. E |A ∩Φn| = λ(A), so in particular E |Φn| = n;
2. if A ∩B = ∅ then P(|A ∩Φn| = k | |B ∩Φn| = t) = P(|A ∩Φn| = k);
3. P(|A ∩Φn| = ∅) = exp(−λ(A));
4. for all k > e2 · λ(A) we have P(|A ∩Φn| ≥ k) ≤ exp(−k).

In this extended abstract, we limit ourselves to studying the number of vertices that may be accessed by
the walk for a fixed pair of randomly chosen start and destination points, since we believe this is one of
the key properties of the cone walk algorithm. The results given here may then be extended to bound the
number of steps accessed for any run of the algorithm by showing that it is possible to generate a ‘small
enough’ sample containing every possible instance of cone walk on Φn ×Dn with high probability. This
proof is quite technical, and we omit it here. In the following, we shall denote the sequence of stoppers
visited by the walk process between fixed z and q as (Zi)i>0 (taking Z0 := z), and the sequence of radii
of the discs (Ri)i>0. We also write Di := Disc(Zi, q, Ri), the i’th disc and let W := ∪i>0Di.

3.1 The number of sites accessed

Let K := |Φn ∩ W | be the number of visited vertices for an instance of cone walk. Recall that if
we now wish to count the number of vertices that would be accessed by the cone walk algorithm to
compute this walk, we will need to take K and add the number of vertices of Φn that are within the 1-hop
neighbourhood of the visited vertices. The difficulty in bounding this quantity comes from the fact that
the vertices outside of the walk discs may be visited multiple times, introducing complex dependency
relationships and making the analysis more subtle.

We begin by noting that any vertex outside of W is accessed by the cone walk algorithm exactly once
for each edge leaving that vertex and crossing the boundary of W . We call the union of all such edges
for every accessed vertex the crossing edges. To give a bound on the number of accessed vertices, we
now require Proposition 4 given below. Its proof follows from the fact that, given some conditions, the
contents of the cones (and discs) for each step behave as independent and identically distributed random
variables. These technical details are dealt with in [8]. In the following, let ωn be a sequence satisfying
ωn ≥ log n.

Proposition 4 Let K be the number of vertices visited by cone walk starting from a given site z with
L = ‖zq‖. Then, for c1 > 0 a constant defined in [8] and for all n large enough,

P
(
K ≥ c1L+

√
Lω4

n + ω3
n

)
≤ 7 exp

(
−ω3/2

n

)
. (6)

The following proposition now bounds the number of vertices accessed.

Proposition 5 Let A = A(z, q) be the number of sites in Φn accessed by the cone walk algorithm (with
multiplicity) when walking towards q from z, and L = ‖zq‖. Then there exists a constant c2 > 0 such
that (for n sufficiently large)

P

(
A(z, q) > c2 L+ 4

(√
L+ 1

)
ω6
n

)
≤ 3 exp

(
−ω5/4

n

)
. (7)
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Proof: In order to bound the number of such edges, we adapt the concept of the border point introduced
by Bose and Devroye [4] to bound the stabbing number of a random Delaunay triangulation. For B ⊆ Dn
and a point x ∈ Dn, let ‖xB‖ := inf{‖xy‖ : y ∈ B} denote the distance from x to B.

We consider the walk from z to q in Dn, letting

W =
κ⋃

i=1

Di and W⊙ := b(w, 2max{‖zq‖, ω5
n}), (8)

where w denotes the centroid of the segment zq and we recall that b(x, r) denotes the closed ball centred at
x of radius r. Then, for x ∈W⊙, let C be the disc centered at x and with radius min{‖xW‖, ‖x∂W⊙‖}
(where ∂A is used to denote the boundary of A). Partition the disc C into eight cone-shaped sectors (such
that one of the separation lines is vertical, say) truncated to a radius of

√
3/2 times that of the outer disc

(see Figure 3). We now say that x is a border point if one of the eight cones does not contain any points in
Φn. If x ∈ W⊙ is not a border point then there is no Delaunay edge between x and a point lying outside
C, since a circle trough x and y 6∈ C ⊂W⊙ \W must entirely enclose at least one sector of C (see dotted
circle in Figure 3). Thus if x has a Delaunay edge with extremity in W , then x must be a border point.

The connection between border points and the number of crossing edges can be made via Euler’s
relation, since it follows that a crossing edge is an edge of the (planar) subgraph of DT(Φ) induced by the
points which either lie inside W , are border points, or lie outside of W⊙ and have a neighbour in W . Let
BW denote of set of border points, EW the collection of crossing edges, and YW the collection of points
lying outside of W⊙ and having a Delaunay neighbor within W . Then

A(z, q) ≤ |EW | ≤ 3(|W ∩Φ|+ |BW |+ |YW |). (9)

Proposition 4 bounds |W ∩ Φ|, as this is exactly the set of visited vertices. Lemmas 6 and 7 bounding
|BW | and |YW | complete the proof. ✷

Lemma 6 For all n large enough, we have

P

(
|YW | ≥ 10max{L, ω5

n}
)
≤ 2 exp

(
−ω5/4

n

)
. (10)

Proof: Heuristically, our proof will follow from the fact that, with high probability, a Delaunay edge away
from the boundary of the domain is not long enough to span the distance between a point within the walk,
and a point outside of W⊙. Unfortunately our proof is complicated by points on the walk which are very
close to the boundary of the domain, since in this case, those points might have ‘bad’ edges which are
long enough to escape W⊙. To deal with this, we will take all points in the walk that are close to the
border, and imagine that every Delaunay edge touching one of these points is such a ‘bad’ edge. The total
number of these edges will be bounded by the maximum degree.

To begin, we give the first case. Consider an arbitrary point x ∈ W ∩ Φ that is at least ω−3
n away

from the boundary of Dn. Suppose this point has a neighbour outside of W⊙, then its circumcircle
implicitly overlaps an unconditioned region of Dn with area at least c ω−3

n ω5
n = c ω2

n (for c > 0 a
constant depending on the shape of the domain). The probability that this happens for x is thus at most
exp

(
−ω2

n

)
. Now note that there are at most 2n points in Φ with probability bounded by exp

(
−ω2

n

)
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and at most 4n2 edges between points of x ∈ W ∩ Φ and x ∈ {W⊙}c ∩ Φ. By the union bound, the
probability that any such edge exists is at most

(4n2) exp
(
−cω2

n

)
+ exp

(
−ω2

n

)
≤ exp

(
−ω3/2

n

)
. (11)
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Fig. 2: One step of the cone-walk algorithm.
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Fig. 3: For the proof of Proposition 5.

For the second case, we count the number of points within ω−3
n of the boundary of the domain. Using

standard arguments, we have that there are no more than 10max{L, ω5
n} · ω−3

n such points, with prob-
ability at least exp

(
−ω2

n

)
. Each of these has at most ∆Φ edges that could exit W⊙, where ∆Φ is the

maximum degree of any vertex in DT(Φ), which is bounded in Proposition 30 of [8]. Thus, the number

of such bad edges is at most 10max{L, ω5
n}ω−3

n · ω3
n with probability at least exp(−ω2

n) + exp(−ω5/4
n )

✷

Lemma 7 For all n large enough, and universal constant C > 0,

P

(
|BW | ≥ Cmax{L, ω7

n}
)
≤ 2 exp

(
−ω3/2

n

)
. (12)

Proof: Since |BW | is a sum of indicator random variables, it can be bounded using (a version of)
Chernoff–Hoeffding’s method. The only slight annoyance is that the indicators 1{x∈BW }, x ∈ Φn ∩W⊙

are not independent. Note however that 1{x∈BW } and 1{y∈BW } are only dependent if the discs used to
define membership to BW for x and y intersect. There is a priori no bound on the radius of these discs,
and so we shall first discard the points x ∈ Φn lying far away from ∂W⊙ and W . More precisely, let
B⋆W denote the set of border points lying within distance ωn of either W or ∂W⊙, and B•

W = BW \B⋆W .
We now bound |B•

W | by noting that the probability that there exists an empty circle of radius greater than

c · ωn (for any c > 0) in Dn is at most exp(−ω3/2
n ); and that each cone in the border point construction

implicitly contains an empty circle (this is formally dealt with in Lemma 10 in [8]). Thus for sufficiently
large n,

P
(
|B•
W | 6= 0

)
≤ exp

(
−ω3/2

n

)
. (13)

Bounding |B⋆W | is now easy since the amount of dependence in the family 1{x∈BW }, x ∈ Φn \ W is
controlled and we can use the inequality by Janson [14, 15]. We start by bounding the expected value
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E |B⋆W |. Note that for a single point x ∈ Φn, by definition the disc used to define whether x is a border
point does not intersect W and stays entirely within Dn, so

Px(x ∈ B⋆W ) = P(x ∈ B⋆W ) ≤ 24 exp
(
− π

32
min{‖xW‖, ‖x∂W⊙‖}2

)

≤ 24 exp
(
− π

32
‖xW‖2

)
+ 24 exp

(
− π

32
‖x∂W⊙‖2

)
(14)

and Φn is unconditioned in D \W . Partition D \W into disjoint sets as follows:

D \W =

∞⋃

i=0

Ui (15)

whereUi := {x ∈ D : i ≤ ‖xW‖ < i+1}. Similarly, the setsU ′
i := {x ∈W⊙ : i ≤ ‖x∂W⊙‖ < i+1}

form a similar partition for W⊙. Using (14) above, we may apply the Slivnyak-Mecke formula to get

E|B⋆W | = E

[ ∑

x∈Φn

1{x∈W⊙\W} 1{x∈B⋆
W }

]
(16)

=

∫

W⊙\W
Px(x ∈ B⋆W )λ(dx) (17)

≤
∞∑

i=0

∫

Ui

24 exp
(
−πi2/32

)
λ(dx) +

∞∑

i=0

∫

U ′
i

24 exp
(
−πi2/32

)
λ(dx) (18)

= 24
∞∑

i=0

(λ(Ui) + λ(U ′
i)) exp

(
−πi2/32

)
. (19)

We may now bound λ(Ui) and λ(U ′
i) as follows. Recall thatW is a union of discsW = ∪iDi. We clearly

have that

Ui ⊆
κ−1⋃

j=0

{
x ∈ D : i ≤ ‖xDj‖ < i+ 1

}
. (20)

Note that

λ
({
x ∈ D : i ≤ ‖xDj‖ < i+ 1

})
≤ π((Rj + i+ 1)2 − (Rj + i)2) (21)

= π(2(Rj + i) + 1). (22)

So, assuming there are κ steps in the walk we get

λ(Ui) ≤
κ−1∑

j=0

π(2(Rj + i) + 1) = 2π
κ−1∑

j=0

Rj + π(i+ 1)κ. (23)

Regarding λ(U ′
i), note first that W⊙ is convex for it is the intersection of two convex regions. It follows

that its perimeter is bounded by 4πmax{‖zq‖, ωn}, so that λ(U ′
i) ≤ 4πmax{‖zq‖, ωn} for every i ≥ 0.
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It now follows easily that there exist universal constants C,C ′ such that

E |B⋆W | = EE
[
|B⋆W |

∣∣ Ri, i ≥ 0
]
≤ C E



κ−1∑

j=0

Rj + κ+max{‖zq‖, ωn}


 ≤ C ′ max{‖zq‖, ω6

n}.

(24)

For the concentration, we use the fact that if ‖xW‖, ‖x∂W⊙‖ ≤ ωn then the chromatic number χ of the
dependence graph of the family 1{x∈B⋆

W } is bounded by the maximum number of points of Φn contained
in a disc of radius 2ωn. Let Po(λ) denote a Poisson distributed random variable of rate λ. We have

P(χ ≥ 8πω2
n) ≤ P(∃x ∈ D : Φn ∩ b(x, 2ωn)) (25)

≤ E

[ ∑

x∈Φn

Px(|b(x, 2ωn) ∩Φn| ≥ 8πω2
n)

]
(26)

≤ E

[ ∑

x∈Φn

P(Po(4πω2
n) ≥ 8πω2

n)

]
(27)

≤ exp
(
−ω2

n

)
, (28)

for all n large enough. Let

W ∂ :=
{
x ∈W⊙ ∣∣ max{‖xW‖, ‖x∂W⊙‖} ≤ ωn

}
.

Following Equation (21) and by the convexity of W⊙, there exists a universal constant C ′′ such that

P

(
|Φn ∩W ∂ | ≥ C ′′ max{L, ω5

n} · ω2
n

)
≤ exp

(
−ω2

n

)
.

We thus obtain for t > 0 and by Theorem 3.2 of [14],

P(|B⋆W | ≥ E |B⋆W |+ t) ≤ E

[
exp

(
− 2t2

χ · |Φn ∩W⊙|

)]
(29)

≤ exp

(
− t2

8π C ′′ max{L, ω5
n} · ω5

n

)
+ P(χ ≥ 8πω2

n) + P(|Φn ∩W ∂ | > C ′′ max{L, ω5
n} · ω4

n)

(30)

≤ exp

(
− t2

8π C ′′ max{L, ω5
n} · ω4

n

)
+ 2 exp

(
−ω2

n

)
. (31)

And the claimed result follows for n sufficiently large by choosing t := C ′′ (L+ ω6
n

)
. ✷
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Abstract. We study a class of stochastic optimization problems for which the cardinality of the set of feasible solutions
(called also configurations) m and the size of every feasible solution N satisfy logm = o(N). Assuming the data to
be random, e.g., weights of a graph, edges in spanning tree problem, elements of matrices in assignment problem, etc.
fluctuate due to measurements, we adopt the maximum entropy framework by weighting solutions with a Boltzmann
distribution where the inverse computational temperature β controls the cost resolution of the solution space. Large
fluctuations of the costs due to high input randomness correspond to a low cost resolution β. For such a high noise
level in the instances implying low β, we estimate the free energy in the asymptotic limit. This quantity plays a
significant role in many applications, including algorithm analysis, robust optimization and so on. In particular, we
prove that the free energy exhibits a phase transition in the second order term.

Keywords: Combinatorial optimization, Boltzmann distribution, free energy, partition function

1 Introduction

We consider a class of stochastic optimization problems that can be formulated as follows: Let n be an
integer (e.g., number of vertices in a graph, size of a matrix, number of keys in a digital tree, etc.), and Sn
a set of objects (e.g., set of vertices, elements of a matrix, keys, etc). The data X denote a set of random
variables which enter into the definition of an instance (e.g., weights of edges in a weighted graph). One
often is interested in asymptotic behavior of the optimal values Rmax(Sn, X) or Rmin(Sn, X) defined as

Rmax(Sn, X) = max
c∈Cn

{ ∑

i∈Sn(c)

wi(c,X)
}
, Rmin(Sn, X) = min

c∈Cn

{ ∑

i∈Sn(c)

wi(c,X)
}
, (1)

where Cn is a set of all feasible solutions, Sn(c) is a set of objects from Sn belonging to the c-th feasible
solution (e.g., set of edges belonging to a spanning tree), and wi(c,X) is the weight assigned to the i-th
object in the c-th feasible solution. Throughout this work, we assume that the weight distribution only
depends on the data X but it is invariant on the feasible solution c, if Sn(c) is given. By this assumption,
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the data and, consequently, the weights will not change during optimization and we can adopt the notation
wi(X) := wi(c,X).

Combinatorial optimization problems arise in many areas of science and engineering. Among others
we mention here: the assignment problem [15], the quadratic assignment problem [7, 9], computation of
the minimum spanning tree, the minimum weighted k-clique problem [15], geometric location problems,
and so forth. Often, the data entering the problem specification are random and sets of solutions have to
be considered as equally likely given the stochastic instance. We analyze this class of random problems
in a probabilistic framework which assumes that the weights wi(X) are Borel functions of X , s.t. wi(X)
are i.i.d. with some distribution F (·). We also assume that the cardinality of the feasible set is m (i.e.,
|Cn| = m) and the cardinality of Sn(c) is N for every c ∈ Cn. Throughout this paper we shall demand
that logm = o(N).

We study these optimization problems in the maximum entropy framework. Therefore, we consider
the Boltzmann distribution over all configurations. This distribution is parametrized by β = 1/T which
is the inverse computational temperature T . More precisely, defining the objective function R(c,X) =∑
i∈Sn(c)

wi(X), the Boltzmann distribution pβ(c|X) of c ∈ Cn is

pβ(c|X) =
1

Z(β,X)
exp(−βR(c,X)) with partition function Z(β,X) =

∑

c∈C
exp(−βR(c,X)) . (2)

It is quite revealing to study optimization problems in the maximum entropy framework through the
Boltzmann distribution. For high temperature when β → 0, this distribution selects all configurations
uniformly. On the other hand, when β →∞ the Boltzmann distribution concentrates on the set of optimal
solutions with costs Rmax. Intermediate values of β define an appropriate resolution of the solution space
such that the fluctuations in the input are not overfitted by the optimization algorithm.
Z(β,X) can also be used to characterize some thermodynamic limits such as entropy and free energy

rates [8, 13]. In this paper, we focus on the free energy rates for high temperature when β → 0. This
high computational temperature limit is most interesting when the instances of optimization problems are
affected by strong fluctuations which only support estimation of low cost resolution results.

The free energy is related to EX [logZ(β,X)] while the free energy rate is the normalized version of
the free energy. The normalization matters! Usually, one defines the free energy rate as

γ(β) = lim
n→∞

EX [logZ(β,X)]

log |Cn|
. (3)

However, such a limit may not exist or it may be trivial. The latter refers to the case where either
logm = log |Cn| or N = |Sn| dominates, that is, logm 6= Θ(N). In [14] the case logm ≫ O(N)
was analyzed, while here we focus on a class of optimization problems with logm = o(N) (e.g., the
quadratic assignment problem [7, 9, 10] in which N = n2 and m = n!). For this class of optimization
problems, Szpankowski [10] proved that any solution is asymptotically optimal with high probability.

Furthermore, the free energy rate plays an important role in the novel verification approach for cost
functions and algorithms proposed recently in [1]. Namely, optimization of R(c,X ′) and R(c,X ′′) under
the two sample set scenario with noisy instances X ′, X ′′ requires to be robust w.r.t. noise. A framework
of robust optimization has been developed in [1, 2] by using information theoretic arguments (see also
[3]). Stable recovery of solution sets under two noisy inputs requires to optimize the resolution of the
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solution space w.r.t. β by

β⋆ ∈ arg max
β∈R+

Iβ = arg max
β∈R+

EX′,X′′ log
(
|Cn|

∑

c∈Cn

pβ(c|X ′)pβ(c|X ′′)
)

(4)

and then considering the solutions sampled from the Gibbs measure pβ⋆(c|X ′) taken at the optimal β⋆. Iβ
can be interpreted as a generalization capacity for cost functions or algorithms. Maximizing Iβ requires
to understand how EX logZ(β,X) behaves as a function of β.

For the mentioned framework, it is crucial to understand the asymptotics of the terms in the above
equation. In the present paper, we establish such asymptotics for certain temperature regimes. We shall
argue that for the case logm = o(N), the proper normalization requires β = Θ(

√
logm/N) → 0. In

this “high temperature” regime we will be able to determine the free energy rate. In fact, we shall prove
that the second order term of the free energy rate exhibits a phase transition. We illustrate our findings on
the quadratic assignment problem.

2 Main Results and Their Consequences

In this section, we formally introduce the problem, and present our main findings. We aim at understand-
ing the asymptotic behavior of the expectation of logarithm of partition function defined in (2), that is,

Z(β,X) =
∑

c∈C
exp(−βR(c,X)) (5)

where C := Cn of cardinality m := |Cn| is the set of configurations or feasible solutions of the objective
function R(c,X) =

∑
i∈Sn(c)

wi(X).
Since the weights wi(X) are Borel functions of X , they are random variables. We assume them to be

i.i.d. realizations of a random variable W (X) with the probability distribution F that does not depend
on i. Furthermore, we postulate that the moment generating function EX [exp(tW (X))] < ∞ exists for
some t > 0. In particular, we denote

µ = EX [W (X)], and σ2 = VX [W (X)], (6)

where VX [W (X)] := EX [(W (X) − EX [W (X)])2] denotes the variance. To simplify our analysis, we
actually shall investigate the centralized weightsW (X) :=W (X)−µ and denote by Ĝ(β), where β > 0,
the moment generating function of (−W (X)), that is

Ĝ(β) = EX [exp(β(−W (X)))] <∞. (7)

Our goal is to estimate EX [logZ(β,X)] which can be upper bounded by Jensen’s inequality as

EX [logZ(β,X)] ≤ logEX [Z(β,X)]. (8)

Remark. In the following, we will omit X as an argument of Z(β,X) and R(c,X) for the sake of
simplicity. (The expectation E[.], the variance V[.] and other probabilistic operations are still meant to be
taken with respect to the randomness of X).
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We need to evaluate E[Z(β)], so we proceed as follows

E[Z(β)] = E
[∑

c∈C
exp(−βR(c))

]
= exp(−βNµ)E

[∑

c∈C
exp
(
−β(R(c)−Nµ)

)]

= exp(−βNµ)mĜN (β). (9)

Thus
logE[Z(β)] = −βNµ+ logm+N log Ĝ(β) (10)

since the r.v.s Wi are i.i.d.
From the above relation (10) one must conclude that in order to get a nontrivial limit of logE[Z(β)]/ logm

we need to choose the limit β → 0. Under this assumption, we can expand Ĝ(β) in the Taylor series to
obtain

Ĝ(β) = 1 +
1

2
β2σ2 +O(β3). (11)

We find as long as β → 0

logE[Z(β)] = −βNµ+ logm+N log Ĝ(β) = −βNµ+ logm+N log
(
1 +

1

2
β2σ2 +O(β3)

)

= −βNµ+ logm+
1

2
Nβ2σ2(1 +O(β)). (12)

This suggests that the right choice for β is

β = β̂

√
logm

N
(13)

for some constant β̂. Thus we arrive at

logE[Z(β)] + βNµ

logm
= 1 +

1

2
β̂2σ2(1 +O(β)). (14)

In terms of E[logZ(β)] we find

E[logZ(β)] + β̂µ
√
N logm

logm
≤ 1 +

1

2
β̂2σ2

(
1 +O

(√
logm

N

))
. (15)

But there is a surprise! Let us denote

φ(β) = E[logZ(β)] + βNµ =: E[log Ẑ(β)] (16)

where Ẑ(β) =
∑
c∈C exp(βR(c)) with R(c) = −∑i∈S(c)W i. It is easy to observe that

βmax
c∈C

R(c) ≤ log Ẑ(β). (17)

Using the upper bound obtained in (15) we find

E[maxc∈C R(c)]

logm
≤
√

N

logm

(
β̂−1 +

1

2
β̂σ2

)
. (18)
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Choosing β̂∗ =
√
2/σ that minimizes the right-hand side of (18) we arrive at

E[max
c∈C

R(c)] ≤
√

2σ2N logm (19)

Now proceeding as in Talagrand [13, Proposition 1.1.3] we obtain

φ′(β) ≤ E[max
c∈C

R(c)]. (20)

But for β > β∗ := β̂∗√logm/N ,

φ(β) ≤ φ(β∗) + φ′(β∗)(β − β∗), (21)

since φ(β) is known to be convex. Applying the upper bound for φ′(β) yields

E[log Ẑ(β)] ≤ β̂σ
√
2 logm (22)

and the second upper bound in Theorem 1.
It is now worth proving that the lower bounds for E[log Ẑ(β)] are asymptotically the same as (15),(22).

For that, we will follow the techniques used in Talagrand [13, Proposition 1.1.5, pp. 11–12].

For the following, note that since the weights are i.i.d., then R(c)
d−→ N (0, Nσ2), where N represents

normal distribution. Let Y be the cardinality of the solution subset for which the centered negative cost
function (see above) R(c) is large enough:

Y := card{c : R(c) ≥ s logm} for some s ≥ 0. (23)

It is obvious that
E[Y ] = ma, where a := P(R(c) ≥ s logm). (24)

It is quite straightforward then to prove that

E[Y 2] = ma+m(m− 1)a, thus V[Y ] = ma−ma2 ≤ ma. (25)

Let A denote an event {Y ≤ ma/2}. Now by Markov inequality (second transition in the following
chain)

P(A) ≤ P
(
(Y − E[Y ])2 ≥ m2a2/4

)
≤ 4V[Y ]/(m2a2) ≤ 4/(ma). (26)

Next, we derive lower bounds for E[logZ(β)] on the events A and Ω \A. For the latter, we have:

Ẑ(β) =
∑

c∈C
exp(βR(c)) ≥

∑

c∈C
exp(βs logm) ≥ m

2
a exp(βs logm), (27)

thus
E[✶Ω\A log Ẑ(β)] ≥ (1− 4/(ma))(logm− log 2 + log a+ βs logm). (28)

For eventA, we derive the lower bound in the following way. Choosing an arbitrary solution c0, we notice
that Z(β) ≥ exp(βR(c0)) and thus

E[✶A log Ẑ(β)] ≥ −βE[−✶AR(c)] ≥ −βE[|R(c)|] ≥ −Lσβ
√
N, (29)
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where L is some constant coming from expectation of half-normal distribution, which is the thermo-
dynamic limit distribution for |R(c)|. Here we use the fact that |R(c)| converges in distribution to a
half-normal (due to CLT), and then we determine that, due to the dominated convergence theorem and
uniform integrability of |R(c)| [6, Ch. XVI.7], the expectation value of |R(c)| also converges to the one
of half-normal.

Combining (28) and (29), we obtain

E[log Ẑ(β)] ≥
(
1− 4

ma

)
(logm− log 2 + log a+ βs logm)− Lσβ

√
N. (30)

From the properties of centered Gaussian, which is the thermodynamic limiting distribution of R(c),
we get the following bound on a (small terms correspond to large deviation bounds):

(1 + o(1))
σ
√
N

Ls logm
exp
(
−s

2 log2m

2σ2N

)
≤ a ≤ (1 + o(1)) exp

(
−s

2 log2m

2σ2N

)
, (31)

which means that in the thermodynamic limit (n → ∞) holds true ma → ∞, thus (30) turns into (we
also normalize by logm here)

E[log Ẑ(β)]

logm
≥ 1− s2 logm

2σ2N
+ βs− Lσβ

√
N

logm
+ log

(
σ
√
N

Ls logm

)
/ logm+ o(1) (32)

Now for the regime β ≤ β̂∗√logm/N we choose s := β σ2N
logm = β̂σ2

√
N/ logm, which yields a lower

bound
E[log Ẑ(β)]

logm
≥ 1 +

β̂2σ2

2
+O

( 1

logm

)
+O

( log logm
logm

)
+ o(1), (33)

and for regime β ≥ β̂∗√logm/N we choose s =
√

2σ2N/ logm, which yields a lower bound

E[log Ẑ(β)]

logm
≥ β̂
√
2σ +O

( 1

logm

)
+O

( log logm
logm

)
+ o(1). (34)

Additional terms O(·) are small in the thermodynamic limit, so we obtain the requested asymptotical
lower bounds.

In passing, one should observe that the bounds (both lower and upper) are distinctively different for
two different regimes. Thus the normalized free energy rate exhibits a phase transition at the second order
term.

In summary, we have just proved the following finding.

Theorem 1 Consider a class of combinatorial optimization problems in which the cardinality of feasible
solutions m and the size of feasible solution N are related as logm = o(N). Assume that weights Wi are
i.i.d. distributed with mean µ and variance σ2 and moment generating function of (−Wi) is finite. Define

β = β̂
√

logm/N. (35)
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Then the function Z(β) satisfies

lim
n→∞

E[logZ(β)] + β̂µ
√
N logm

logm
=





1 +
β̂2σ2

2
, β̂ <

√
2

σ
,

β̂σ
√
2, β̂ ≥

√
2

σ
.

(36)

In other words, the free energy rate γ(β) = limn→∞ E[logZ(β)]/ logm becomes

γ(β) = −β̂µ
√

N

logm
+O(1) (37)

with a phase transition at the second order term.

Remarks: First, the reader should note that the critical inverse temperature β̂∗ =
√
2/σ relates the

low β limit to the high noise regime of optimization problems (see also Derrida’s random energy model
[5]). Second, it may be useful to provide an heuristic argument behind Theorem 1. Let Z(β) =

exp(−βNµ)Ẑ(β) where (note the minus sign which we put into R̂(c) for convenience)

Ẑ(β) =
∑

c∈C
exp

(
−β
√
N

∑
i∈S(c)Wi −Nµ√

N

)
=
∑

c∈C
exp
(
β
√
N · R̂(c)

)
. (38)

Since Wi are i.i.d. we conclude that R̂(c)
d→N (0, σ2), where N (0, σ2) represents the normal distribution

with mean zero and variance σ2. We now consider two regimes of β. In the first regime, we re-compute
E[Ẑ(β)] by noting that its main contribution comes from one large R̂(c). Indeed, note that

E
[
exp
(
β
√
NR̂(c)

)]
∼ 1√

2πσ

∫
exp

(
β
√
Nt− t2

2σ2

)
dt. (39)

But the above integral achieves at t0 = βσ2
√
N its maximum value (by the saddle point method)

E[exp(β
√
NR̂(c))] ∼ exp

(
β2Nσ2

2

)
. (40)

Most of E[Ẑ(β)] comes from this one large R̂(c). But its probability is bounded by

P
(⋃

c∈C
R̂(c) > t0

)
≤ exp

(
logm− β2Nσ2

2

)
(41)

which is very small for
β > β̂∗√logm/N, β̂∗ =

√
2/σ. (42)

Thus for β̂ < β̂∗ we recover the first upper bound in (36).
To find the second bound, we we postulate for β >

√
2 logm/(Nσ2) that

Ẑ(β) ∼ exp
(
β
√
N max

c∈C
R̂(c)

)
so that log Ẑ(β) ∼ β

√
N max

c∈C
R̂(c). (43)
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But

P

(
max
c∈C

R̂(c) > t

)
≤ exp

(
logm− t2

2σ2

)
. (44)

Therefore, with high probability we can assume that

max
c∈C

R̂(c) ∼
√

2σ2 logm. (45)

Combining it with the above lead to the second bound in (36).

In many applications (see [1, 2]) one needs more refined information about logZ(β). In particular, we
must know whether logZ(β) is concentrated around E[logZ(β)]. In other words, whether

logZ(β)/E[logZ(β)]
P→ 1 (46)

where
P→ represents convergence in probability.

To address this question, we first estimate the variance of Z(β) or, preferably, of logZ(β). The next
lemma gives us a precise evaluation of the variance V[Z(β)] = E[(Z(β)− E[Z(β)])2].

Lemma 1 For any β > 0 we have

V[Z(β)] = (E[Z(β)])2
(
ED

(
G(2β)

(G(β))2

)D
− 1

)
(47)

whereD is a random variable denoting the cardinality of the overlap S(c)∩S(c′) for two distinct (chosen
uniformly at random) feasible solutions c, c′ ∈ C. Here, G(β) is the moment generating function of the
negative weights (−W ).

To illustrate an application of the above lemma and the behavior of the overlap D we discuss below the
quadratic assignment problem [7, 9].

Example 1. Quadratic Assignment Problem
In the Quadratic Assignment Problem (further referred to as QAP), we consider two n × n matrices,
namely the weight matrix V and the distance matrix H . The solution space is the set of all the n-element
permutations Sn. The objective function island

RQAP(π) =

n∑

i,j=1

V (i, j) ·H(π(i), π(j)), π ∈ Sn.

Thus, in our notation, C = Sn, N = n2 and m = n!.
As introduced above, D is a random variable denoting the overlap of two arbitrary feasible solutions.

We claim that ED[D] = O(1).
Indeed, let π, π′ be two random permutations and Yij be an indicator random variable of the event

ovr(i, j) = {V (i, j) ·H(π(i), π(j)) = V (i, j) ·H(π′(i), π′(j))},

thus

ED[D] = ED

[ n∑

i,j=1

Yij

]
=

n∑

i,j=1

ED[Yij ] =
n∑

i,j=1

P(ovr(i, j)).
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Now note that for each i, j the event ovr(i, j) occurs, if and only if π(i) = π′(i) and π(j) = π′(j). Thus
P(ovr(i, j)) = 1/n(n− 1) and

ED[D] =

n∑

i,j=1

P(ovr(i, j)) = n2 1

n(n− 1)
= O(1), (48)

which proves ED[D] = O(1).

Now, we are ready to formulate our second main finding.

Theorem 2 If βED[D]→ 0, then

Z(β)/E[Z(β)]
P→ 1. (49)

More precisely,

P(|Z(β)− E[Z(β)]| ≥ ǫE[Z(β)]) ≤ V[Z(β)]

ǫ2(E[Z(β)])2
= O(β2ED[D])→ 0. (50)

Proof: Put G(β) = E[exp(β(−W ))], where W is a random variable with expectation µ and variance σ2.
The Taylor expansion of G(β) around 0 is

G(β) = 1− βµ+
β2E[W 2]

2
+O(β3). (51)

Thus,

(
G(2β)

(G(β))2

)D
=

(
1− 2βµ+ 2β2E[W 2] +O(β3)

[1− βµ+ β2E[W 2]/2 +O(β3)]2

)D
=

(
1− 2βµ+ 2β2E[W 2] +O(β3)

1− 2βµ+ (µ2 + E[W 2])β2 +O(β3)

)D

= (1 + (E[W 2]− µ2)β2 +O(β3))D = 1 +Dσ2β2 +O(β3) (52)

leading to

ED

(
G(2β)

(G(β))2

)D
= 1 + σ2β2ED[D] +O(β3). (53)

From the above, we obtain the β-asymptotics of V[Z(β)]:

V[Z(β)] = (E[Z(β)])2
(
ED

(
G(2β)

(G(β))2

)D
− 1

)
= (E[Z(β)])2(σ2β2ED[D] +O(β3)), (54)

and the theorem is proved. ✷

The last theorem implies that

logZ(β)− E[logZ(β)]
P→ 0. (55)

But we would like to establish a stronger statement, say

logZ(β)− logE[Z(β)]
P→ 0 (56)
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or even logZ(β)/E[logZ(β)]
P→1. The following considerations should imply this. Observe that by

expanding logZ(β) in the Taylor series around E[Z(β)] we have

logZ(β) = logE[Z(β)] +
Z(β)− E[Z(β)]

E[Z(β)]
− 1

2

(Z(β)− E[Z(β)])2

(E[Z(β)])2

+
∞∑

k=3

(−1)k+1

k!

(Z(β)− E[Z(β)])k

(E[Z(β)])k
.

Taking the expectation, we obtain

E[logZ(β)] = logE[Z(β)]− 1

2

V[Z(β)]

(E[Z(β)])2
+

∞∑

k=3

(−1)k+1

k!

E[(Z(β)− E[Z(β)])k]

(E[Z(β)])k
. (57)

Now we apply Theorem 2 in a stronger form. From the proof of Lemma 1 presented in the next section,
we actually can conclude a stronger form of (50), namely, for any k ≥ 2

P
(
|(Z(β)− E[Z(β)])k| ≥ ǫ(E[Z(β)])k

)
≤ E[(Z(β)− E[Z(β)])k]

ǫ(E[Z(β)])k
= O(β2ED[D2(k)]) (58)

whereD2(k) is a random variable representing the cardinality of the joint pairwise overlaps
⋃
s<t

(
S(cs)∩

S(ck)
)

among k selected configurations c1, . . . , ck ∈ C. In many combinatorial optimization problems
E[D2(k)] is constant or grows very slowly (e.g., in the quadratic assignment problemE[D2(k)] = O(1)).
Then (56) will follow.

3 Proof of Lemma 1

We prove now Lemma 1. Let

Z(β) = exp(−βNµ)
∑

c∈C
T (c), T (c) = exp

(
β
(
−
∑

i∈S(c)

W i

))
. (59)

Now define Ẑ(β) =
∑
c∈C T (c). To compute V[Ẑ(β)], we proceed as follows

E[(Ẑ(β))2] = E
[∑

c∈C
T (c) ·

∑

c′∈C
T (c′)

]
=
∑

c,c′∈C
E exp

(
−β
( ∑

i∈S(c)

W i + β
∑

j∈S(c′)

W j

))
. (60)

Now let the solutions c and c′ have an overlap S(c, c′) := S(c) ∩ S(c′) of cardinality d = d(c, c′) :=
|S(c, c′)| (which we will call a summand overlap). We also define the symmetric difference S(c, c′) :=
S(c)△S(c′) and continue the chain of equalities:

E[(Ẑ(β))2] =
∑

c,c′∈C
E exp

(
−β
(
2
∑

i∈S(c,c′)

W i +
∑

j∈S(c,c′)

W j

))
. (61)
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Here the sets of S(c, c′) and S(c, c′) are independent, allowing us to decompose the expectation into the
product:

E[(Ẑ(β))2] =
∑

c,c′∈C
E exp

(
−β
(
2
∑

i∈S(c,c′)

W i

))
· E exp

(
−β
( ∑

j∈S(c,c′)

W j

))

=
∑

c,c′∈C
(Ĝ(2β))d(Ĝ(β))2(N−d) = (Ĝ(β))2N

∑

c,c′∈C

(
Ĝ(2β)

(Ĝ(β))2

)d
. (62)

Now assume that the probability of the two solutions c and c′, chosen uniformly at random, to have a
d-element overlap is Povr(d) and rewrite the above as follows:

E[(Ẑ(β))2] = (Ĝ(β))2N
N∑

d=0

m2Povr(d)

(
Ĝ(2β)

(Ĝ(β))2

)d
= m2(Ĝ(β))2N

N∑

d=0

Povr(d)

(
Ĝ(2β)

(Ĝ(β))2

)d

= (E[Ẑ(β)])2
N∑

d=0

Povr(d)

(
Ĝ(2β)

(Ĝ(β))2

)d
. (63)

We conclude that

V[Ẑ(β)] = E[(Ẑ(β))2]− (E[Ẑ(β)])2 = (E[Ẑ(β)])2
(
ED

(
Ĝ(2β)

(Ĝ(β))2

)D
− 1

)
,

whereD is a random variable denoting the summand overlap in two randomly chosen solutions. Recalling
that Z(β) = exp(−βNµ)Ẑ(β) and, as well, G(β) = exp(−βµ)Ĝ(β), we obtain the version without
hats:

V[Z(β)] = E[(Z(β))2]− (E[Z(β)])2 = (E[Z(β)])2
(
ED

(
G(2β)

(G(β))2

)D
− 1

)
.

This proves Lemma 1.

4 Conclusion and Outlook

This paper discusses the low β asymptotics of the free energy for a class of optimization functions that
show a bounded growth of the configuration space w.r.t. the solution complexity. In the concrete example
of the quadratic assignment problem, the configuration space is the symmetric group with n! configura-
tions and assignment solutions of complexity n2 for n × n matrices. Theorem 1 establishes a propor-
tionality between the critical temperature and the noise level in the optimization problem. Consequently,
the low β limit is justified for very noisy optimization problems as they arise in a variety of modern high
throughput experimental designs, especially in the life sciences. There, the precision of the individual
experiments is traded off against the number of experiments that can be performed. This situation appears
to us being prevalent in many big data scenarios today.

In addition, we like to emphasize that free energies evaluated on two different data instances determine
a model validation criterion for cost functions and algorithms. The results of theorem 1 will enable us to
determine the optimal resolution of optimization problems and the optimal precision of algorithms in the
high noise limit.
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Abstract. We provide a complete description of the limiting behaviour of the number Xn of groups that are formed
by social animals when the number n of animals tends to infinity. The analysis is based on a random model by
Durand, Blum and François, where it is assumed that groups are formed more likely by animals which are genetically
related. The random variable Xn can be described by a stochastic recurrence equation that is very similar to equations
that occur in the stochastic analysis of divide-and-conquer algorithms although it does not fall into already known
cases. In particular, we obtain (in the most interesting) “neutral model” a curious central limit theorem, where the
normalizing factor is

√

Var(Xn)/2. In the non-neutral (or extra clustering) cases the results are completely different.
We obtain either a mixture of a discrete and a continuous limit law or just a discrete limit law.
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1 Introduction and Results

An important problem in biology is to understand animal group patterns of social animals like wolves,
lions, springboks, deers, gazelles, elephants, etc. For this purpose, many models have been proposed such
as fusion/fissions models, models based on kin-selection and game-theoretic models; see Durand, Blum
and François [7] for a thorough discussion and references.

In [7], the authors proposed a new model which is based on the reasonable assumption that groups are
formed more likely by animals which are genetically related. They used a phylogenetic tree as decision
criteria for genetic relatedness. The groups then are all the maximal clades of the tree, where the clade of
a given external node (which corresponds to an animal) in the phylogenetic tree is the set of all external
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nodes (animals) belonging to the tree rooted at the parent of the given external node (what we call here
clade was called minimal clade in Blum and François [3] and Chang and Fuchs [5]).

We describe the model of [7] now in more details. Let n be the number of animals. We consider
a random phylogenetic tree of size n which is a rooted, ordered, binary tree with n external nodes (and
consequently, n−1 internal nodes). As random model, we consider the Yule-Harding model which can be
described as follows: start with the root of the tree which has two external nodes as children; choose one
external node uniformly at random and replace it by a cherry (an internal node with two external nodes);
recursively repeat this procedure until a tree with n external nodes is constructed. Note that alternatively,
this random model can be also described by a coalescence process starting from the n external nodes; see
[5] for more details. Finally, the binary search tree model from computer science is also equivalent to this
model; see Blum, François and Janson [4].

As mentioned above, the decision of genetic relatedness will be based on the random phylogenetic tree
of size n (this was called the neutral model in [7]). Let Xn denote the number of maximal clades of
the tree, or in other words, the number of groups formed by the n animals. Then, Xn can be computed
recursively as follows

Xn
d
=

{
1, if In = 1 or In = n− 1;

XIn +X∗
n−In , otherwise,

(n ≥ 3), (1)

where the initial condition is given by X2 = 1, X∗
n is an independent copy of Xn and In is the size of the

left subtree of the random phylogenetic tree which has a uniform distribution on {1, . . . , n− 1}.
Distributional recurrences of the above type have been investigated in many recent studies, since sim-

ilar recurrences hold for shape parameters in binary search trees and performance characteristics of the
quicksort algorithm; see Hwang and Neininger [14] for a very general framework. Note, however, that the
framework from [14] does not apply to the current situation as will become clear from the results below.

Mean and higher moments of Xn are easy to derive by either directly considering recurrences arising
from the recursive definition (1) and similar ideas as in [14] or by using generating functions and singu-
larity analysis; see Chapter VI in Flajolet and Sedgewick [13]. Durand and François in [8] used the latter
tools in order to obtain the following result for the mean: they proved that, as n→∞,

E(Xn) ∼
1− e−2

4
n. (2)

Using an extension of their argument, one can also derive higher moments. For the variance, one obtains
that, as n→∞,

Var(Xn) ∼
(1− e−2)2

4
n log n (3)

and for all higher central moments that

E (Xn − E(Xn))
k ∼ (−1)k 2k

k − 2

(
1− e−2

4

)k
nk−1, (k ≥ 3). (4)

Note that from this, the limiting distribution of Xn (centralized and normalized) cannot be identified with
the method of moments.

In order to find the limiting distribution ofXn, we will use bivariate generating functions and singularity
perturbation analysis. Our first main result is the following (surprising) central limit theorem.
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Theorem 1 For the number of groups Xn under the neutral model, we have

Xn − E(Xn)√
Var(Xn)/2

d−→ N(0, 1),

where N(0, 1) denotes the standard normal distribution and
d−→ denotes convergence in distribution.

Remark 1 We point out the curious normalization (half the variance). The same phenomenon was ob-
served by Janson and Kersting [15] for the total length of external branches in the Kingman’s coalescent.

Remark 2 A similar situation as the one above was faced by Drmota, Iksanov, Möhle and Rösler in [9],
where they analyzed the number of cuts needed to isolate the root of a random recursive tree, a sequence
of random variables for which the limiting distribution also cannot be found from its asymptotic moments;
see Panholzer [16]. In fact, we will prove Theorem 1 with a similar approach as in [9].

The above neutral model was extended in [7] to the extra clustering model in order to test whether
genetic relatedness is really the main driving force behind the group formation process (as seems not to
be the case for social animals with many predators such as deers, gazelles and springboks; see Figure 3 in
[7]). We recall the definition from [7].

Let 0 ≤ p ≤ 1 be a fixed probability. Then, the number of groups (which with a slight abuse of notation,
we will again denote by Xn) is given as follows: X2 = 1 and

Xn
d
=

{
1, with probability p;

neutral model (1), with probability 1− p, (n ≥ 3). (5)

Note that p = 0 is the above neutral model. For the other values of p, we will extend our above analysis.
(Note that the authors of [7] again did not provide any result beyond the mean.)

Theorem 2 (a) Let 0 < p < 1/2. Then, we have

Xn

n1−2p

d−→ X,

where the law of X is the sum of a discrete distribution of measure p/(1 − p) that is concentrated
at zero and a continuous distribution on [0,∞) with density

f(x) =
4(1− 2p)3

1− p
1

2πi

∫

H
t−2pe−δ(p)t

1−2px−t dt =
4(1− 2p)3

1− p
∑

k≥0

(−δ(p))k
k!Γ(2(k + 1)p− k)x

k,

(6)
where H is the Hankel contour (starting in the upper half plane and winding around 0 counter-
clockwise) and

δ(p) =
(1− 2p)2Wp,(1−2p)/2(−2(1− p))

4p−1(1− p)2pMp,(1−2p)/2(−2(1− p))
,

where Mκ,µ(z) and Wκ,µ(z) are the Whittaker M and Whittaker W function (see, e.g., Chapter 6 in
Beals and Wong [1] for a precise definition of these functions).
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We also have convergence of all moments, where the moments of X are given by E(Xk) =
dk/Γ(k(1− 2p) + 1) and dk is given by

d1 =: c(p) =
1

e2(1−p)

∫ 1

0

(1− t)−2pe2(1−p)t(1− (1− p)t2)dt

and for k ≥ 2,

dk =
2(1− p)

(k − 1)(1− 2p)

k−2∑

j=0

(
k − 1

j

)
dk−1−jdj+1.

(b) Let 1/2 ≤ p ≤ 1 Then, we have

Xn
d−→ X,

where X is a discrete random variable with probability generating function

E
(
uX
)
=

1−
√
1− 4p(1− p)u
2(1− p) .

In particular, for 1/2 < p ≤ 1, we also have convergence of moments, where the moments are given
by E(Xk) = ek and ek is given by e1 = p/(2p− 1) and for k ≥ 2,

ek =
2(1− p)
2p− 1

k−2∑

j=0

(
k − 1

j

)
ek−1−jej+1 +

p

2p− 1
.

In the case p = 1/2, we only have weak convergence. More precisely, the moments ofX are infinite
and the moments of Xn are given by

E(Xk
n) ∼

k!J2k−1

(2k − 1)!22k−1
log2k−1 n,

where J2k−1 are the tangent numbers (or Euler numbers of odd index)

Remark 3 In the cases 0 < p < 1/2 and 1/2 < p ≤ 1, we have convergence of moments and the result
can be proved by the method of moments (see below).

For p = 1/2, we use a variant of the method of proof of Theorem 1. In fact, this method can also be
applied to the cases 0 < p < 1/2 and 1/2 < p ≤ 1 to give an alternative proof of our result in these
cases. For the first range such an approach gives in addition that the moment generating function of X
has the integral representation

E
(
eyX

)
=

1

2πi

∫

H
Φ(y, t)e−tdt,

whereH is the Hankel contour and

Φ(y, t) =
4(1− 2p)2 − ypm(p)4p(1− p)2p−1t2p−1

4(1− 2p)2t− ym(p)4p(1− p)2pt2p

with determination of the powers in t chosen such that the branch cut is at [0,∞) and the constant m(p)
is given by m(p) =Mp,(1−2p)/2(−2(1− p))/Wp,(1−2p)/2(−2(1− p)).
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It is now an exercise to check that this is precisely the moment generating function of the probabil-
ity measure that is the sum of a discrete distribution of measure p/(1 − p) concentrated at zero and a
continuous distribution on [0,∞) with density (6).

We conclude the introduction with a short sketch of the paper. In the next section, we consider the
neutral model and derive asymptotic expansions of moments of Xn. Moreover, a strong law of large
numbers will be stated as well. In Section 3, we will sketch the proof of Theorem 1. In Section 4, we will
prove the moment convergence part of Theorem 2, part (a). More details and the proofs of the remaining
claims of Theorem 2 are postponed to the journal version of this paper.

2 Moments and Strong Law of Large Numbers - Neutral Model

In this section, we will re-prove (2) and prove (3). Moment pumping can then be used to obtain (4); for the
latter method which was frequently used in the analysis of algorithms see, e.g., Chern, Fuchs and Hwang
[6] and Fill and Kapur [11] and references therein.

Now, in order to prove (2) and (3), first observe that (1) yields

E(eyXn) =
2

n− 1
ey +

1

n− 1

n−2∑

j=2

E(eyXj )E(eyXn−j ), (n ≥ 3)

with initial condition E(eyX2) = ey . Next, set

X(y, z) =
∑

n≥2

E(eyXn)zn.

Then, by a standard computation

z
∂

∂z
X(y, z) = X(y, z) +X2(y, z) + eyz2 +

2eyz3

1− z (7)

with initial condition X(y, 0) = 0.
From (7), we obtain differential equations for the generating functions of moments of Xn by differen-

tiation. For instance, if we set

E(z) =
∑

n≥2

E(Xn)z
n and S(z) =

∑

n≥2

E(X2
n)z

n,

we obtain that

E′(z) =

(
1

z
+

2z

1− z

)
E(z) +

z(1 + z)

1− z , (8)

S′(z) =

(
1

z
+

2z

1− z

)
S(z) +

2

z
E(z)2 +

z(1 + z)

1− z (9)

with E(0) = S(0) = 0. Note that both of these differential equations (as well as the corresponding
differential equations for higher moments) have all the same form.

In order to solve them, we need the following lemma.
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Lemma 1 Let f(z) be a function analytic at z = 0 with

f ′(z) =

(
1

z
+

2z

1− z

)
f(z) + g(z),

where f(0) = 0. Then,

f(z) =
z

(1− z)2e2z
∫ z

0

(1− t)2e2t
t

g(t)dt.

Now, for the mean, applying the above lemma to (8), we obtain that

E(z) =
(−1 + e2z + 2ze2z − 2z2e2z)z

(1− z)24e2z .

From this, by a standard application of singularity analysis, we obtain that

E(Xn) =
1− e−2

4
n+O(1).

Next, for the second moment, by another application of Lemma 1, we have

S(z) =
z

(1− z)2e2z
∫ z

0

(
2(1− t)2e2t

t2
E(t)2 + (1− t)2e2t

)
dt.

Plugging into this the above expression for E(t) and using Maple yields the following singularity expan-
sion for the integrand, as t→ 1,

2(1− t)2e2t
t2

E(t)2 + (1− t)2e2t ∼ (e2 − 1)2

8e2
1

(1− t)2 +
(e2 − 1)2

4e2
1

1− t .

Then, by the closure properties of singularity analysis from Fill, Flajolet and Kapur [10], we obtain that,
as z → 1,

S(z) ∼ (1− e−2)2

8

1

(1− z)3 +
(1− e−2)2

4

1

(1− z)2 log

(
1

1− z

)
.

Hence, by singularity analysis

E(X2
n) ∼

(1− e−2)2

16
n2 +

(1− e−2)2

4
n log n.

This and the above expansion for the mean yields (3).
From these results for mean and variance, we deduce the following strong law of large numbers for

Xn, where the sequence is now constructed on the same probability space via the tree evolution process
underlying the Yule-Harding model.

Theorem 3 We have, as n→∞,

P

(
lim
n→∞

∣∣∣∣
Xn

E(Xn)
− 1

∣∣∣∣ = 0

)
= 1.
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Finally, for the central moments, we set

X̄(y, z) = X(y, ze−ya),

where a = (1− e−2)/4. Then, (7) becomes

z
∂

∂z
X̄(y, z) = X̄(y, z) + X̄2(y, z) + ey(1−2a)z2 +

2ey(1−3a)z3

1− ze−ya .

From this, by using similar arguments as before and moment pumping, one obtains (4).

3 Sketch of Proof of Theorem 1

In the previous section, we saw that the limiting distribution of Xn cannot be obtained from the method
of moments. To solve this problem, we will work directly with the bivariate generating function X(y, z)
which satisfies the Riccati differential equation (7). Note that Flajolet, Gourdon and Martinez in [12]
proposed a theory for deriving limit laws for bivariate generating functions satisfying Riccati differential
equations. However, their theory does not apply to the present situation due to singularities in differential
equations (see (11) below). Therefore, we have to devise another approach.

We start by solving (7). First set

X̃(y, z) =
X(y, z)

z
.

Then,
∂

∂z
X̃(y, z) = X̃2(y, z) + ey

1 + z

1− z .

Next, set

X̃(y, z) = −V
′(y, z)

V (y, z)
, (10)

where here and subsequently differentiation is always with respect to z. For V (y, z), we obtain that

V ′′(y, z) + ey
1 + z

1− z V (y, z) = 0. (11)

This differential equation is a variant of Whittaker’s differential equation (see [1]) and has the following
solution

V (y, z) = M−ey/2,1/2

(
2ey/2(z − 1)

)
+ c(y)W−ey/2,1/2

(
2ey/2(z − 1)

)
,

where Mκ,µ(z) and Wκ,µ(z) are the Whittaker M and Whittaker W function and

c(y) = −
(
ey/2 − 1

)
M−ey/2+1,1/2

(
−2ey/2

)

W−ey/2+1,1/2

(
−2ey/2

) .

Whittaker functions are well-studied objects and a lot of (asymptotic) properties are known; see [1].
Using these properties, we obtain the following lemma.
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Lemma 2 Let |y| < η and

∆ = {z ∈ C : |z| < 1 + δ, arg(1− z) 6= π},

where η, δ > 0. Then, V (y, z) is analytic in ∆ and satisfies

V (y, z) = 2(z − 1) + 2ay + 4ay(z − 1) log(z − 1) +O(max{y(z − 1), (z − 1)2}), (12)

V ′(y, z) = 2 + 4ay log(z − 1) +O(max{y, z − 1}), (13)

where a = (1− e−2)/4.

Next, we need information about the zeros of V (y, z) for small y.

Lemma 3 For η, δ sufficiently small, V (y, z) has only one (simple) zero z0(y) in z which satisfies, as
y → 0,

z0(y) = 1− ay + 2a2y2 log y +O(y2).
From the last two lemmas and (10), we see that X(y, z) has a logarithmic singularity at z = 1 and a

polar singularity at z = z0(y) for y small (note that both singularities coalesce as y → 0). The main
property for the proof of Theorem 1 is the following proposition.

Proposition 1 Let y = it/(2a
√
n log n). Then,

E(eyXn) = z0(y)
−n +O

(
(log n)3

n

)
.

Before proving it, we show how to use it to complete the proof of Theorem 1. As in the proposition,
we set y = it/(2a

√
n log n). Then, as n→∞,

z0(y) = 1− it

2
√
n log n

+
t2

4n
+O

(
log log n

n log n

)
.

Plugging this into the proposition above, we obtain that

E(eyXn) = exp

(
it
√
n

2
√
log n

− t2

4

)(
1 +O

(
log log n

log n

))

which gives the claimed result.
Hence it remains to prove Proposition 1.

Proof: We again assume that y = it/(2a
√
n log n) for some real number t. Then, by Cauchy integration,

we have

E(eyXn) = [zn]X(y, z) = −[zn−1]
V ′(y, z)

V (y, z)

= − 1

2πi

∫

γ

V ′(y, z)

V (y, z)

dz

zn

= z0(y)
−n − 1

2πi

∫

γ′

V ′(y, z)

V (y, z)

dz

zn
,
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where γ is a small positively oriented cycle around zero of radius < 1 and γ′ = γ′1 ∪ γ′2 with

γ′1 = {z = 1 + v/n : v ∈ Hn},

whereHn denotes the major part of a Hankel contour

Hn = {v ∈ C : |v| = 1, ℜ(v) ≤ 0} ∪ {v ∈ C : 0 ≤ ℜ(v) ≤ (log n)2, ℑ(v) = ±1}

and γ′2 completes the contour with an almost-cycle of radius R = |1 + ((log n)2 + i)/n|, so that we have
to add the residue

Res

(
V ′(y, z)

V (y, z)
z−n, z = z0(y)

)
= z0(y)

−n.

By (12) and (13), it follows that, for z ∈ γ′1,

V ′(y, z)

V (y, z)
=

2
√
n log n

it
+O

(
(log n)3

)
.

Hence, we obtain that

− 1

2πi

∫

γ′
1

V ′(y, z)

V (y, z)

dz

zn
= − 1

2πi

∫

Hn

(
2
√
n log n

it
+O

(
(log n)3

))
e−v

(
1 +O

(
(log n)4

n

))
dv

n

=
1

π

√
n log n

nt

∫

Hn

e−v dv +O
(
(log n)3

n

)

= O
(√

log n

n
e−(logn)2

)
+O

(
(log n)3

n

)

= O
(
(log n)3

n

)
.

Finally, suppose that |z| = R = |1 + ((log n)2 + i)/n|. Here, we can use (12) and (13) and the property
z0(y) = 1 +O(1/√n log n) to deduce that

V ′(y, z)

V (y, z)
= O

(
n

(log n)2

)
.

Consequently,

− 1

2πi

∫

γ′
2

V ′(y, z)

V (y, z)

dz

zn
= O

(
n

(log n)2
R−n

)
= O

(
1

n

)
.

This completes the proof of Proposition 1. ✷

4 Extra Clustering Model

Here, we consider the extra clustering model and give a proof of the moment convergence part of Theorem
2, part (a). We will use the method of moments. First, observe that by (5) the bivariate generating function

X(y, z) =
∑

n≥2

E(eyXn)zn
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satisfies the Riccati differential equation

z
∂

∂z
X(y, z) = X(y, z) + (1− p)X(y, z)2 + ey

z2(1− (1− p)z2)
(1− z)2 (14)

with X(y, 0) = 0.
Set

E[k](z) =
∂k

∂zk
X(y, z)

∣∣∣
y=0

.

Then, by differentiation, we obtain that

d

dz
E[k](z) =

(
1

z
+

2(1− p)z
1− z

)
E[k](z) +

2(1− p)
z

k−2∑

j=0

(
k − 1

j

)
E[k−1−j](z)E[j+1](z)

+
z(1− (1− p)z2)

(1− z)2

with E[k](0) = 0. Again, all these differential equations have the same shape and we have the following
extension of Lemma 1.

Lemma 4 Let f(z) be a function analytic at z = 0 with

f ′(z) =

(
1

z
+

2(1− p)z
1− z

)
f(z) + g(z),

where f(0) = 0. Then,

f(z) =
z

(1− z)2(1−p)e2(1−p)z
∫ z

0

(1− t)2(1−p)e2(1−p)t
t

g(t)dt.

Using this and moment pumping, we obtain the following result.

Proposition 2 Let p < 1/2. Then, as n→∞,

E(Xk
n) ∼

dk
Γ(k(1− 2p) + 1)

nk(1−2p),

where dk is the sequence from Theorem 2, part (a).

Proof: We use induction to show that, as z → 1,

E[k](z) ∼ dk
(1− z)k(1−2p)+1

.

The claimed result follows then by singularity analysis.
First, start with k = 1 and set E(z) = E[1](z). Then, from Lemma 4,

E(z) =
z

(1− z)2(1−p)e2(1−p)z
∫ z

0

(1− t)−2pe2(1−p)t
(
1− (1− p)t2

)
dt.
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Observe that the integrand satisfies, as t→ 1,

(1− t)−2pe2(1−p)t(1− (1− p)t2) ∼ pe2(1−p)(1− t)−2p.

Thus, from the closure properties of singularity analysis, as z →∞,

E(z) ∼ c(p)

(1− z)2(1−p)

which is the claimed result for k = 1.
Now, for the general case, assume that claim holds for all k′ with k′ < k. In order to prove it for k, we

again use Lemma 4 which now gives an integral representation for E[k](z) with integrand

2(1− p)(1− t)2(1−p)e2(1−p)t
t2

k−2∑

j=0

(
k − 1

j

)
E[k−1−j](z)E[j+1](z) + (1− t)−2pe2(1−p)t(1− (1− p)t2)

∼ (k − 1)(1− 2p)dke
2(1−p) · 1

(1− t)(k−1)(1−2p)+1
,

as t → 1, where the last asymptotics follows from the induction hypothesis. Now, another application of
the closure properties of singularity analysis yields the claimed result. ✷

Proof of moment convergence in Theorem 2, part (a): By Theorem 30.1 in Billingsley [2], it suffices
to show that ∑

k≥1

dkz
k

Γ(k(1− 2p) + 1)k!

has a positive radius of convergence. This clearly follows from the estimate

dk ≤ Akk!kk(1−2p)

for a suitable large A which can be proved by induction by using the recurrence satisfied by dk. ✷

Similarly, one can prove the moment convergence part of Theorem 2, part (b) for 1/2 < p ≤ 1. As for
p = 1/2, by using moment pumping, one obtains the following result.

Proposition 3 Let p = 1/2. Then, as n→∞,

E(Xk
n) ∼

k!J2k−1

(2k − 1)!22k−1
log2k−1 n,

where J2k−1 are the tangent numbers (or Euler numbers of odd index).

Thus, as for p = 0, the limit law again cannot be characterized via the moments. However, working
directly with the Riccati differential equation (14) whose solution can again be expressed in terms of the
Whittaker functions one obtains a proof for the case p = 1/2 (all other parts of Theorem 2 can also be
proved via such a bivariate approach). Details are postponed to the journal version of this paper.
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An Asymptotic Analysis of Unlabeled k-Trees

Michael Drmota1†, and Emma Yu Jin 2‡

1Institut für Diskrete Mathematik und Geometrie, TU Wien Wiedner Hauptstr. 8–10, 1040 Wien, Austria
2Department of Computer Science, University of Kaiserslautern, Germany

Abstract. In this paper we solve the asymptotic counting problem for unlabeled k-trees. By applying a proper singu-
larity analysis of generating functions we show that the numbers Un of unlabeled k-trees of size n are asymptotically
given by Un ∼ ckn

−5/2ρ−n
k , where ck > 0 and ρk > 0 denotes the radius of convergence of the generating function

U(z) =
∑

n≥0 Unz
n. Furthermore we prove that the number of leaves and more generally the number of nodes of

given degree satisfy a central limit theorem with mean value and variance that are asymptotically linear in the number
of hedra where a hedron is a (k + 1)-clique in a k-tree.

Keywords: k-tree, k-coding tree, generating function, singularity analysis, degree distribution, central limit theorem

1 Introduction

A k-tree is – in some sense – a generalization of a tree and can be defined recursively: a k-tree is either a
complete graph on k vertices or a graph obtained from a smaller k-tree by adjoining a new vertex together
with k edges connecting it to a k-clique of the smaller k-tree. In particular, a 1-tree is a usual tree.

The notion of a k-tree originates from the parameter tree-width tw(G) of a graph G, which is the
minimum width among all possible tree decompositions of G, or equivalently, tw(G) is the minimum k
such that G is a subgraph of a k-tree. The concept of tree-width is of central importance to the analysis of
graphs with forbidden minors from Robertson and Seymour [20] and received more algorithmic attention
due to the general complexity result of Courcelle saying that monadic second-order logic graph properties
are decidable in linear time for graphs with bounded tree-width [3, 4]. It seems that many NP-hard
problems on graphs of bounded tree-width can be solved in polynomial time [13]. A k-tree, as a bounded
tree-width graph, is exactly the maximal graph with a fixed tree-width k such that no more edges can be
added without increasing its tree width.

Labeled k-trees have been already counted by Beineke, Pippert, Moon and Foata [2, 18, 9] four decades
ago. They showed that the number Bn of k-trees having n labeled vertices is Bn =

(
n
k

)
(k(n − k) +

1)n−k−2. Instead the counting problem of unlabeled k-trees is much more difficult. Only the case of
2-trees was already solved by Harary and Palmer [15, 16] and Fowler et al [10] by using the dissimilarity
characteristic theorem. The general case was a long-standing open problem and was solved just recently
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by Gainer-Dewar [11]. Subsequently both Gessel and Gainer-Dewar [12] simplified the generating func-
tion approach for unlabeled k-trees by coloring the vertices of a k-tree in (k+1) colors such that adjacent
vertices have different colors. This breaks the symmetry of k-trees and avoids the use of compatible cyclic
orientation of each (k + 1)-clique in a k-tree.

The purpose of this paper is to provide a first asymptotic analysis of k-trees. First we will solve the
asymptotic counting problem and show (see Theorem 1) that the numbers Un of unlabeled k-trees of size
n are asymptotically given by

Un ∼ ckn−5/2ρ−nk ,

where ck > 0 and ρk > 0 denotes the radius of convergence of the generating function U(z) =∑
n≥0 Unz

n. This is in complete accordance with Otter’s result for trees [19], Labelle’s et al. result
for unlabeled 2-trees [17], and also with the corresponding results for labeled k-trees.

Second we provide a first structural analysis of unlabeled k-trees. We prove that the number of leaves
and more generally the number of nodes of given degree satisfy a central limit theorem with mean value
and variance that are asymptotically linear in the number of hedra (Theorems 2 and 3) where a hedron is
a (k + 1)-clique in a k-tree. This is also a natural generalization of corresponding results for (unlabeled)
trees, see [6].

Actually we expect that unlabeled k-trees have many asymptotic properties in common with trees. For
example, it is very likely that k-trees scaled by 1/

√
n converge weakly to the so-called continuum random

tree as it holds for unlabeled trees (see [1, 14]). In this case it would follow that the diameter Dn scaled
by 1/

√
n has a limiting distribution etc.

However, there are other parameters of interest – like the maximum degree – that cannot characterized
by a continuum tree property. Anyway, as in the case of trees (see [5]) we expect that the maximum degree
of k-trees should be concentrated at c log n (for a proper constant c > 0). We plan to work on these (and
related) questions in a follow-up paper.

The plan of the paper is as follows. In Section 2 we recall the combinatorial background from [12], in
particular a system of equations for generating functions. This system is then used to solve the asymptotic
counting problem in Section 3. Finally the number of leaves and the number of nodes of given degree are
discussed in Sections 4 and 5.

2 Combinatorics of Unlabeled k-Trees

Here we shall use the terminology introduced in [11, 12] to state the system of equations for the generating
functions. Let g ∈ Sm be a permutation of {1, 2, · · · ,m} that has ℓi cycles of size i, 1 ≤ i ≤ k,
in its cyclic decomposition. Then its cycle type λ = (1ℓ1 2ℓ2 · · · kℓk) is a partition of m where m =
ℓ1 + 2ℓ2 + · · ·+ kℓk. (In what follows we will denote by λ ⊢ m that λ is a partition of m.) Furthermore
we set zλ = 1ℓ1ℓ1!2

ℓ2ℓ2! · · · kℓkℓk! and note that m!
zλ

is the number of permutations in Sm of cycle type
λ.

A hedron is a (k + 1)-clique in a k-tree and a front is a k-clique in a k-tree. According to the inductive
construction of a k-tree, the number of vertices in a k-tree having n hedra is k + 1+ (n− 1) = n+ k. A
colored hedron-labeled k-tree is a k-tree that has each vertex colored from the set {1′, 2′, · · · , (k+1)′} so
that any two adjacent vertices are colored differently, and each hedron is labeled with a distinct number
from {1, 2, · · · , n}. The only automorphism that preserves hedra and colors of a colored hedron-labeled
k-tree is the identity automorphism, for which we can ignore the colors of vertices. We now introduce
k-coding trees. A k-coding tree has labeled black vertices and colored vertices. Each edge connects
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a labeled black vertex with a colored vertex from colors {1, 2, · · · , k + 1}. To construct a k-coding
tree from a colored hedron-labeled k-tree, we color each front of a hedron with a distinct color from
{1, 2, · · · , k+1}. The corresponding k-coding tree has each black vertex labeled with i representing each
hedron of the k-tree with label i and each j-colored vertex representing each front of the k-tree with color
j. We connect a black vertex with a colored vertex if and only if the corresponding hedron contains the
corresponding front. As a result, a colored hedron-labeled k-tree is bijective to a k-coding tree. Under
the action of Sn and Sk+1, the orbits of colored hedron-labeled k-tree, which are unlabeled k-trees are
bijective to the orbits of unlabeled k-coding trees under the action Sk+1. See Figure 1 for an example.
In [12] the following system of equations was set up that determines the generating function U(z) for

1
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3

3

1

1

3

2

3

2

31

1

3

3

1

2

3

Fig. 1: The bijection between an unlabeled colored 2-tree (left) and an unlabeled 2-coding tree (right).

unlabeled k-trees by
U(z) = B(z) + C(z)− E(z),

where

B(z) =
∑

λ⊢k+1

Bλ(z)

zλ
(1)

C(z) =
∑

µ⊢k

Cµ(z)

zµ
(2)

E(z) =
∑

µ⊢k

B̄µ(z)Cµ(z)

zµ
(3)

Bλ(z) = z
∏

i

Cλi(zi) (4)

B̄µ(z) = z
∏

i

Cµi(zi) (5)

Cµ(z) = exp

[ ∞∑

m=1

B̄µm(zm)

m

]
. (6)

Here B(z) is the generating function for color-orbits of black-rooted unlabeled k-coding trees, C(z)
is the generating function for color-orbits of colored-rooted unlabeled k-coding trees and E(z) is the
generating function for color-orbits of unlabeled k-coding trees rooted at an edge. We call an unlabeled
k-coding tree an j-reduced black-rooted tree if it is a black-rooted tree with all the neighbors of the root
are colored by {1, 2, · · · , j − 1, j + 1 · · · , k + 1}. B̄(z) is the generating function for j-reduced black-
rooted tree. For any π ∈ Sk+1, Bλ(z) is the generating function for black-rooted tree that are fixed
by π where π has cycle type λ. For any σ ∈ Sk, B̄µ(z) (resp. Cµ(z)) is the generating function for
j-reduced black-rooted tree (resp. colored-rooted tree) that are fixed by σ where σ has cycle type µ. Here
B̄µ(z) = B̄λ(z), Cµ(z) = Cλ(z) if λ is obtained from µ by adding a part 1. Cλi(z) is the generating
function for color-rooted trees that are fixed by πi and λi denotes the cycle type of permutation πi where
π ∈ Sk+1 has cycle type λ and i is a part of λ. Finally, the above products over i range over all parts i
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of λ or µ, respectively, that is, if i is contained m times in λ then it appears m times in the product. For
simplicity, we write Bλ(z) = B1ℓ1 2ℓ2 ··· kℓk (z), B̄λ(z) = B̄1ℓ1 2ℓ2 ··· kℓk (z), Cλ(z) = C1ℓ1 2ℓ2 ··· kℓk (z)
and zλ = z1ℓ1 2ℓ2 ··· kℓk if λ = (1ℓ1 2ℓ2 · · · kℓk).

3 Asymptotics of unlabeled k-trees

Let Un = [zn]U(z) denote the number of unlabeled k-trees having n hedra. Then we have the following
asymptotic property.

Theorem 1 The numbers of unlabeled k-trees are asymptotically given by

Un =
1

k!

(kρk)
− 1

k√
2πk2

[
ρkm

′(ρk)

m(ρk)

]3/2
n−5/2ρ−nk (1 +O(n−1)). (7)

where m(z) = z exp
[
k
∑∞
m=2 B̄1k(z

m)/m
]
, B̄1k(z) = m(z)ekB̄1k

(z) and ρk is the unique real positive
solution of m(z) = (ek)−1.

Proof: For µ = (1k), from eq. (5) and (6), we have

B̄1k(z) = z exp

[
k

∞∑

m=1

B̄1k(z
m)

m

]
= exp(kB̄1k(z)) · z · exp

[
k

∞∑

m=2

B̄1k(z
m)

m

]
. (8)

Setting

m(z) = z exp

[
k

∞∑

m=2

B̄1k(z
m)

m

]
, (9)

and B̄1k(z) = T (m(z)) for some power series T (z) we thus obtain T (z) = z exp(kT (z)). Hence, if
W (z) denotes the classical tree function that is given by W (z) = z exp(W (z)) it follows that T (z) =
1
kW (kz). It is very well known that W (z) has radius of convergence ρ = 1/e, that it has a singular
expansion of the form

W (z) = 1−
√
2(1− ez)1/2 + 2

3
(1− ez) + · · ·

around z = 1/e and that W (z) can be analytically continued to a region of the form {z ∈ C : |z| <
1/e + η} \ [1/e,∞) for some η > 0. In particular it follows that T (z) has corresponding properties, of
course its radius of convergence equals 1/(ke). Actually, in what follows we will only need that T (z) is
analytic in a so-called ∆-domain

∆α(M,φ) = {z | |z| < M, z 6= α, | arg(z − α)| > φ}

where 0 < φ < π
2 . (Analyticity in ∆-domains is used to transfer the singular expansion of the generating

function into an asymptotic expansion for the coefficients, see Chapter VI.3 of [8].) In our case we know
that T (z) is analytic in ∆1/(ke)(1/(ke) + η, φ).

Let ρk be the unique dominant singularity of B̄1k(z), then we shall show (4k)−1 ≤ ρk ≤ (ek)−1.
Since [zn]B̄1k(z) > 0, [zn]T (z) > 0 and B̄1k(z) = T (m(z)) where m(z) = z + · · · has non-negative
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coefficients, we have [zn]B̄1k(z) ≥ [zn]T (z) which indicates the radius of convergence for B̄1k(z) is at
most that for T (z) which is (ek)−1. On the other hand, the radius of convergence for B̄1k(z) is at least
that for M(z) where M(z) = z(1− kM(z))−1 and accordingly ρk ≥ (4k)−1.

Within the next step we shall prove that the dominant singularity z = ρk of B̄1k(z) is of square root
type, too. Since m(z) has radius of convergence

√
ρk > ρk it follows that it is analytic at z = ρk.

More precisely the singular expansion of B̄1k(z) close to z = ρk comes from composing the singular
expansion of T (z) at 1/(ek) with the analytic expansion of m(z) at ρk. In this context we also observe
that m(ρk) = (ek)−1 and m′(ρk) > 1. According to this we get the local expansion

B̄1k(z) =
1

k
−
√
2

k

[
1− m(z)

m(ρk)

]1/2
+

2

3k

[
1− m(z)

m(ρk)

]
+
∑

i≥3

(−1)imi

[
1− m(z)

m(ρk)

]i/2

=
1

k
−
√
2

k

[
(ρk − z)m′(ρk)

m(ρk)

]1/2
+

2

3k

[
(ρk − z)m′(ρk)

m(ρk)

]
+O(ρk − z)3/2.

Henceforth C1k(z) = z−1/kB̄1k(z)
1/k has z = ρk as dominant singularity of square root type, too, and a

local expansion of the form

C1k(z) = (kρk)
−1/k + a(ρk − z)1/2 + b(ρk − z) + c(ρk − z)3/2 +O(ρk − z)2 (10)

where a, b are given by

a = −
√
2(kρk)

(k−1)/k

k2ρk

[
m′(ρk)

m(ρk)

]1/2
, b =

3− k
3k3

(kρk)
(k−1)/k

ρk

[
m′(ρk)

m(ρk)

]
.

Actually the functions B̄1k(z) = B̄1k+1(z), C1k(z) = C1k+1(z), and B1k+1(z) have the same radius of
convergence ρk (which is a square-root singularity).

Furthermore we observe that for any k ≥ 2 and µ 6= (1k), B̄µ(z) and Cµ(z) are analytic at z = ρk. Let
τµ be the unique dominant singularity of B̄µ(z) for µ 6= (1k). Since the number of black-rooted trees that
are fixed by permutation of type µ 6= (1k) is less than or equal to those fixed by identity permutation, i.e.,
[zn]B̄µ(z) ≤ [zn]B̄1k(z) it follows that τµ ≥ ρk. Therefore it remains to prove τµ 6= ρk. If µ has exactly
j parts of size 1, where 0 < j < k, then we have

B̄µ(z) = zCµ(z)
j
∏

i 6=1

Cµi(zi) and Cµ(z) = exp(B̄µ(z)) exp

[ ∞∑

m=2

B̄µm(zm)

m

]
(11)

which lead to

B̄µ(z) = z
∏

i 6=1

Cµi(zi) exp(jB̄µ(z)) exp

[
j

∞∑

m=2

B̄µm(zm)

m

]
. (12)

By setting B̄µ(z) = y, it follows that (ρµ, B̄µ(ρµ)) is the unique solution of

M(z, y) = z
∏

i 6=1

Cµi(zi) exp(jy) exp

[
j

∞∑

m=2

B̄µm(zm)

m

]
= y

My(z, y) = jz
∏

i 6=1

Cµi(zi) exp(jy) exp

[
j

∞∑

m=2

B̄µm(zm)

m

]
= 1,
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and consequently B̄µ(τµ) = 1/j. Recall that B̄1k(ρk) = 1/k, thus, we have kB̄1k(ρk) = jB̄µ(τµ) = 1.
If τµ = ρk, then kB̄1k(ρk) > jB̄µ(ρk) = 1, which contradicts the relation kB̄1k(ρk) = 1. Therefore we
can conclude that ρk < τµ and from eq. (11), eq. (12), Cµ(z) also has dominant singularity τµ. In the
case µ has no part of size 1, then B̄µ(z) is a product of Cµi(zi) where i ≥ 2 and µi has part of size 1.
Consequently we have τµ > min{τµi : i ∈ µ} > ρk. Now we can conclude for any k ≥ 2 and µ 6= (1k),
ρk < τµ, namely B̄µ(z) and Cµ(z) are analytic at z = ρk.

Summing up, since B1k+1(z) = zC1k(z)
k+1 has a square-root singularity at z = ρk and Bλ for any

λ 6= (1k+1) is analytic at ρk, the dominant term in the singular expansion of U(z) comes from

B1k+1(z)

z1k+1

+
C1k(z)

z1k
− C1k(z)B̄1k(z)

z1k
=
−kzC1k(z)

k+1

(k + 1)!
+
C1k(z)

k!
.

All the other terms are all analytic at z = ρk. Together with the singular expansion of C1k(z) shown in
eq. (10), we can calculate the constant for the term (ρk − z)1/2 in the singular expansion of U(z), which
is −kρk

(k+1)!

(
k+1
1

)
a
kρk

+ a
k! = 0. Similarly the constant for the term (ρk − z)3/2 in the singular expansion of

U(z) is

−kρk
(k − 1)!

a(b(kρk)
− 1

k +
k − 1

3!
a2)(kρk)

− k−2
k =

2
√
2

k!

(kρk)
− 1

k

3k2

[
m′(ρk)

m(ρk)

]3/2

which is positive. Now we have derived the singular expansion of U(z) at z = ρk:

U(z) = U(ρk) +
2
√
2

k!

(kρk)
− 1

k

3k2

[
(ρk − z)m′(ρk)

m(ρk)

]3/2
+ c1(ρk − z) + c2(ρk − z)2 +O(ρk − z)5/2. (13)

By applying the transfer theorem ([8, Theorem VI.3] or [5, Corollary 2.15]), we get eq. (7) and the proof
is complete. ✷

It is worthwhile to mention that the coefficients for the asymptotics of [zn]B̄1k(z), [z
n]C1k(z) and

[zn]U(z) are determined by m(z) and ρk where the value of ρk can be computed by following Otter’s
work on 1-trees [19]. More precisely, let Tn = [zn]B̄1k(z) and mn = [zn]m(z). Then by taking the
derivative of eq. (8), eq. (9) and equating the coefficients, we get the recurrences for Tn and mn, namely

Tn =
k

n− 1

n−1∑

i=1

Tn−i
∑

m|i
mTm for n > 1 and T1 = 1.

mn =
k

n− 1

n−1∑

i=2

mn−i
∑

m|i,m 6=i
mTm for n > 2 and m1 = 1,m2 = 0.

From these two recurrences we can compute the exact value of mn. Then the value of ρk is obtained
by solving numerically the equation m(z) = 1/(ek). The series m(z) can be estimated by its first 20
terms in its expansion at z = 0 since the resulting error term is extremely small. For k = 2, ρ2 is already
computed in [10] and turns out to be approximately 0.177.
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4 Leaves of unlabeled k-trees

As we have explained in Section 2 unlabeled k-trees are bijective to the orbits of unlabeled k-coding tree
under the action Sk+1. We call a black node a leaf if only one of its colored neighbor connects with other
black nodes. It is obvious that this notion corresponds to the only meaningful notion of a leaf of a k-tree.

In the sequel we shall weight each black node by z and each leaf by w. Let U(z, w) be the generating
function for unlabeled color-orbits of unlabeled k-coding trees, then we have:

Theorem 2 LetXn be the random variable associated with the number of leaves of k-coding trees, that is
P(Xn = r) = [znwr]U(z,w)

[zn]U(z,1) . Then there exists positive constants µ and σ2 such that E(Xn) = µn+O(1)

and Var(Xn) = σ2 n+O(1). Furthermore Xn satisfies a central limit theorem of type

Xn − E(Xn)√
Var(Xn)

−→N(0, 1).

Proof: Let B(z, w) be the generating function for color-orbits of black-rooted trees, let C(z, w) be the
generating function for color-orbits of color-rooted trees and let E(z, w) be the generating function for
color-orbits of k-coding trees rooted at an edge, then according to the dissymmetry theorem and Cauchy-
Frobenius theorem, we have U(z, w) = B(z, w) + C(z, w)− E(z, w) where

B(z, w) =
∑

λ⊢k+1

Bλ(z, w)

zλ
, C(z, w) =

∑

µ⊢k

Cµ(z, w)

zµ
, Bλ(z, w) = z

∏

i

Cλi(zi, wi) + z(w − 1)

E(z, w) =
∑

µ⊢k

(B̄µ(z, w)− zw + z)Cµ(z, w) + z(w − 1)

zµ

B̄µ(z, w) = z
∏

i

Cµi(zi, wi) + z(w − 1) (14)

Cµ(z, w) = exp

[ ∞∑

m=1

B̄µm(zm, wm)

m

]
. (15)

For µ = (1k), from eq. (14) and (15), we obtain

B̄1k(z, w) = z exp

[
k

∞∑

m=1

B̄1k(z
m, wm)

m

]
+ z(w − 1). (16)

We first show for µ 6= (1k) and m ≥ 2, B̄µ(z, w) and B̄1k(z
m, wm) are analytic if (z, w) is close to

(ρk, 1). For sufficiently small ǫ > 0, we consider |w| ≤ ρk
ρk+ǫ

and |z| ≤ ρk + ǫ, then for m ≥ 2,

|B̄µ(z, w)| ≤ B̄µ(|zw|, 1) ≤ B̄µ(ρk, 1) ≤ Kρk,
|B̄1k(z

m, wm)| ≤ B̄1k(|zw|m, 1) ≤ B̄1k(ρ
m
k , 1) ≤Mρmk .

The last inequality holds because B̄µ(z, 1) and B̄1k(z, 1) are convex for z ∈ [0, ρk] and z ∈ [0, ρ2k],
respectively. Now we set

F (y, z, w) = z exp

[
ky + k

∞∑

m=2

B̄1k(z
m, wm)

m

]
+ z(w − 1)
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which is analytic for (y, z, w) around (0, 0, 0) and we have F (y, 0, w) ≡ 0, F (0, z, w) 6≡ 0. Furthermore,
the coefficients of F (y, z, w) are all non-negative. Since B̄1k(z, w) is the unique solution of F (y, z, w) =
y it can be expressed as

B̄1k(z, w) = α(z, w)− β(z, w)
[
1− z

ρk(w)

]1/2
,

where α(z, w), β(z, w), ρk(w) are analytic for |w − 1| ≤ ǫ, |z − ρk(w)| < ε, arg(z − ρk(w))| > φ (for
some φ ∈ (0, π/2)) and ǫ, ε are sufficiently small. Furthermore, β(ρk(w), w) 6= 0 and B̄1k(ρk(w), w) =
α(ρk(w), w) = k−1 + (w − 1)ρk(w). Since B̄1k(z, w) = zC1k(z, w)

k + z(w − 1), C1k(z, w) has a
corresponding representation

C1k(z, w) = a(z, w) + b(z, w)

[
1− z

ρk(w)

]1/2
(17)

where a(z, w), b(z, w) are analytic functions around (z, w) = (ρk, 1), b(ρk(w), w) 6= 0,C1k(ρk(w), w) =
a(ρk(w), w) = (kρk(w))

−1/k. Analogous to B̄1k(z, w), for m ≥ 2 and µ 6= (1k), Cµ(z, w) and
C1k(z

m, wm) are analytic if (z, w) is close to (ρk, 1). Consequently for |w − 1| ≤ ǫ, |z − ρk(w)| < ε,
arg(z − ρk(w))| > φ and ǫ, ε are sufficiently small, U(z, w) has the expansion

U(z, w) = − kz

(k + 1)!
C1k(z, w)

k+1 +
1

k!
C1k(z, w) +H1(z, w)

where H1(z, w) is an analytic function around (z, w) = (ρk, 1). By substituting C1k(z, w) by its singular
expansion in eq. (17), U(z, w) can be expanded locally around z = ρk(w), i.e.,

U(z, w) = g(z, w) +

[
−za

k(z, w)

(k − 1)!
+

1

k!
+O(ρk(w)− z)

]
b(z, w)

[
1− z

ρk(w)

]1/2
,

Since −ρk(w)a
k(ρk(w),w)
(k−1)! + 1

k! = 0, together with the fact a(z, w) = a(ρk(w), w) + O(ρk(w)− z) and
b(ρk(w), w) 6= 0, we can conclude

U(z, w) = g(z, w) + f(z, w)

[
1− z

ρk(w)

]3/2
(18)

where f(ρk, 1) 6= 0 from Section 3 and therefore f(ρk(w), w) 6= 0. By applying [5, Theorem 2.25]
to eq. (18), there is a central limit theorem for (Xn − E(Xn))/

√
n. More precisely there exist µ and

σ2 with E(Xn) = µn + O(1) and Var(Xn) = σ2 n + O(1) where µ = −ρ′k(1)/ρk(1) and σ2 =
−ρ′′k(1)/ρk(1) + µ+ µ2. By applying Lemma 4 of [7] it actually follows that σ2 > 0 and Xn satisfies a
central limit theorem as stated. ✷

5 The degree distribution of unlabeled k-trees

We again refer to the unlabeled k-coding trees and consider here the degree distribution. Clearly every
black node in the k-coding tree has degree k+ 1. So we concentrate on the degree distribution of colored
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nodes. First of all we change the statistics slightly by measuring the size according to the number of
colored nodes. Formally the variable x (instead of z) takes care of the number of colored nodes. Now
let U(x) be the generating function for unlabeled color-orbits of unlabeled k-coding trees, let B(x) be
the generating function for color-orbits of black-rooted trees, let C(x) be the generating function for
color-orbits of color-rooted trees and let E(x) be the generating function for color-orbits of unlabeled
k-coding trees rooted at an edge, then we have similarly to the above: U(x) = B(x) + C(x) − E(x)
where

B(x) =
∑

λ⊢k+1

Bλ(x)

zλ

C(x) =
∑

µ⊢k

Cµ(x)

zµ

E(x) =
∑

µ⊢k

B̄µ(x)Cµ(x)

zµ

Bλ(x) =
∏

i

Cλi(xi)

B̄µ(x) =
∏

i

Cµi(xi)

Cµ(x) = x exp

[ ∞∑

m=1

B̄µm(xm)

m

]
.

In completely the same way as in Section 3, we can find the singular expansion of U(x) given by

U(x) = U(γk) + c̄1(γk − x) + r(γk − x)3/2 + c̄2(γk − x)2 +O((γk − x)5/2)

for some positive constant r and some constants c̄1, c̄2. Furthermore B̄1k(γk) = 1/k, and it follows that
ρk = γk.

Now we give each colored node of degree di with weight ui. Let u = (u1, · · · , uM ), m = (m1, · · · ,mM )
where mi ≥ 0 and d = (d1, · · · , dM ) where di > 0, then the coefficient of xnum in the generating func-
tion U (d)(x,u) is the number of of unlabeled k-trees that there aremi colored nodes out of n total colored
nodes having degree di. Then we have

Theorem 3 Let Yn,d = (Y
(1)
n,d1

, · · · , Y (M)
n,dM

) be the random vector of the number of colored nodes in an

unlabeled k-tree that have degrees (d1, · · · , dM ), that is, P(Yn,d = m) = [xnum]U(d)(x,u)
[xn]U(d)(x,1)

. Then there

exists an M -dimensional vector µ and an M ×M positive semidefinite matrix Σ such that E(Yn,d) =
µn+O(1) and Cov(Yn,d) = Σn+O(1). Furthermore Yn,d satisfies a central limit theorem of the form

Yn,d − E(Yn,d)√
n

−→N(0,Σ).

Proof: Let C(d)(x,u) be the generating function for color-orbits of colored-rooted trees that has each
colored node of degree di weighted by ui. Let P (d)(x,u) be the generating function for the trees whose
root is only connected with the root of a color-orbit of colored node-rooted tree, so that C(d)(x,1) =
P (d)(x,1). Let B(d)(x,u) be the generating function for color-orbits of black-rooted trees that has
each node of degree di weighted by ui. E(d)(x,u) be the generating function for color-orbits of unla-
beled k-coding trees rooted at an edge that has each node of degree di weighted by ui. Here we intro-
duce P (d)(x,u) to distinguish the case that the colored root has degree di for some 1 ≤ i ≤ M . Let

Z(Sp, B̄
(d)
µ (x,u)) represent the generating function for Sp-orbits of objects counted by B̄(d)

µ (x,u):

Z(Sp, B̄
(d)
µ (x,u)) = Z(Sp, B̄

(d)
µ (x,u), B̄

(d)
µ2 (x2,u2), · · · , B̄(d)

µp (xp,up))
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=
∑

λ⊢p

1

zλ
B̄(d)
µ (x,u)λ1B̄

(d)
µ2 (x2,u2)λ2 · · · B̄(d)

µp (xp,up)λp

where λ = (1λ1 · · · pλp). Then the generating function U(x,u) for unlabeled k-trees with colored nodes
of degree d is given by U (d)(x,u) = B(d)(x,u) + C(d)(x,u)− E(d)(x,u) where

B(d)(x,u) =
∑

λ⊢k+1

B
(d)
λ (x,u)

zλ
, C(d)(x,u) =

∑

µ⊢k

C
(d)
µ (x,u)

zµ
, B

(d)
λ (x,u) =

∏

i

P
(d)
λi (xi,ui)

E(d)(x,u) =
∑

µ⊢k

B̄
(d)
µ (x,u)P

(d)
µ (x,u)

zµ
, B̄(d)

µ (x,u) =
∏

i

P
(d)
µi (xi,ui)

C(d)
µ (x,u) = x exp

[ ∞∑

m=1

B̄
(d)
µm (xm,um)

m

]
+

M∑

j=1

x(uj − 1)Z(Sdj , B̄
(d)
µ (x,u)) (19)

P (d)
µ (x,u) = x exp

[ ∞∑

m=1

B̄
(d)
µm (xm,um)

m

]
+

M∑

j=1

x(uj − 1)Z(Sdj−1, B̄
(d)
µ (x,u)). (20)

The dominant singularity for B̄1k(x,1) is ρk. As before, for µ 6= (1k), B̄µ(x,u) and for m ≥ 2,
B̄1k(x

m,um) are analytic if (x,u) is close to (ρk,1). Next we consider

S(x, y,u) =

(
xey exp

( ∞∑

m=2

B̄
(d)

1k
(xm,um)

m

)

+
M∑

j=1

x(uj − 1)Z(Sdj−1, y, B̄
(d)

1k
(x2,u2), · · · , B̄(d)

1k
(xdj−1,udj−1))

)k
.

Since S(0, y,u) ≡ 0, S(x, 0,u) 6≡ 0 and all coefficients of S(x, y,1) are real and positive, then

y(x,u) = B̄
(d)

1k
(x,u) is the unique solution of the functional equation S(x, y,u) = y. Furthermore,

(x, y) = (ρk, 1/k) is the only solution of S(x, y,1) = 0 and Sy(x, y,1) = 1 with Sx(ρk, 1/k,1) 6= 0,

Syy(ρk, 1/k,1) 6= 0. Consequently, B̄(d)

1k
(x,u) can be represented as

B̄
(d)

1k
(x,u) = g(x,u)− h(x,u)

[
1− x

ρk(u)

]1/2
(21)

which holds locally around (x,u) = (ρk,1) and h(ρk(u),u) 6= 0. In view of B̄(d)

1k
(x,u) = P

(d)

1k
(x,u)k,

P
(d)

1k
(x,u) also has expansion of square root type, i.e.,

P
(d)

1k
(x,u) = s(x,u)− t(x,u)

[
1− x

ρk(u)

]1/2
(22)

where t(ρk(u),u) 6= 0. From eq. (19) and eq. (20), we have

C(d)
µ (x,u) = P (d)

µ (x,u) +
M∑

j=1

x(uj − 1)
[
Z(Sdj , B̄

(d)
µ (x,u))− Z(Sdj−1, B̄

(d)
µ (x,u))

]
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based on which we shall next compute the dominant term in the singular expansion of U(x,u). For
simplicity we will omit variables (x,u) and degree d.

U(x,u) =
P k+1
1k

(k + 1)!
+
C1k

k!
− P k+1

1k

k!
+M1 =

P k+1
1k

(k + 1)!
+

1

k!
(1− P k1k)P1k +

1

k!
(C1k − P1k) +M1

= − kP k+1
1k

(k + 1)!
+
P1k

k!
+

1

k!

M∑

j=1

x(uj − 1)
[
Z(Sdj , B̄1k)− Z(Sdj−1, B̄1k)

]
+M1,

where M1 is an analytic function around (x,u) = (ρk,1). It is now convenient to write U(x,u) =

f(x,u) + h̄(x,u)
[
1− x

ρk(u)

]1/2
. Then by substituting P1k , B̄1k with its representation in eq. (22) and

eq. (21), we obtain

h̄(x,u) =
sk t

(k − 1)!
− t

k!
+
h

k!

M∑

j=1

x(uj − 1)
[
Z ′(Sdj−1, g,X2, · · · , Xdj−1)− Z ′(Sdj , g,X2, · · · , Xdj )

]

where Xi are analytic functions around (x,u) = (ρk,1) and Z ′ is the derivative w.r.t. the first variable of
Z(Sk, x1, · · · , xk), namely Z ′(Sk, x1, · · · , xk) = Z(Sk−1, x1, · · · , xk−1). Furthermore, by replacing
s, t by g = sk and h = ksk−1t, we can further simplify h̄(x,u), that is

h̄(x,u) =
h

k!

g − 1
k

g1−
1
k

+
h

k!

M∑

j=1

x(uj − 1)
[
Z ′(Sdj−1, g,X2, · · · , Xdj−1)− Z ′(Sdj , g,X2, · · · , Xdj )

]
.

Now we use the fact that y = g(ρk(u),u) and x = ρk(u) is the solution of S(x, y,u) = y and
Sy(x, y,u) = 1, which yields

g(ρk(u),u) =
1

k
+ g(ρk(u),u)

k−1
k

×
M∑

j=1

x(uj − 1)
[
Z(Sdj−1, g,X2, · · · , Xdj−1)− Z ′(Sdj−1, g,X2, · · · , Xdj−1)

]

and consequently h(ρk(u),u) ≡ 0 and U(x,u) has a local expansion around (x,u) = (ρk,1) of the form

U(x,u) = w(x,u) + r(x,u)

[
1− x

ρk(u)

]3/2
. (23)

where r(ρk(u),u) 6= 0 since r(ρk,1) = r 6= 0 and w, r are analytic function around (x,u) = (ρk,1).
Thus a central limit theorem follows. More precisely by setting A(u) = log ρk(1) − log ρk(u), µ =
(Auj

(1))1≤j≤M and Σ = (Auiuj
(1)+δi,jAuj

(1))1≤j≤M then E(Yn,d) = µn+O(1) and Cov(Yn,d) =
Σn+O(1).

✷
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On the Average Performance of Fixed Partial

Match Queries in Random Relaxed K-d Trees

Amalia Duch, Gustavo Lau and Conrado Martı́nez

Departament de Llenguatges i Sistemes Informàtics, Universitat Politècnica de Catalunya. Jordi Girona, 1–3, E-
08034, Barcelona, Spain. {duch,glau,conrado}@lsi.upc.edu

Abstract. We obtain an explicit formula for the expected cost of a fixed partial match query in a random relaxed K-d
tree, that is, the expected cost for a query of the form

q = (q0, q1, . . . , qK−1)

with 0 < s < K specified coordinates with values z0, . . . , zs−1 ∈ (0, 1). This is a generalization of previous results
in the literature for s = 1. Qualitatively similar results hold for standard K-d trees and we conjecture that this also
holds for other multidimensional tree structures such as quadtrees and K-d tries.

Keywords: Partial match, K-d trees, multidimensional data structures, associative queries

1 Introduction

Consider a collection F of n multidimensional records, each record endowed with a K-dimensional key
x = (x0, . . . , xK−1), with coordinate xi drawn from a totally ordered domain Di. In a partial match
query in F , we are given the query q = (q0, . . . , qK−1) with qi ∈ Di or qi = ∗ (don’t care symbol), and
the goal is to retrieve those records in F that match the query, that is, the records(i) in F with key x such
that xi = qi whenever qi 6= ∗.

Partial match is an associative query of independent interest (see, for instance [FP86, DECM98, Nei00,
DJZC00, MPP01, CH06] and references therein), but its importance derives from the fact that the per-
formance of many other associative queries, such as orthogonal range queries and nearest neighbor
queries [CDZC01, DM02], or the selection by rank along a given coordinate [DJM12], is intimately
related to the performance of partial matches.

There are several multidimensional data structures that support efficiently partial match queries (at
least, on average). In this work, we will focus on the analysis of partial match queries in relaxed K-d
trees (see [DECM98] for details), but most of the steps and ideas involved in our analysis should carry
on for other multidimensional data structures such as standard K-d trees, quadtrees, K-d tries, etc. For
general background on associative queries and multidimensional data structures we refer the reader to the
book of Samet [Sam06] and the papers already cited.

(i) From now on, we will identify records with their K-dimensional keys.

1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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Let us recall that a K-d tree t of size n ≥ 0 is a binary search tree that is either empty (n = 0) or it
stores a set of (n > 0) K-dimensional records in such a way that its root stores a record with key x̂ and
a discriminant i, 0 ≤ i < K, and the remaining n − 1 records are stored in the left and right subtrees of
t, say tL and tR. Both tL and tR are K-d trees and, for any key x ∈ tL, it holds that xi ≤ x̂i, whereas
for any key x′ ∈ tR we have x̂i < x′i. The way of assigning discriminants to each node depends on
the class of K-d tree, in relaxed K-d trees the discriminants are assigned uniformly at random while in
standard K-d trees discriminants are assigned cyclically, nodes at level i discriminate with respect to the
coordinate i mod K.

As usual in the literature, we measure the cost of a partial match query as the number of visited nodes
in the tree, and we assume that every coordinate of the n records of the collection is independently and
uniformly drawn from [0, 1] and every record inserted into an initially empty K-d tree. A tree built this
way is called a random (K-dimensional) tree.

The vast majority of the literature on the analysis of partial match considers random partial match
queries, that is, queries in which the specified coordinates are drawn from the same distribution as the
data coordinates. Under this model, the cost of the partial match will depend on the query pattern, that
is, which coordinates are specified and which are not. For a query q, we define its pattern w(q) =
(w0, w1, . . . , wK−1) with wi = ∗ if qi = ∗ and wi = S otherwise. Here and for the rest of the paper, s
denotes the number of specified coordinates in the query (that is, the number of Ss in the query pattern).
The expected cost P̄n,w of a random partial match with query pattern w is

P̄n,w = βwn
α + o(nα), (1)

where the exponent α depends on the particular type of multidimensional data structure used and it also
depends on the ratio ρ = s/K [DECM98, MPP01].

In the case of relaxed K-d trees, the query pattern is irrelevant (since discriminants are random and
independently chosen for each node), and thus the constant factor βw := β(ρ) only depends on the ratio
ρ, not on the query pattern. Furthermore, α := α(ρ) is the positive solution of

1− 2ρ
1

α+ 2
− 2(1− ρ) 1

α+ 1
= 0, (2)

that is,

α := α(ρ) =
1

2

(√
9− 8ρ− 1

)
, (3)

and

β := β(ρ) =
Γ(2α+ 1)

(1− ρ)(1 + α)α3Γ3(α)
. (4)

It hasn’t been until very recently that the performance of partial matches with fixed queries has been
investigated. The cost of a partial match with exactly one specified coordinate is analyzed in depth in the
papers [CJ11, BNS12] for the case of 2-dimensional quadtrees; in [DJM12] the analysis is carried out for
the expected value of a partial match with one specified coordinate in relaxed and standard K-d trees.

In [DJM12], it is shown that the expected cost Pn,r of a partial match in a random relaxed K-d tree of
size n where the query specifies only one coordinate qi such that exactly r records satisfy xi < qi (and
thus n− r records satisfy xi > qi) is

Pn,r = ν1,K

√( r
n

)α (
1− r

n

)α
nα + o(nα) = ν1,K

√
rα(n− r)α + o(nα). (5)
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In the asymptotic estimate above the constant ν1,K only depends on ρ := 1/K and α := α(1/K):

ν1,K =
Γ(2α+ 1)

(1− ρ)(α+ 1)α3Γ3(α)

Γ(α+ 2)

Γ2(α/2 + 1)
.

In this work, we generalize the previous results to the case of s specified coordinates, 0 < s < K.
From now on, the s specified values in the query, from left to right, will be denoted z0, z1, . . . , zs−1. Let
us observe that while (5) is expressed in terms of ranks, this generalization is expressed in terms of the
query values, but the results are equivalent given the relation ri = zi · n+ o(n).

Theorem 1 For a query of the form q = (z0, z1, . . . , zs−1, ∗, . . . , ∗), with 0 < zi < 1, and all queries
resulting from a permutation of the coordinates of q (whether specified or not), the expected cost Pn,q of
the partial match in a random relaxed K-d tree of size n is

Pn,q = νs,K

(
s−1∏

i=0

zi(1− zi)
)α/2

nα + o(nα),

where ρ = s/K, α = α(ρ) is given in (3) and νs,K is: νs,K = Γ(2α+1)
(1−ρ)(α+1)α3Γ3(α)

Γs(α+2)
Γ2s(α/2+1) .

The rest of this extended abstract is organized as follows. In Section 2 we give the analytic details of the
theorem above. In Section 3 we present some results of the simulations that we have conducted. Despite
the asymptotic nature of our result, the experiments show that it already gives reasonable predictions for
moderate values of n. We finish with some conclusions and directions for future work in Section 4.

2 Analysis

Given a query q and a collection F , we call r = r(q) = (r0, . . . , rK−1) its rank vector, with ri = ∗ if
qi = ∗, otherwise ri is the number of records x in F such that xi < qi. Let Pn,q and Pn,r be the cost
of a partial match in a random relaxed K-d tree of size n with query q and rank vector of the query r

respectively and let Pn,q = E{Pn,q} and Pn,r = E{Pn,r} be their expected values.
Because of the symmetry of relaxed K-d trees, for a query with s specified coordinates, we can safely

assume that the query pattern is w = (S, S, . . . , S, ∗, . . . , ∗) and thus the rank vector is of the form
r = (r0, r1, . . . , rs−1, ∗, . . . , ∗)—we will simply write r = (r0, . . . , rs−1) from now on. Moreover,
for any i and j, the expected cost of the partial match with rank vector r = (r0, . . . , rs−1) is the same
as with rank vector r′ = (r0, . . . , ri−1, rj , ri+1, . . . , rj−1, ri, rj+1, . . . , rs−1). There is also specular
symmetry on each argument: the expected cost with rank vector r is the same as with rank vector r′ =
(r0, . . . , ri−1, n− ri, ri+1, . . . , rs−1), for any i, 0 ≤ i < s.

Our goal is to show that if, for all i, 0 ≤ i < s, ri = zin+ o(n) with 0 < zi < 1 then the expected cost
of a partial match with rank vector r in a random relaxed K-d tree of size n is

Pn,r = f(z0, . . . , zs−1) · nα + o(nα),

where ρ = s/K, α = α(ρ), and f(z0, . . . , zs−1) is a bounded function in [0, 1]s, which also de-
pends on s and K. Because of the symmetries discussed above, we must have f(z0, . . . , zs−1) =
f(z′0, . . . , z

′
s−1) for any permutation (z′0, . . . , z

′
s−1) of (z0, . . . , zs−1), and f(z0, . . . , zi, . . . , zs−1) =

f(z0, . . . , 1− zi, . . . , zs−1), for any i, 0 ≤ i < s.
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Before going into the proof of Theorem 1, we will start with the analysis of a partial match with s
coordinates specified, s0 of which are exactly 0 (or, equivalently, 1), and the other s − s0 are randomly
drawn from (0, 1). This is a generalization of the analysis of random partial matches where s0 = 0.

Theorem 2 The expected cost P̃n := P̃n,s,s0,K of a partial match in a random relaxed K-d tree of size
n where s0 specified coordinates of the query are identically 0, 0 ≤ s0 ≤ s, and the remaining s − s0
specified coordinates are randomly drawn from (0, 1), satisfies

P̃n = β̃nα̃ + o(nα̃),

where the exponent α̃ and the leading factor β̃ depend on the ratios ρ = s/K and ρ0 = s0/K, namely,

α̃ := α̃(ρ, ρ0) =
1

2

(√
(3− ρ0)2 − 8(ρ− ρ0)− 1− ρ0

)
, (6)

and

β̃ := β̃(ρ, ρ0) =
1

(1− ρ)
Γ(2α̃+ 1 + ρ0)

(α̃+ 1)Γ(α̃+ 1 + ρ0)α̃2Γ2(α̃)
.

Proof: The proof relies on fairly standard tools of Analytic Combinatorics [FS09], although it involves
somewhat lengthy calculations. The first step is to set up a recurrence for P̃n,

P̃n = 1 +
2(s− s0)

K

1

n

n−1∑

j=0

j + 1

n+ 1
P̃j +

2(K − s) + s0
K

1

n

n−1∑

j=0

P̃j

and then translate the recurrence into a differential equation for the corresponding generating function. In
particular, if P̃ (z) =

∑
n≥0 P̃nz

n then

P̃ ′′(z) + P̃ ′(z)
2− (4− ρ0)z
z(1− z) − P̃ (z)4− 2ρ− (2− ρ0)z

z(1− z)2 =
2

z(1− z)3 ,

a second order linear differential equation with initial conditions P̃ (0) = 0 and P̃ ′(0) = 1. The solution
is

P̃ (z) =
1

2

(
2F1

(
1−α̃−ρ0,−α̃

2

∣∣ z
)

(1− z)α̃+1
− 1

1− z

)
,

where 2F1

(
a,b
c

∣∣∣ z
)

denotes the hypergeometric function. To get the asymptotic estimate for P̃n =

[zn]P̃ (z) we need only to study the asymptotic behavior of P̃ (z) near its dominant singularity at z = 1,
and using the transfer lemma of Flajolet and Odlyzko [FS09] the result follows. ✷

Let us observe that α̃ = α and β̃ = β if s0 = 0; moreover, α̃(ρ, ρ0) < α̃(ρ, 0) = α(ρ), for any ρ > 0.

Theorem 3 If ri = o(n) or ri = n−o(n), for 0 ≤ i < s0, and the remaining s−s0 specified coordinates
are randomly drawn from (0, 1), then

Pn,r = Θ
(
nα̃
)
,

where α̃ is as given in Theorem 2.
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This result is actually an immediate consequence of a more general result:

Pn,r = ν̃s,s0,K

(
s−1∏

i=s0

(ri
n

)(
1− ri

n

))α̃/2
· nα̃ + o(nα̃) (7)

for some strictly positive constant ν̃s,s0,K . Let us observe that the ri’s, with s0 ≤ i ≤ s− 1, are the ones
that do not satisfy neither ri = o(n) nor ri = n− o(n).

Indeed, the result above generalizes our Theorem 4 later, which only holds for s0 = 0. The proof of
this more general result follows the same steps as the proof of Theorem 4. However, we must proceed
inductively for a given s: the case s0 = s, s − s0 = 0 is very easy to prove and then we have to apply
the result for the pair (s0, s− s0) inductively to show that it is also true for (s0 − 1, s− s0 +1), reaching
that way the interesting case (0, s). But only the weaker statement of Theorem 3 is necessary to prove the
initial conditions satisfied by the function f(z0, . . . , zs−1) = limn→∞ n−αPn,r. We omit the details of
the proof of (7) here because lack of space, but Theorem 2 makes reasonable to assume that the asymptotic
behavior of the expected cost of a partial match with fixed specified coordinates should be of the same
order of magnitude (namely, nα̃, Theorem 3) as the asymptotic behavior when the non-null specified
coordinates are drawn at random (Theorem 2).

The important point here is that, for any s, if one or more of the s specified coordinates has rank either
o(n) or n−o(n) then the expected cost of the partial match will be of an order of magnitude (nα̃) which is
asymptotically smaller than the expected cost of a partial match when none of the s specified coordinates
has rank either o(n) or n− o(n)—in that case the order of magnitude is nα.

From Theorem 3 and the continuity of the function f(z0, . . . , zs−1) = limn→∞
Pn,r

nα (so far hypothe-
sized), with zi = limn→∞

ri
n , it follows that f = 0 if any zi = 0 (and, by symmetry, if any zi = 1).

Lemma 1 Let zi = limn→∞
ri
n , with 0 < zi < 1, for all i, 0 ≤ i < s < K. The limit

f(z0, . . . , zs−1) = lim
n→∞

Pn,r
nα

,

with α = α(ρ) = α(s/K), exists if and only if it is the unique solution of the integral equation

f(z0, . . . , zs−1) =
α+ 2

2s

s−1∑

i=0

{
zα+1
i

∫ 1

zi

f(z0, . . . , zi−1, u, zi+1, . . . , zs−1)
du

uα+2

+ (1− zi)α+1

∫ zi

0

f(z0, . . . , zi−1, u, zi+1, . . . , zs−1)
du

(1− u)α+2

}
,

satisfying the following conditions:

(a) The function f is symmetric with respect to any permutation of its arguments.

(b) For any i, 0 ≤ i < s, and zi ∈ (0, 1), f(. . . , zi, . . .) = f(. . . , 1− zi, . . .).

(c) For any i, 0 ≤ i < s, f(z0, . . . , zi−1, 0, zi+1, . . .) = f(z0, . . . , zi−1, 1, zi+1, . . .) = 0.
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(d) ∫ 1

0

∫ 1

0

· · ·
∫ 1

0

f(z0, · · · , zs−1) dz0 dz1 · · · dzs−1 = β,

where β is the constant factor that multiplies nα in the expected cost of a random partial match
with s specified coordinates, given in (4).

Proof: If the limit exists (and given the properties of Pn,r and Theorem 3) then the integral equation sat-
isfied by f and the additional constraints follow, as we will show below. On the other hand, by exhibiting
a function f which satisfies the integral equation and all the conditions and proving it is the unique such
function, one can readily prove that f(r0/n, . . . , rs−1/n)n

α−Pn,r = o(nα) (that is, that the sought limit
exists) by simply plugging in the value of f and using the recurrence for Pn,r that we give below; further
details will be omitted in this extended abstract because of space constraints.

We start with a “case analysis” to obtain the recurrence satisfied by Pn,r. Using the total probability
formula,

Pn,r =
1

K

K−1∑

i=0

E{Pn,r | the root discriminates w.r.t. i}.

We have to consider two different situations: 1) when 0 ≤ i < s, that is, when the discriminant of the
root is one of the specified coordinates of the partial match, and 2) when it is not. In the second case,
we will recursively continue the partial match in both subtrees of the tree, while in the first case, only
one of the subtrees will be recursively explored; if the root is the (r + 1)-th smallest element along the
discriminant coordinate i and ri ≤ r then the partial match will proceed into the left subtree, whereas if
r + 1 ≤ ri then the partial match continues into the right subtree. In order to stress the different behavior
of the partial match, we will denote

Ai = E{Pn,r | the root discriminates w.r.t. i}.

when 0 ≤ i < s, and A′
i the same quantity when s ≤ i < K. Of course the Ai’s and A′

i’s depend on n
and r but we will not make this dependency explicit to keep the notation simple.

We can write thus

Pn,r
nα

=
1

Knα

(
A0 +A1 + · · ·+As−1 +A′

s + · · ·+A′
K−1

)
.

For s ≤ i < K, let denote as x(i;j) the (j + 1)-th smallest element along coordinate i, then

A′
i =

1

n

n−1∑

j=0

E{Pn,r | the root discriminates w.r.t. i and contains x̂ = x(i;j)}

Or equivalently,

A′
i =

1

n

n−1∑

j=0

∑

δ=(δ0,...,δs−1)

s−1∏

ℓ=0

(1− δℓ)(n− rℓ) + δℓrℓ
n

(
1 +

∑

r′

Πn,j,ir,r′,δ (Pj,r′ + Pn−1−j,r−r′−δ)
)

(8)
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where δℓ = 1 if x̂ℓ < qℓ and δℓ = 0 if x̂ℓ ≥ qℓ, and Πn,j,ir,r′,δ is the probability that r′ is the rank vector with
respect to the j points in the left subtree and r−r′−δ is the rank vector with respect to the n−1−j points
in the right subtree, for a random relaxed K-d tree of size n where the root discriminates with respect to
coordinate i and contains x(i;j), and when the query has rank vector r.

By considering the partition of F into the 2s sets created by the hyperplanes xi = qi, 0 ≤ i < s and
how the hyperplane xi = x̂i splits each of those sets we obtain a multivariate hypergeometric distribution.
From that distribution and the linearity of expectations we obtain that the expected value of r′ is∼ r̄ = j

nr;
Furthermore, the distribution of r′ is highly concentrated around the mean; for n→∞, the variance goes
to zero. Therefore

∑

r′=(r′0,...,r
′
s−1)

Πn,j,ir,r′,δ (Pj,r′ + Pn−1−j,r−r′−δ) ∼ Pj,̄r + Pn−1−j,r−r̄

Since the terms for the different δ in (8) are asymptotically equal they can all be combined to obtain

A′
i ∼

1

n

n−1∑

j=0

(1 + Pj,̄r + Pn−1−j,r−r̄) = 1 +
1

n

n−1∑

j=0

(Pj,̄r + Pn−1−j,r−r̄) .

Replacing the sum by an integral, passing to the limit n→∞, using that rjn → zj and making j
n → z:

A′
i

nα
∼ P0,̄r + Pn−1,r−r̄ + Pn−1,̄r + P0,r−r̄

nα+1
+

1

n

n−2∑

j=1

[
Pj,̄r
jα

(
j

n

)α
+

Pn−1−j,r−r̄

(n− 1− j)α
(
n− 1− j

n

)α]

∼ f(z0, . . . , zs−1)

∫ 1

0

(
zα + (1− z)α

)
dz =

2

α+ 1
f(z0, . . . , zs−1).

Let us observe that for the second step of the previous equation we are using the hypothesis that
f(z0, . . . , zs−1) = limn→∞

Pn,r

nα . Therefore, using (2) for the second equality below

f(z0, . . . , zs−1) =
1

K
lim
n→∞

1

nα
(A0 +A1 + . . .+As−1) +

K − s
K

2

α+ 1
f(z0, . . . , zs−1)

=
α+ 2

2s
lim
n→∞

1

nα
(A0 +A1 + . . .+As−1) .

On the other hand, for 0 ≤ i < s,

Ai =
1

n

n−1∑

j=0

E{Pn,r | the root discriminates w.r.t. i and contains x̂ = x(i;j)}

=
1

n

ri−1∑

j=0

∑

δ=(...,δi−1,1,δi+1...)

s−1∏

ℓ=0
ℓ 6=i

(1− δℓ)(n− rℓ) + δℓrℓ
n

(
1 +

∑

r′=(...,r′i−1,j,r
′
i+1,...)

Πn,j,ir,r′,δPn−1−j,r−r′−δ

)

+
1

n

n−1∑

j=ri

∑

δ=(...,δi−1,0,δi+1...)

s−1∏

ℓ=0
ℓ 6=i

(1− δℓ)(n− rℓ) + δℓrℓ
n

(
1 +

∑

r′=(...,r′i−1,ri,r
′
i+1,...)

Πn,j,ir,r′,δPj,r′
)
.
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A similar proof to the case s ≤ i < K, with r′ = (r0 − r̄0, . . . , ri−1 − r̄i−1, ri − j − 1, ri+1 −
r̄i+1, . . . , rs−1 − r̄s−1), r′′ = (r̄0, . . . , r̄i−1, ri, r̄i+1, . . . , r̄s−1) and r̄t =

j
nrt, leads to conclude that

Ai ∼ 1 +
1

n



ri−1∑

j=0

Pn−1−j,r′ +
n−1∑

j=ri

Pj,r′′


 .

Hence

Ai
nα
∼ 1

n



ri−1∑

j=0

Pn−1−j,r′

(n− 1− j)α
(
n− 1− j

n

)α
+

n−1∑

j=ri

Pj,r′′

jα

(
j

n

)α

 .

Replacing the sums by integrals, passing to the limit n → ∞, using that rjn → zj and making j
n → z

we get ri−1−j
n−1−j → zi−z

1−z and ri
j → zi

z , therefore:

Ai
nα
∼
∫ zi

0

f

(
z0, . . . , zi−1,

zi − z
1− z , zi+1 . . . , zs−1

)
(1− z)αdz

+

∫ 1

zi

f
(
z0, . . . , zi−1,

zi
z
, zi+1 . . . , zs−1

)
zαdz

Finally

f(z0, . . . , zs−1) =
α+ 2

2s

s−1∑

i=0

{∫ zi

0

f

(
z0, . . . , zi−1,

zi − z
1− z , zi+1 . . . , zs−1

)
(1− z)αdz

+

∫ 1

zi

f
(
z0, . . . , zi−1,

zi
z
, zi+1 . . . , zs−1

)
zαdz

}
.

The equation given in the statement of the lemma follows by making the changes of variables u = zi/z
and u = (zi− z)/(1− z) in the corresponding integrals. The conditions (a – c) that f must satisfy follow
from the properties of Pn,r and from Theorem 3, and we have already discussed them. Averaging Pn,r
for all the (n+1)s possible rank vectors must give us the expected value of the cost with a random query,
that is, P̄n in (1)–(4). Condition (d) is a direct consequence. ✷

Theorem 4 For a query q with rank vector r = (r0, . . . , rs−1) such that ri = zin + o(n), 0 < zi < 1,
for all i, 0 ≤ i < s, the expected cost of the partial match with query q in a random relaxed K-d tree of
size n is

Pn,r = νs,K

(
s−1∏

i=0

zi(1− zi)
)α/2

· nα + o(nα),

where ρ = s/K, α = α(ρ) is given in (3) and νs,K is:

νs,K =
Γ(2α+ 1)

(1− ρ)(α+ 1)α3Γ3(α)

Γs(α+ 2)

Γ2s(α/2 + 1)
.
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Proof: To prove this result we need only to find the solution of the integral equation of Lemma 1.
For any function f(z0, z1, . . . , zs−1) let

Li[f ] := zα+1
i

∫ 1

zi

f(z0, . . . , zi−1, u, zi+1, . . . , zs−1)
du

uα+2
,

and, similarly

Ri[f ] := (1− zi)α+1

∫ zi

0

f(z0, . . . , zi−1, u, zi+1, . . . , zs−1)
du

(1− u)α+2
.

If we set T := λ
∑s−1
i=0 (Li + Ri) where λ = α+2

2s then the function f is a non-trivial solution to the
fix-point equation f = T [f ] with the additional constraints mentioned in Lemma 1.

Let us now assume that the solution to the integral equation is a function in separable variables, namely
f(z0, z1, . . . , zs−1) = φ0(z0) · φ1(z1) · · ·φs−1(zs−1) and that φ0 = φ1 = · · · = φs−1 = φ. We must
also have φ(z) = φ(1− z) for any z ∈ (0, 1) and limz→0 φ(z) = 0 to satisfy f(. . . , 0, . . .) = 0.

Going back to the integral equation, if we denote φi = φ(zi) we must have

φ0 · φ1 · · ·φs−1 = λ
s−1∑

i=0

φ0 · · ·φi−1 · φi+1 · · ·φs−1

(
Li[φi] +Ri[φi]

)
.

If, for all i, 0 ≤ i < s,

φi = sλ
(
Li[φi] +Ri[φi]

)
, (9)

then

λ
s−1∑

i=0

φ0 · · ·φi−1 · φi+1 · · ·φs−1 ·
(
Li[φi] +Ri[φi]

)
= λ

s−1∑

i=0

φ0 · · ·φs−1

sλ
= φ0 · · ·φs−1.

The solution of (9) can be obtained by solving the equivalent ordinary differential equation that we
obtain applying the operator

Φi[g(zi)] := zi(1− zi)
d2g

dz2i
+ α(2zi − 1)

dg

dzi
− α(α+ 1)g(zi),

to both sides.
In particular, we obtain the following ODE for φ(z), after rearranging:

z(1− z)φ′′(z) + (α− sλ)(2z − 1)φ′(z)− α(α+ 1− 2sλ)φ(z) = 0;

with the initial condition φ(0) = 0. Again we have a second order linear ODE and we can get without
too much effort the solution φ(z) = µ (z(1− z))α/2, for some constant µ and α = α(s/K). We have

thus f(z0, . . . , zs−1) = νs,K

(∏s−1
i=0 zi(1− zi)

)α/2
, with νs,K := µs. This family of solutions (param-

eterized by the “arbitrary” νs,K) obviously satisfies conditions (1-3). The last condition yields the sought
function, as we impose

νs,K
Γ2s(α/2 + 1)

Γs(α+ 2)
= β.
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Fig. 1: The average cost of fixed partial match queries for K = 3 and s = 2.

✷

To conclude this section we sketch the proof of Theorem 1.

Proof of Theorem 1: By conditioning, for a query q = (z0, . . . , zs−1, ∗, . . .) such that 0 < zi < 1 for all
i, 0 ≤ i < s, we have

Pn,q =
∑

r

E{Pn,r}Pr {r(q) = r} .

The probability that r(q) = r is highly concentrated around its mean value r̄ = (z0 · n, z1 · n, . . .); hence
Pn,q ∼ Pn,r̄ and the statement of Theorem 1 follows. ✷

3 Experiments

In order to show graphically the behavior of our results and to see how they match in practice we have
conducted the preliminary set of experiments that we present in this section.

For dimension K = 3, we generate M = 100 random relaxed K-d trees of size n. In each tree we
performed a fixed partial match with s = 2 specified coordinates and 200 fixed values in every specified
coordinate, counting the total number of visited nodes and taking the corresponding averages.

Figure 1 contains the experimental results regarding the average total number of visited nodes for a fixed
partial match with coordinates x and y specified. The theoretical prediction for this plot is the function
6.9294(x(1 − x)y(1 − y))0.2287n0.4574. The plot exhibits the symmetrical behavior of the cost function
along every specified coordinate. It also shows how looking for specified coordinates with values near the
median is more expensive than looking for specified coordinates whose values are near to 0 or to 1.

Figure 2 shows the behavior of the average cost for queries with two specified coordinates, say x and y,
showing the variation of the average cost w.r.t. y as x takes several distinct values (x = 0, 0.05, 0.25, 0.5).
For each considered value of xwe show in brown the theoretical prediction and in a different color (one per
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Fig. 2: The behavior along a single coordinate of fixed partial match queries for K = 3 and s = 2.

value) the experimental values (the ragged lines in the figure). As it can be appreciated, the experiments
match quite well the predicted costs that are: 6.9294(x(1 − x)y(1 − y))0.2287n0.4574 for x 6= 0 and
4.5959(y(1 − y))0.1937n0.3874 for x = 0 (this last calculated using Theorem 3). The experiments also
exhibit that the average cost of a fixed partial match query with a fixed value equal to 0 or 1 is significantly
smaller than the cost for bigger values.

Although our theoretical results apply in the asymptotic regime, the experiments show that these results
are already useful for moderate values of n, e.g., n = 1000.

All the programs are written in the C++ programming language and compiled with the gnu gcc

compiler version v4.4.3. The experiments were run on a Pentium Genuine Intel x86 64 double 32K
core processor of 64 bits.

4 Conclusions

We have shown here that, albeit the recurrences involved are considerably more intrincate, the analysis of
partial matches with fixed queries is feasible and the expected cost has a simple form, namely,

Pn,q = νs,K

(
s−1∏

i=0

zi(1− zi)
)α/2

· nα + o(nα).

We have also shown that the formula holds when some of the specified coordinates are 0 (or 1), only the
coefficient νs,K and the exponent α change. We have also a proof (not given here) that an analogous for
Theorem 1 holds for standard K-d trees, with the exponent α corresponding to standard K-d trees and
the constant factor νw now depending on the order of specified and unspecified coordinates in the query.

We conjecture that the result is fairly general, it will apply for other multidimensional data structures,
such as quadtrees or K-d tries, as well.
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Directions for future research include analyzing partial matches with fixed queries in other multidimen-
sional data structures (hence providing further evidence for our conjecture or disproving it), analyzing the
distribution of n−αPn,q (we conjecture that a limiting distribution P(z0, . . . , zs−1) exists), and applying
these results about partial match to other associative queries.
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Abstract. Quantitative logic has been the subject of an increasing interest since a seminal paper by Chauvin et al.
in 2004, which presented the first Analytic Combinatorics approach of the subject. Since then, the understanding of
random Boolean trees has been deeply widened, even if the question of Shannon effect remains open for the majority
of the models. We focus in this paper on the original case of Catalan And/Or trees and propose a new specification
of those objects that implies easier ways to describe large families of trees. Equipped with this specification, we prove
that the model of Catalan And/Or binary trees do not exhibit Shannon effect, i.e. there exists a family of functions
with small complexities, that have a positive probability.
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1 Introduction

Pick up at random a Boolean formula of a given size: what is the distribution of the random Boolean func-
tion it represents? Defining models in which this question has a meaning and answering it in these models
is the domain of quantitative logic. To our knowledge, the first attempts in this direction go back to the
90’s, by Paris et al. [PVW94] and later Lefmann and Savický [LS97]. The framework they propose is to
use the representation of Boolean formulas by plane binary trees and then rely on the good combinatorial
properties of these trees. The domain has then strongly developed after the seminal contribution of Chau-
vin et al. [CFGG04], proposing the first Analytic Combinatorics approach of the question. Since 2004,
many different models have been studied via Analytic Combinatorics, leading to a better understanding
of random Boolean trees.

The first approaches [PVW94, LS97, CFGG04] focused on the And/Or logical system, i.e. on Boolean
formulas built with the connectives AND and OR and with the negation. They pick up a binary plane
Boolean tree uniformly at random among all trees with m leaves, and then let m tend to infinity: the
induced distribution on the set of Boolean functions is called the Catalan tree distribution. Their initial

†This research was partially supported by the P.H.C. AMADEUS project 29281NE, the ÖAD project F03/2013 and the FWF
grant SFB F50-03.

1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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results have been deeply improved by Kozik [Koz08], via Analytic Combinatorics and a very powerful
ad hoc machinery called the pattern theory. Equivalent results have been shown for the implicational
system by Fournier et al. [FGGG12], but there a different approach was required. The theory has then
been extended to many directions: for example by considering non plane and non binary trees in order
to take into account the logical properties of the logical connectives (for example the commutativity and
associativity of AND and OR) [GGKM12, GGKM]; or by considering different distributions on Boolean
trees [CFGG04, CGM11].

In this paper, however, we aim at revisiting the original And/Or Catalan tree distribution in order
to prove that this model does not exhibit the Shannon effect. Riordan and Shannon have proved, in the
paper [RS42], that a uniformly distributed random Boolean function on n variables is almost surely of
exponential complexity: we say that the uniform distribution on Boolean functions of fixed size exhibits
the Shannon effect. We prove in the present paper that the Catalan tree distribution does not. To prove
this new result, we needed to develop a new framework: a new way to specify And/Or trees and thus a
new way to count them.

We would like to point out, that the study of the Shannon effect in random Boolean tree models is
only done in very few models [GG10, GGKM12], both models based on the connective of IMPLICATION,
in the case of plane or non-plane trees. There is thus a need to progress in this direction. Moreover,
we think that it is important to find universal methods to study those models, i.e. methods that could
be used for both the And/Or and the implicational logical systems (note that Kozik’s pattern theory
does not apply for implicational trees). This was successfully done in the case of branching processes
as underlying tree model [GG10]. The new proof happens to be very similar to the ones used in the
implicational system [GG10, GGKM12]. The method we use has some common base with the expansion
tools, developped for example in [FGGG12], but it is very different in the way the tools are used.

This paper is organised in two sections. The first one, Section 2, is devoted to the definition of the
Catalan tree model and to the introduction of our new point of view on And/Or trees. The second one,
Section 3, states and prove our main result on Shannon effect in the Catalan tree model and its proof.

2 Description of the model and specifications

2.1 Context

Definition 1 A Catalan tree is a rooted full binary plane tree (meaning that each node has either 0 or
2 children). We define the size of a Catalan tree as the number of its leaves. The combinatorial class of
Catalan trees is denoted by C. The corresponding ordinary generating function is C(z) =

∑
m>0 Cmz

m,
where Cm is the number of Catalan trees of size m.

It is well known that C(z) =
1−
√
1− 4z

2
and Cm =

1

m
·
(
2m− 2

m− 1

)
.

Definition 2 An And/Or tree on n variables is a Catalan tree whose internal nodes are labelled by
a connective from the set {∧,∨} (resp. AND and OR) and whose leaves are labelled by a literal from
{x1, x̄1, . . . , xn, x̄n}, where x̄i denotes the negation of xi. The combinatorial class of And/Or trees on
n variables is denoted by Tn, the number of such trees of size m by Tm,n.

Each And/Or tree is equivalent to a Boolean expression and thus represents, or computes, a Boolean
function with n variables, i.e. a function from {0, 1}n into {0, 1}. An example is given in Fig. 1. We will
from now denote the set of Boolean functions with n variables by Fn.
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Definition 3 The complexity L(f) of a non constant Boolean function f ∈ Fn is the size of the smallest
trees calculating it. We call the trees realizing this complexity the minimal trees of f . The complexity of
the constant functions true : (x1, . . . , xn) 7→ 1 and false : (x1, . . . , xn) 7→ 0 is defined to be 0.

∨
∨

∨
x1 ∨

x̄1 x2

x3

∧
x4 x1

Fig. 1: The above tree is equivalent to the Boolean formula ([x1 ∨ (x̄1 ∨ x2)] ∨ x3) ∨(x4 ∧ x1) and represents the
constant Boolean function true : (x1, . . . , xn) 7→ 1.

The idea of quantitative logic is historically the following: Equip the set of And/Or trees of size m
with the uniform distribution and denote by µm,n the induced distribution on the set of Boolean functions
in n variables. Can we prove that the sequence (µm,n)m≥1 converges? And what are the properties of the
limiting distribution (if it exists)?

Since this model has already been studied in the literature, where it is sometimes called the Catalan

model, we already know the following result:

Theorem 4 ([LS97, CFGG04]) The sequence of distributions (µm,n)m≥1 converges to a limiting distri-
bution on the set of Boolean function with n variables. This distribution is denoted by µn and called the
Catalan distribution.

Moreover, we have the following inequalities: for all Boolean functions f ∈ Fn,

1

4

(
1

8n

)L(f)+1

≤ µn(f) ≤ (1 +O(1/n))e−c
L(f)+1

n2 ,

asymptotically when n tends to +∞.

This is the best result, in full generality, up to now. Kozik [Koz08] has proven the following more
precise result:

Theorem 5 ([Koz08]) Let f = f(x1, . . . , xn0
) be a Boolean function and µn(f) denote the proportion

of all And/Or trees on n which represent f (cf. Definition 8). Then there exists a constant λf > 0 such
that, for n tending to infinity,

µn(f) =
λf

nL(f)+1
+O

(
1

nL(f)+2

)
.

This result suggests that the Catalan distribution gives more weight to low complexity functions, but this
result is too weak to claim that the Catalan distribution does not exhibit the Shannon effect. One has to
consider sequences of functions indexed on n.
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Definition 6 We say that a sequence of distributions (νn)n≥1, respectively defined on the sets (Fn)n≥1,
exhibit the Shannon effect if, for all ε > 0,

νn

({
f such that L(f) ≥ 2n(1− ε)

log2 n

})
→ 1,

when n tends to +∞.

Remark: It is shown (see [Lup62] that the maximal complexity of a Boolean function with n variables
is less than 2n

log2 n
(1 + o(1)). Thus, the sequence (νn)n≥1 exhibit the Shannon effect if, asymptotically

when n tends to +∞, almost all Boolean functions (under νn) have almost maximal complexity.

To prove that a sequence of distributions (νn)n≥1 does not exhibit the Shannon effect, it is enough to
find a sub-exponential function g(n) and a constant α > 0 such that, for all n ≥ 1,

νn ({f such that L(f) ≤ g(n)}) ≥ α > 0.

The approach is thus very different from the proof of Theorem 5 since one has to consider a set of Boolean
functions, among them functions whose complexity does depend on n. This explains why the Shannon
effect has only been studied in a few models: the implicational model [GG10], the general implicational
model [GGKM12], and the models based on branching processes [GG10]. The successful approach in
those two articles is based on a very careful Analytic Combinatorics study.

Corollary 7 (of Theorem 5) IfK is some constant which is independent of n. Then the set of all Boolean
functions up to complexity K is not sufficiently large to refute the Shannon effect.

Proof: The number of functions of complexity k is bounded by α · nk (where α is a constant), and
therefore, by using Theorem 5, the probability of functions of complexity smaller or equal to k isO(1/n).
Thus, we need a class of functions of complexity up to some bound Kn tending to infinity as n tends to
infinity to have a chance to prove that there is no Shannon effect. ✷

Our aim in the present paper is to introduce a new specification for And/Or trees which simplifies
the Analytic Combinatorics involved in their study and therefore allows us to tackle the Shannon effect
question in this context.

2.2 New specification of And/Or trees

The historical specification of And/Or trees is the following [CFGG04]: there are 2n different trees of
size one (one for each literal {x1, x̄1, . . . , xn, x̄n}), and an And/Or tree is either a tree of size one (2n·Z)
or an internal node (two choices) with two subtrees from T . Namely,

T = 2 · (T × T ) + 2n · Z.

We propose here another point of view that simplifies the descriptions of the subfamilies of trees needed
later on and therefore the technical calculations. Maybe, with this new description we could rederive the
results of [Koz08] while circumventing the pattern theory but keeping the key ideas of the proofs.

Let us denote by A the family of And/Or trees that are rooted by an ∧ label, and by O the family of
trees that are rooted by an ∨ label. We have T = 2nZ + A + O, and we describe the ∧-rooted trees
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as follows: it is a Catalan tree of ∧-labels (of size at least two), whose leaves are substituted either by
(Boolean decorated) leaves (2nZ) or by ∨-rooted trees. Namely,

A = (C \ Z) ◦ (2n · Z +O).

Thus, in terms of generating functions, we have via the symbolic method (see [FS09] for an introduction
to this method)

A(z) = K(O(z) + 2nz), (1)

where K(z) = C(z) − z is the generating function of Catalan trees of size at least 2, A(z) (resp. O(z))
is the generating function of ∧-rooted trees (resp. ∨-rooted trees). By symmetry A(z) = O(z), thus

A(z) =
1− 8nz −

√
1− 16nz

8
.

Obviously, we again obtain the classical generating enumerating all trees,

T (z) = 2nz + 2A(z) =
1−
√
1− 16nz

4
,

which is directly translated from the classical specification: T = 2n · Z + 2 · (T × T ).

Observe that an And/Or tree can be seen in the following way: Instead of looking at it node by node,
we partition the set of internal nodes into clusters of nodes carrying the same label. For example, if
the root is labelled by ∨, then we take all nodes labelled by ∨ and connected to the root by an ∨-only
path into a super-∨-node. Repeat this procedure recursively. Then, we arrive at a tree consisting of such
supernodes, which we will call ∧- and ∨-clusters in the sequel, and leaves. This tree is not binary any
more, and on each path the labels of the clusters are alternating. We will refer to this viewpoint as the
cluster tree of a given And/Or tree. Equation (1) corresponds to this way of looking at an And/Or tree.

2.3 Distribution on And/Or trees in details

Let us recall the notions and notations which have become common in quantitative logics (cf. [FGGG12]
for example).

Definition 8 Let X be a subfamily of T , we define its limiting ratio [X ]n as the following limit, if it
exists:

[X ]n := lim
m→+∞

Xm,n

Tm,n
,

where Tm,n is the number of And/Or trees of size m and Xm,n is the number of elements of X of size m.

Remark: Let f be a Boolean function in Fn, and let X (f) be the family of And/Or trees that compute
f . Then [X (f)]n exists and we set µn(f) = [X (f)]n.

Fact 9 Let X be a subfamily of T . If the dominant singularity of the generating function X(z) =∑
m≥0Xm,nz

m of X is ρ = 1/16n and if this singularity is a square-root singularity, then

[X ]n = lim
z→ρ

X ′(z)

T ′(z)
.
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3 No Shannon effect in And/Or trees
Theorem 10 The Catalan distribution does not exhibit the Shannon effect.

Let us mention here a difference in the approach that we will use in this paper than the one used
in [GG10]. The generating functions that appear there are not as intricate as the one we get in the
And/Or tree model. So, in the implicational model the authors have tried to obtain the best possible
lower bound for the probability of a well-chosen family of functions. In this paper, our goal is to prove
that there is no Shannon effect. We will not care for the final value for the probability of a suitably chosen
family of functions, but only prove that it is positive.

Definition 11 Let t be an And/Or tree and να be a leaf labelled by the literal α in t. Denote by η the
root of the cluster containing να. The subtree rooted by η is denoted u.
Let ν be a node of u, and v the subtree with root ν.

• If να belongs to an ∨-cluster, then replace v by (v ∨ te) or (te ∨ v) in t, where te is a tree with a
root labelled by ∧ and such that at least one of the leaves that are attached to the topmost ∧-cluster
is labelled by α.

• If να belongs to an ∧-cluster, then replace v by (v ∧ te) or (te ∧ v) in t, where te is a tree with a
root labelled by ∨ and such that at least one of the leaves that are attached to the topmost ∨-cluster
is labelled by α.

The obtained tree t̃ is called an α-expansion of t.

Remark: In every node of u we can do an expansion according to the label of να.

Lemma 12 If t is a tree computing a Boolean function f , then for all literals α, all α-expansions of t are
trees computing f .

Proof: A proof by case is relatively straightforward. Assume that να belongs to an ∨-cluster. Then
u computes a function of the form α ∨ f . If α = True, then the value of f is irrelevant and thus an
expansion can do no harm. If α = False, then observe that te is rooted by an ∧-cluster which has a leaf
α. Thus te attains the value False and replacing v by v ∨ te has no effect, either. The other cases are
analogous. ✷

To prove Theorem 10, we will enumerate a subfamily of the expansions of all trees of size at most g(n),
for all literals α. We will constrain the expansion-structures in order to be able to retrieve the node in an
expansion where the grafting has been done. This avoids double counting. We constrain the shapes in the
following way: the grafted tree te has a shape α ∨ (t1 ∨ t2) (resp. α ∧ (t1 ∧ t2)) where t1 and t2 are two
subtrees of size at least g(n) (we denote by G(z) the generating function of such trees). Thus, given an
expansion, find the topmost node that has two subtrees of size at least g(n); its parent is the root of the
grafted subtree te, denoted by ν in Fig. 2.

Fix a literal α. Let N̂(z, u) (resp. Ň(z, u)) be the generating function of ∧-rooted (resp. ∨-rooted)
And/Or trees, where z marks the size and u marks the number of nodes allowing an α-expansion. It is
given by

Ň(z, u) = K((2n− 1)z + N̂(z, u)) +
∑

p≥1

u2p−1zp

p!
K(p)(A(u2z) + u2(2n− 1)z),
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Fig. 2: On the right, the And/Or tree is an expansion from the tree represented on the left.

where

• the first term K((2n − 1)z + N̂(z, u)) stands for the case where there is no leaf of the topmost
∨-cluster that is labelled by α;

• the term u2p−1zpK(p)(A(u2z)+u2(2n−1)z)/p! stands for the case, where exactly p leaves of the
topmost ∨-cluster are labelled by α: in this case, the choice of those p leaves yields the derivative
and an expansion is possible at every node in the tree. Thus, a tree having k leaves contributes
zku2k−1 to the generating function Ň(z, u).

By symmetry, we have an analogous equation for N̂(z, u), thus let us define N(z, u) := Ň(z, u) =
N̂(z, u). Consequently we obtain:

N(z, u) = K((2n− 1)z +N(z, u)) +
∑

p≥1

u2p−1zp

p!
K(p)(A(u2z) + u2(2n− 1)z), (2)

Since we have avoided multiple-counting, we get the following inequality:

µn({f such that L(f) ≤ g(n)}) ≥ lim
m→+∞

4n ·
g(n)∑

r=1

[zr]∂uN(z, 1)
[zm−r]G(z)

[zm]T (z)
. (3)

The factor 4n represents the choice of the literal α (with respect to which the expansions are done) and
the label of the root of the tree; the sum is over all r from 1 to g(n), where r represents the size of the
original trees that are then expanded); the factor [zr]∂uN(z, 1) counts the sum over all trees of size r of
the different places where an α-expansion is possible; and the factor [zm−r]G(z) represents the number
of different grafts that can be realized at each node.

Let us first focus on the generating function G(z):

G(z) = z


 ∑

m≥g(n)
Tm,nz

m




2

.
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Lemma 13 The generating function G(z) satisfies:

lim
m→+∞

[zm]G(z)

[zm]T (z)
≥ 1

2
√
πg(n)

1

16n
.

Proof: Let P (z) be the polynomial such that G(z) = z · (T (z)−P (z))2. Since P (z) is a polynomial, the
generating functions T (z) and G(z) have the same dominant singularity ρ = 1

16n , and both singularities
are of squareroot type. Therefore, using a transfer lemma, one can prove that

lim
m→+∞

[zm]G(z)

[zm]T (z)
= lim
z→ρ

G′(z)

T ′(z)
= 2ρ (T (ρ)− P (ρ)) .

Let us find a lower bound for T (ρ)− P (ρ):

T (ρ)− P (ρ) =
∑

m≥g(n)

(4n)m

2
Cmρ

m.

Since Cm ≥ 4m−1
√
πm3

, for all m > 0, we get T (ρ)− P (ρ) ≥∑m≥g(n)
1

8
√
πm3

. The function m 7→ m−3/2

is decreasing. Using a Riemann approximation, we get

T (ρ)− P (ρ) ≥ 1

8
√
π

∫ ∞

g(n)−1

du√
u3
≥ 1

4
√
πg(n)

,

which concludes the proof. ✷

Now, let us come back to N(z, u) by differentiating Equation (2) according to u and then by taking
u = 1. We get:

Nu(z, 1) =
∑

p≥1

(2p− 1)
zp

p!
K(p)(A(z) + (2n− 1)z)+

∑

p≥1

zp

p!
(2zA′(z) + 2(2n− 1)z)K(p+1)(A(z) + (2n− 1)z)+

Nu(z, 1)K
′(N(z, 1) + (2n− 1)z).

Observing that N(z, 1) = A(z) and isolating Nu(z, 1), we obtain

Nu(z, 1) =
zK ′((2n− 1)z +A(z))

1−K ′((2n− 1)z +A(z))
+

∑
p≥2[(2p− 1)zp + zp−1(2zA′(z) + 2(2n− 1)z)]/p!K(p)((2n− 1)z +A(z))

1−K ′((2n− 1)z +A(z))
.

All generating functions in the numerator of Nu(z, 1) have non-negative coefficients, therefore,

[zm]Nu(z, 1) ≥ [zm]
[z2 + z(zA′(z) + (2n− 1)z)]K ′′((2n− 1)z +A(z))

1−K ′((2n− 1)z +A(z))
.
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Note that the generating function K ′′((2n − 1)z + A(z)) has only non negative integer coefficients.
Therefore, omitting it causes a further decrease of the coefficients of the generating function. So, after all
these reductions we can conclude that

[zm]Nu(z, 1) ≥ [zm]
2z2A′(z)

1−K ′((2n− 1)z +A(z))
=: [zm]F (z). (4)

Recall that:

A(z) =
1− 8nz −

√
1− 16nz

8
, A′(z) = n

(
1√

1− 16nz
− 1

)
, and K ′(z) =

1√
1− 4z

− 1.

Thus,

F (z) = 2nz2
(

1√
1− 16nz

− 1

)
1

2− 1√
1
2−4(n−1)z+ 1

2

√
1−16nz

.

Thus, for all r ≥ 0, substituting z by z/16n yields

[zr]F (z) = n (16n)r−2 [zr]z2
(

1√
1− z − 1

)
2

2− 1
√

1
2− 1

4 (1− 1
n )z+

1
2

√
1−z

. (5)

Let us first focus on the last factor: Set

H(z) :=
2

2− 1
√

1
2− 1

4 (1− 1
n )z+

1
2

√
1−z

=
1

1− 1
√

2−(1− 1
n )z+2

√
1−z

and observe that the shape of H(z) implies that all its coefficients are non-negative and thus its dominant
singularity must lie on the positive real axis. For 0 ≤ z ≤ 1, the radicand R := 2−

(
1− 1

n

)
z+2

√
1− z

is obviously always positive and strictly larger than 1. Thus, the denominator of H(z) never vanishes and
hence the dominant singularity of H(z) is z = 1, originating from the term

√
1− z of R. Hence, H(z)

admits a Puiseux expansion

H(z) = c0 + c1
√
1− z + c2(1− z) + c3(1− z)3/2 + . . . (6)

around z = 1, and all the coefficients ck depend on n.

Lemma 14 For all k ≥ 0, ck ∼ (−1)k(2n)k+1, as n tends to infinity.

Proof: Let X =
√
1− z, we have

H(z) =
1

1− 1
(1+1/n)+2X+(1−1/n)X2

=
1

1− 1√
1+1/n

∑
k≥0

(−1/2
k

) ( 2X+(1−1/n)X2

1+1/n

)k

=
∑

p≥0


 1

1− 1√
1+1/n



p+1

∑

k≥1

(−1/2

k

)
Xk

(1 + 1/n)k

(
2 + (1− 1/n)X

1 + 1/n

)k


p

.
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Observing that
1

1− 1√
1+1/n

∼ 2n when n→ +∞

completes the proof. ✷

Now, let us turn to (3) and prove the desired lower bound. The following lemma immediately implies
Theorem 10.

Lemma 15 Let ε > 0. If g(n) = Ω(n2+ε), then there is a constant C > 0 such that

µn({f such that L(f) ≤ g(n)}) ≥ C (7)

for sufficiently large n.

Proof: First observe that

[zm−r]G(z)

[zm]T (z)
=

[zm−r]G(z)

[zm−r]T (z)

[zm−r]T (z)

[zm]T (z)
=

[zm−r]G(z)

[zm−r]T (z)
(16n)−r.

Starting from (3), then applying Lemma 13, (4), and (5), we arrive at

µn({f such that L(f) ≤ g(n)}) ≥ lim
m→+∞

4n ·
g(n)∑

r=1

[zr]∂uN(z, 1)
[zm−r]G(z)

[zm]T (z)

≥ 2n√
πg(n)

·
g(n)∑

r=1

[zr]∂uN(z, 1)
1

(16n)r+1

≥ 1

211n
√
πg(n)

·
g(n)−2∑

r=0

[zr]

(
1√
1− z − 1

)
H(z)

≥ 1

212n
√
πg(n)

[zg(n)−2]
1

(1− z)3/2H(z) for n sufficiently large.

Using the Puiseux expansion (6) then the classical transfer lemma yielding [zℓ](1 − z)−α ∼ ℓα−1
/Γ(α),

we obtain

[zg(n)]
H(z)

(1− z)3/2 = c0
2
√
g(n)√
π

+ c2
1√
πg(n)

+O(g(n)−3/2).

The constant hidden in the error term depends on n, but using the knowledge on the growth rate of the ck
in (6), we conclude that

µn({f such that L(f) ≤ g(n)}) ≥ 1

1024π
+

n2

512πg(n)
+Rn

with |Rn| = O
(
n4
/g(n)2

)
; and here the O-constant is independent of n. ✷
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4 Conclusion

The new specification for And/Or trees presented in the present paper has permitted us estimate the
number of valid expansions of trees of size at most n2+ǫ. We have shown by precise analytic combina-
torics that the asymptotic proportion of such expanded trees is positive, implying that the And/Or tree
distribution do not exhibit Shannon effect.

It is interesting to note that, as in the implicational systems, we need a subset of functions of quadratic
complexity in order to disprove the presence of the Shannon effect.

Note that we have shown that the asymptotic probability of functions of almost quadratic complexity is
positive, but we have not proven that it is equal to one. In view of the absence of the Shannon effect and
Kozik’s result on the limiting distributions it seems reasonable that asymptotically almost all functions
have polynomial complexity. It appears reasonable to conjecture that the asymptotic proportion of the
class we used to prove our result is one, but proving this conjecture would need further arguments.

To be more precise, it would be interesting to extend Lemma 15 in two directions: showing that it still
holds if ε is 0; and proving that C = 1.
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Abstract. The successive discrete structures generated by a sequential algorithm from random input constitute a
Markov chain that may exhibit long term dependence on its first few input values. Using examples from random
graph theory and search algorithms we show how such persistence of randomness can be detected and quantified with
techniques from discrete potential theory. We also show that this approach can be used to obtain strong limit theorems
in cases where previously only distributional convergence was known.

Keywords: Boundary theory, Markov chains, random graphs, search trees

1 Introduction

Given a sequence t1, t2, . . . of input values, a sequential algorithm produces an output sequence x1,x2, . . .,
where the next output xn+1 depends on the current state xn and the next input tn+1 only. For cases where
xn is a discrete structure, such as a permutation or a graph, and where the input values are realizations
of independent random variables with the same distribution, the output sequence is a Markov chain X =
(Xn)n∈N that is adapted to a combinatorial family F in the sense that Xn takes its values in the subset
Fn ⊂ F of objects with base parameter n. Markov chains of this type often exhibit persisting randomness:
Informally, this means that the influence of early values does not go away as time goes by; formally, it
means that the tail σ -field T (X) associated with X is not trivial. Further, such chains eventually leave
every fixed finite subset of F with probability 1, which leads to the related problem of finding a state space
completion that captures the information contained in T (X).

Discrete potential theory provides a general method for the construction of such state space boundaries.
This was initiated by the fundamental paper [Doo59]. A recent textbook treatment is given in [Woe09];
see also the survey [Saw97]. Many authors have used boundary theory for the analysis of random walks
on discrete structures; see the monograph [Woe00].

In the present extended abstract we regard the discrete structures themselves as states of a stochas-
tic process. Some standard search algorithms have recently been investigated from this point of view
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in [EGW12], and the results have been used in [Grü14] to prove strong limit theorems for functionals
of the output sequence, such as the path length or Wiener index of search trees, that have attracted the
attention of many researchers from the AofA community. We address the phenomenon of randomness
persistence with these tools, specifically in connection with some popular models for random graphs, and
for search algorithms. Further, we show that the method can be used to obtain almost sure convergence for
the structures themselves or for functionals of the structures in cases where previously only convergence
in distribution was known.

In the next section we provide some background on discrete potential theory and the Doob-Martin
compactification. In order to keep this short we restrict ourselves to combinatorial Markov chains, where
the state space is graded by the time parameter. Section 3 gives two simple examples from random
graph theory; the present author is not aware of any previous use of the Doob-Martin compactification
in connection with (general) graph limits. In Section 4 we consider search trees, where we can build
on [EGW12] and [Grü14]. Proofs and some additional results and explanations are given in the full
version of the paper.

We hope that the approach presented here contributes to the theoretical understanding of the growth
models and algorithms. From an entirely practical point of view persisting randomness should be of
interest as a strong dependence on the first few input values may be an entirely unwelcome aspect of an
algorithm that the practitioner may have to address, for example by an additional randomization step.

2 An ultrashort summary of Markov chain boundary theory

A Markov chain is a sequence X = (Xn)n∈N of random variables that take their values in some countable
set F, the state space, such that the Markov property holds,

P(Xn+1 = xn+1|Xn = xn, . . . ,X1 = x1) = P(Xn+1 = xn+1|Xn = xn) (1)

for all n ∈ N, x1, . . . ,xn+1 ∈ F. In the cases we are interested in there will be a canonical state e ∈ F with
X1 = e, and the transitions are homogeneous in time, which means that for some function p :F×F→ [0,1],

P(Xn+1 = y|Xn = x) = p(x,y) for all x,y ∈ F, n ∈ N.

These are the transition probabilities; together with the starting point e they determine the distribution of
the stochastic process X . We also assume that

P(Xn = x for some n ∈ N) > 0 for all x ∈ F. (2)

In words: Every state has a chance to be visited—the chain is weakly irreducible.
Boundary theory provides an approach to the asymptotics of chains that ‘leave the state space’ in the

sense that limn→∞ P(Xn ∈ S) = 0 for every finite set S ⊂ F. It gives the ‘right’ extension (completion,
compactification) F̄ of the state space, in the sense that

Xn→ X∞ as n→ ∞ with probability 1 (3)

for some random variable X∞ with values in the boundary ∂F of F in F̄, and that

σ(X∞) =a.s. T (X) :=
∞⋂

n=1

σ
(
{Xm : m≥ n}

)
. (4)
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In words: The limit generates the tail σ -field of the process, up to null sets. For property (4) we assume
that X has the space-time property, by which we mean that each state can be visited at one particular point
in time only. The combinatorial Markov chains in Section 1 are such space-time processes.

This feat is achieved by the Doob-Martin compactification, where we regard a sequence (yn)n∈N ⊂ F

as convergent if the conditional probabilities P(X1 = x1, . . . ,Xm = xm|Xn = yn) converge as n→ ∞ for all
fixed m ∈ N, x1, . . . ,xm ∈ F. Due to the Markov property (1) the construction can be based on the Martin
kernel K,

K(x,y) :=
P(Xn = y|Xm = x)

P(Xn = y)
, x,y ∈ F, n> m,

where m and n are the time values associated with the states x and y respectively; here weak irreducibil-
ity (2) is important. Indeed, manipulations of elementary conditional probabilities lead to

P(X1 = x1, . . . ,Xm = xm|Xn = yn) = K(xm,yn)P(X1 = x1, . . . ,Xm = xm),

which connects the convergence condition on the conditional probabilities to the convergence of the values
of the Martin kernel.

A standard procedure, either via a completion of a metric space or by a variant of the Stone-Čech
compactification, leads to F̄ as the smallest compact space that contains (a copy of) the discrete space F

and allows for a continuous extension of the functions y 7→ K(x,y), x ∈ F. We use the same symbol for
the extended functions and denote boundary elements by lower case Greek letters. With this construction,
(3) and (4) are satisfied. In addition, we have the following remarkable properties: First, all non-negative
harmonic functions h : F→ R can be written as mixtures of the functions K(·,α), α ∈ ∂F. To be precise
we recall that h : F→ R is harmonic if h(x) = ∑y∈F p(x,y)h(y) for all x ∈ F. Then for each such h with
h≥ 0 and h(e) = 1 there is a probability measure µh on (the Borel subsets of) the boundary ∂F such that

h(x) =
∫

K(x,α)µh(dα) for all x ∈ F. (5)

The distribution µ1 of the limit X∞ represents the (trivial) harmonic function h≡ 1. Secondly, conditioned
on a limit value X∞ = α , the process is again a Markov chain, with transition probabilities ph given by

ph(x,y) =
1

K(x,α)
p(x,y)K(y,α). (6)

This is an instance of Doob’s h-transform, with K(·,α) the corresponding harmonic function h. Of course,
the interpretation of these transforms as a conditioning on the final value is a natural consequence of the
initial idea of conditioning on the values yn at time n and then letting n tend to ∞.

3 Graph limits

Our basis in this section is the recent monograph [Lov12], which also gives references to the original
research articles. Let G[n] be the set of simple graphs G = (V,E) with vertex set V = [n] := {1, . . . ,n}.
The set G[1] has only one element, the graph e = G1 with the single node 1 and no edges. A number
of popular models for randomly growing graphs fits into the framework of combinatorial Markov chains,
with state space F = G :=

⋃∞
n=1G[n] and start at G1. We work out the boundary for two of them, the

uniform attachment process, and the Erdős-Rényi graphs. We note that the state space compactifications
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are abstract constructions so that the only uniqueness that we may expect is up to homeomorphisms;
usually there are many possibilites for a concrete description.

On its own the question of how to define limits of finite graphs, interpreted as the search for a completion
or compactification of the countable set G, does not involve any probability and, of course, it can have
quite different answers depending on the specific circumstances. For example, we might distinguish
between sparse and dense graphs, referring to the rate of growth of the number e(Gn) of edges E(Gn) in
relation to the number v(Gn) of vertices V (Gn) of Gn in a sequence (Gn)n∈N ⊂G. For the dense case the
notion of subgraph sampling has turned out to be important (there are several equivalent definitions): For
two graphs G,H ∈G let t(H,G) be the number of possibilities to embed H into G or, more formally, with
Γ(H,G) the set of injective functions φ : V (H)→V (G), let

T (H,G) :=
{

φ ∈ Γ(H,G) : {φ(i),φ( j)} ∈ E(G)⇔{i, j} ∈ E(H)
}
, (7)

t(H,G) := #T (H,G), ρ(H,G) :=
(v(G)− v(H))!

v(G)!
t(H,G). (8)

We then say that a sequence (Gn)n∈N converges if for all H ∈ G the relative number ρ(H,Gn) of these
possibilities converges as a sequence of real numbers. The values ρ(H,Gn) can be interpreted as the
probability that, choosing m = v(H) elements of V (Gn) randomly and without replacement, the subgraph
of Gn induced on these nodes is isomorphic to H. The convergence may be rephrased in a somewhat
abstract manner: We define an embedding of G into the set [0,1]G of functions on G with values in the
unit interval by

G 7→
(
H 7→ ρ(H,G)

)
, G ∈G, (9)

and then consider the closure of the range of the embedding as a compactification of G. Note that the
function space is compact with respect to pointwise convergence by Tychonov’s theorem. Viewed this
way, the similarity to the Doob-Martin compactification becomes apparent, where we use the embedding

y 7→
(
x 7→ K(x,y)

)
, y ∈ F, (10)

based on the Martin kernel instead.
Returning to the Markov chain models of randomly growing graphs, we first consider the uniform

attachment model; see [Lov12, Example 11.39]. In order to describe its dynamics suppose that we are in
state Gn ∈ G[n] at time n. We then construct Gn+1 ∈ G[n+ 1] by adding those edges {i, j} ⊂ [n+ 1] not
(yet) in Gn with probability 1/(n+1), independently of each other. Let X = (Xn)n∈N be the corresponding
Markov chain, which has state space G and starts at G1.

Let ∆ := {{i, j} ∈N×N : 1≤ i< j}. For each {i, j} ∈∆ we define the edge indicator 1{i, j} :G→{0,1}
to have the value 1 for a graph G if {i, j} is an element of the edge set E(G) of G, and 0 otherwise.

Theorem 1 (a) The Doob-Martin boundary of the uniform attachment process X consists of the set
{0,1}∆, where convergence of a sequence (Gn)n∈N of graphs Gn ∈ G[n] to a limit M ∈ {0,1}∆ means
that the edge indicators 1{i, j}(Gn) converge to M(i, j) as n→ ∞, for each (i, j) ∈ ∆.

(b) With probability 1, X∞ is equal to M ≡ 1.

As a consequence of part (b) of the theorem, the tail σ -field of the uniform attachment process is
trivial. Further, using (6), the chain conditioned on some limit value M ∈ {0,1}∆ can easily be described
as follows: We proceed as before, but only edges {i, j} ∈ ∆ with M(i, j) = 1 are allowed to enter.
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Remark (a) An embedding interpretation as in (9) and (10) of the topology in Theorem 1 results if we
identify a graph with the values of the edge indicators,

G 7→
(
{i, j} 7→ 1{i, j}(G)

)
, G ∈G. (11)

Here the boundary is the full function space {0,1}∆, which is usually not the case.

(b) The graph sequence generated by the uniform attachment model converges in the sampling topology
too, and in fact to what is arguably a more interesting limit; see [Lov12, Proposition 11.40]. However, this
‘more global’ topology does not capture the tail information. To be specific, consider a random variable
ξ with values in N and define a random element α of the boundary by α(i, j) = 0 if j = ξ and α(i, j) = 1
otherwise, and let Y be the corresponding h-transform. In Y the random node ξ remains isolated forever.
Then T (Y ) =a.s. σ(ξ ), which means that some randomness persists. The ‘local’ topology in Theorem 1
detects this, whereas from the global point of view Y and the original chain X are asymptotically indistin-
guishable.

(c) Whereas (11) is an embedding in the strict sense of being one-to-one, (9) is not: If G and G′ are of
the same isomorphism type, then the functions ρ(·,G) and ρ(·,G′) coincide; see also Theorem 5.29 and
its proof in [Lov12]. ⊳

The second model that we consider is perhaps the most famous of all random discrete structures: To
obtain the Erdős-Rényi-Gilbert graph [Lov12, p.8] or binomial random graph [JŁR00, p.2] Yn with node
set [n] and parameter θ ∈ [0,1] we include each of the

(n
2

)
possible edges with probability θ , independently

of each other. In contrast to the uniform attachment model discussed above the variables Yn are now
defined for each n separately, with

P(Yn = Gn) = θ e(Gn)(1−θ)(
n
2)−e(Gn) for all Gn ∈G[n], (12)

but there is a well-known and canonical method to combine these into a Markov chain Y = (Yn)n∈N: In
order to move from Yn to Yn+1 we add the node n+ 1 and then, independently of each other, each of the
edges {i,n+1}, 1≤ i≤ n, with probability θ .

A moment’s thought reveals that, in this model, none of the randomness will ever go away, which is the
other extreme as compared with tail triviality. Indeed, it is possible to reconstruct the complete sequence
G1, . . . ,Gn from its last element Gn, which implies that T (Y ) = σ(Y ). Roughly, for such chains with
perfect memory ‘the sequence is the limit’; see also [EGW12, Section 9]. This can be formalized by
projective limits. There is a slightly different point of view that connects this to the material in the next
section and that is also useful for the description of probability measures on the projective limit: The
transition graph of a combinatorial Markov chain on G is a rooted and locally finite tree, with root G1 and
directed edges (Gn,Gn+1), where Gn arises from Gn+1 by deleting node n+1 and the incident edges. The
projective limit then coincides with the ends compactification of the transition tree. For a node G of this
tree with k vertices let

AG :=
{
(Gn)n∈N ∈Gproj : Gk = G

}

be the set paths through G. It is easy to see that a probability measure µ on the ends compactification is
completely specified by the values µ(AG), G ∈G.

The perfect memory property is a consequence of the labelling of the nodes in the order of their ap-
pearance and the fact that in the step from n to n+ 1 only edges incident to n+ 1 are added. Uniform
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attachment graphs do not have this property; for example, if {1,2} ∈ E(X3) then it is not clear whether
this edge has been added at time 2 or 3.

We now show that in the perfect memory case random relabelling may lead to a more interesting
topology. We recall that the group S[n] of permutations of [n] acts on G[n], meaning that each πn ∈ S[n]
defines a function on and to G[n] by mapping G = ([n],E(G)) to

πn(G) :=
(
[n],
{
{πn(i),πn( j)} : {i, j} ∈ E(G)

})
. (13)

Now let Πn, n∈N, be a sequence of independent random variables, with Πn uniformly distributed on S[n].
We define X = (Xn)n∈N inductively by X1 ≡ G1, Xn+1 = Πn+1(X̃n+1), where X̃n+1 is constructed from Xn

as in the chain Y above. In view of the fact that the transition from Xn to Xn+1 only involves Xn and
quantities that are independent of Xn the process X = (Xn)n∈N is again a Markov chain and it continues
to be adapted to G. Also, the distribution (12) is invariant under S[n] as the action (13) does not change
the number of edges. This implies that Xn and the variable Yn from the perfect memory version without
random relabelling have the same distribution. Below, we will refer to the sequence X as the Erdős-Rényi
chain with parameter θ .

The following result shows that the Doob-Martin compactification for this model leads to the sampling
topology mentioned at the beginning of this section; see (7) and (8).

Theorem 2 Let X be the Erdős-Rényi chain with parameter θ , 0< θ < 1.
(a) A sequence (Gn)n∈N with Gn ∈ G[n] for all n ∈ N converges in the Doob-Martin compactification

associated with X if and only if the sequences
(
ρ(H,Gn)

)
n∈N converge for every fixed H ∈G.

(b) With probability 1, X∞ is equal to the function

H 7→ θ e(H)(1−θ)(
v(H)

2 )−e(H), H ∈G.

Again, part (b) implies that the tail σ -field of X is trivial. Further, the Erdős-Rényi chains with different
parameter values are easily seen to be h-transforms of each other.

Theorem 2 identifies the Doob-Martin boundary of the Erdős-Rényi chain as a subset of the set of all
functions G∞ : G→ [0,1]. For a concise description of this subset, by ‘graphons’, we refer the reader
to [Lov12].

4 Search trees

The nodes of the complete binary tree V= {0,1}⋆ are finite 0-1 sequences (or words) u = (u1, . . . ,uk); we
write u0 = (u1, . . . ,uk,0) and u1 = (u1, . . . ,uk,1) for the left and right child of u respectively and, if k =
|u|> 0, ū = (u1, . . . ,uk−1) for its direct ancestor. The concatenation of u = (u1, . . . ,uk) and v = (v1, . . . ,vl)
is given by u+ v = (u1, . . . ,uk,v1, . . . ,vl). We further write ∂V= {0,1}∞ for the ends compactification of
the tree V.

By a binary tree we mean a subset x ⊂ V that is prefix-stable or, equivalently, contains the ancestor
of each of its non-root elements. If u /∈ x, ū ∈ x, then we call u external, and we write ∂x for the set of
external nodes of x. The (fringe) subtree of x rooted at u is given by x(u) := {v ∈V : u+v ∈ x}. Let Bn be
the set of binary trees with n nodes; B :=

⋃∞
n=1Bn. Prefix stability implies that any x ∈ B can be regarded

as a contiguous subset of V and hence be described by its boundary function

Bx : ∂V→ N, (ui)i∈N 7→min
{

k ∈ N : (u1, . . . ,uk) /∈ x
}
.
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(This seems to be the most natural term, but in view of all the other occurrences of boundaries in the
present extended abstract, ‘frontier’ may be a sensible alternative.)

Given a sequence (tn)n∈N of pairwise distinct real numbers the binary search tree (BST) algorithm
generates a sequence (xn)n∈N of labelled binary trees as follows: The first value is stored at the root node;
given xn the next value tn+1 is stored at the first empty node found when travelling through xn, moving
from u to u0 if the new value is smaller that the label of an occupied node and to u1 otherwise. This is one
of the standard algorithm for searching and also arises in the context of sorting; see [Knu73], [Mah92]
and [Drm09]. Suppose that the ti’s are realizations of independent random variables ηi, i ∈ N, with the
same continuous distribution. Then the random binary trees Xn obtained for η1, . . . ,ηn, n ∈ N, can be
collected into a Markov chain X = (Xn)n∈N with a simple transition structure: X1 is the tree that consists
of the root node /0 only, and in the transition from Xn to Xn+1 one of the n+ 1 external nodes of Xn is
chosen uniformly at random and incorporated into the tree. The BST chain has B as its state space, and
P(Xn ∈ Bn) = 1 for all n ∈ N.

The Doob-Martin compactification of B with respect to X and the distribution of the limit X∞ were
obtained in [EGW12] and can be described as follows: ∂B is the set of probability measures µ on ∂V.
Convergence to µ ∈ ∂B of a sequence (xn)n∈N ⊂B means that an := #xn→∞ and that the relative number
#xn(u)/an of nodes in the subtree rooted at u∈V converges to µ(Au) for all u∈V, where Au consists of all
infinite 0-1 sequences with prefix u. As with the transition tree in the previous section, the values µ(Au),
u ∈V, determine µ . With probability 1, the distribution of X∞, which is a random probability measure, is
diffuse in the sense that X∞(Au)> 0 for all u ∈V, and it has the (characterizing) property that the random
variables

ξu :=
X∞(Au0)

X∞(Au)
, u ∈V, (14)

are independent and uniformly distributed on the unit interval. This in turn implies that X∞(Au) can be
written as the product of independent, identically distributed random variables, a fact that we will use
repeatedly below.

In the present section we apply this to the asymptotics of the random functions BXn , n ∈ N. The idea of
describing randomly growing sets by their boundary appears in connection with models now known under
the acronym ‘IDLA’ (internal diffusion limited aggregation). This subject area was initiated in [DF91],
an early important contribution is [LBG92]. Both papers deal with integer lattices, but the basic model
has since then been applied to various other infinite discrete background sets, for example to the ‘comb’
in [HS12]. BST chains may be seen as an IDLA variant on the background set V, where the exploration
process is a reinforced random walk in the sense that the probabilities of moving from u to u0 and u1
respectively depend on the number of previous particles that have travelled along the respective edge.
The BST boundary functions have earlier been investigated under the name of ‘silhouette’ in [Grü05]
and [Grü09], where they were regarded as functions on the unit interval via

∂V∋ u = (uk)k∈N 7→ β (u) :=
1
2
+

∞

∑
k=1

2uk−1
2k+1 ∈ [0,1] (15)

(binary rationals do not matter as X∞ has no atoms). Figure 1 shows the boundary functions of Xn for
various n, with pseudorandom data, where (15) has been used to display BXn as a function on [0,1].

We begin with two real-valued functionals of the boundary functions. First we consider the growth of
the trees along a fixed path through the infinite binary tree.
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Fig. 1: The subgraph of BXn , for n = 50 (black), n = 100 (gray) and n = 200 (light gray).

Theorem 3 Let u ∈ ∂V be fixed. Then the tail σ -field of the sequence (BXn(u))n∈N is P-trivial.

Let

H(0) = 0, H(n) =
n

∑
k=1

1/k for n ∈ N,

be the harmonic numbers. From the representation of BXn(u) as a sum of independent Bernoulli variables
we obtain EBXn(u) = H(n) and, using H(n)∼ logn, the distributional convergence

1√
logn

(
BXn(u)− logn

)
→distr Z as n→ ∞, (16)

where Z has a standard normal distribution. However, by Theorem 3, there is no transformation of the
random variables BXn(u), u ∈ ∂V fixed, that leads to strong convergence with a non-degenerate limit.

For the second functional we integrate the boundary functions with respect to the measure ν on ∂V
given by ν(Au) = 2−|u|. This is the unique normalized Haar measure if we regard the set of infinite
0-1 sequences as a compact group under the pointwise addition modulo 2. Recall from (14) that ξu =
X∞(Au0)/X∞(Au), and let

C(t) = 1 +
1
2

(
log(t)+ log(1− t)

)
, 0< t < 1.

Lemma 4 The sequence L∞,k := ∑|u|<k 2−|u|C(ξu) converges almost surely and in L2 as k→ ∞.

We write L∞ = ∑v∈V2−|v|C(ξv) for the limit of L∞,k as k→ ∞. In this series we do not have absolute
convergence: For k ∈ N fixed the mean of the random variable ∑|u|=k 2−|u||C(ξu)| is a positive value that
does not depend on k.
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Theorem 5 Let Ln :=
∫

BXn dν . Then Ln−H(n) → L∞ with probability 1 as n→ ∞.

As a sum of independent and non-degenerate random variables the limit L∞ is not almost surely con-
stant; in particular, the tail σ -field of the L-sequence is not P-trivial.

0 10 1

0 10 1

Fig. 2: Two values of Yn, with n = 500 (blue) and n = 1000 (red).

We return to the boundary functions. From Theorem 3 it is clear that we cannot expect these to converge
pointwise; see also Figure 1. Further, the asymptotic normality in (16) shows that, at a specific point, the
functions increase roughly as logn but that there are fluctuations of the order

√
logn. Hence, apart from

shifting, some smoothing is needed, as has already been noticed in [Grü09]. We first adapt the smoothing
procedure introduced [Grü09] to ∂V instead of [0,1] as domain of the random functions. For this we
define a total order on ∂V by setting u≺ v for u = (uk)k∈N, v = (vk)k∈N, with u 6= v, if and only if ul = 0
and vl = 1 in the first position l where the sequences differ. With the IDLA connection in mind we are
now led to normalizing and smoothing BXn to Yn given by

Yn(u) :=
∫

v≺u

(
BXn(v)−H(n)

)
ν(dv)

(recall that the nth harmonic number is the expectation of BXn(v) for each v ∈ ∂V). It is easy to deduce
from [Grü09, Theorem 8] that Yn converges in distribution to a process with continuous paths. However,
as the Yn’s are all defined on the same probability space, it makes sense to ask whether these variables
themselves converge.

Figure 2 shows the values of Yn(ω) for two ω’s, with n = 500 and n = 1000 respectively, where instead
of two such ω’s in the left and the right part of the figure two separate streams of numbers were used that
the present author regards as plausible substitutes for truly random numbers: The two sequences were
generated from alternating blocks of ten digits in the decimal expansion of π − 3, so that the left stream
begins with t1 = 0.1415926535, t2 = 0.2643383279, . . ., whereas the right stream has t1 = 0.8979323846,
t2 = 0.5028841971 and so on. As in Figure 1, ∂V is mapped to [0,1] by the function β defined in (15) in
order to be able to draw the functions.
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The figure supports the conjecture that the random functions Yn themselves converge, and that the limit
is not a fixed function. Incidentally, it also demonstrates the influence of the first few values on the output
of the BST algorithm: The long-term proportion #Xn((0))/n of nodes in the left subtree is equal to the
value of the first input variable, for example, and for the above π-data the t1-values are quite different.

The theorem below confirms this conjecture. The theorem also provides a representation of the limit
process in terms of the Doob-Martin limit X∞ of the BST sequence and, in fact, its proof is closely
connected to this representation.

We need to specify what convergence of the random functions Yn means. For this, we define a metric d
on ∂V by d(u,v) = 2−l+1 for u,v ∈ ∂V, u 6= v, where l is the first coordinate in which the two sequences
differ as in the definition of the total order on ∂V; also, l− 1 = |u∧ v| where u∧ v denotes the longest
common prefix (last common ancestor) of u and v. This turns ∂V into a compact metric space; we
write C(∂V) for the set of continuous functions on (∂V,d). Endowed with the supremum norm, ‖ f‖∞ =
supu∈V | f (u)|, C(∂V) becomes a Banach space.

Further, for u = (uk)k∈N ∈ ∂V let K(u) := {k ∈ N : uk = 1}, and u(k) := (u1, . . . ,uk−1,0) for k ∈ K(u).
Generalizing the notation introduced above in connection with the second functional of the boundary
functions we write

L∞(u) := ∑
v≥u

2−|v|C(ξv), u ∈V, (17)

where ‘≥’ now refers to prefix order. Clearly, L∞(u) has the same distribution as 2−|u|L∞( /0), and we know
from Lemma 4 that L∞( /0) = L∞ has zero mean and finite variance. It can be shown that it makes sense to
define two random functions Y ′∞ = (Y ′∞(u))u∈∂V and Y ′′∞ = (Y ′′∞(u))u∈∂V on ∂V by

Y ′∞(u) = ∑
k∈K(u)

L∞(u(k)), Y ′′∞(u) = ∑
k∈K(u)

2−k log
(
2kX∞(Au(k))

)
. (18)

The random functions Y ′∞ and Y ′′∞ may also be regarded as stochastic processes with time parameter u∈ ∂V.
It can be shown that they have continuous paths with probability 1 and that they are integrable in the sense
that E‖Y ′∞‖∞ < ∞ and E‖Y ′′∞‖∞ < ∞.

Theorem 6 With probability 1, Yn converges in
(
C(∂V),‖ · ‖∞

)
to Y∞ := Y ′∞ +Y ′′∞ as n→ ∞.

The proof makes use of infinite-dimensional martingales; see [Nev75, Chapter V-2]. These are obtained
by projecting Y ′∞ and Y ′′∞ on the natural filtration of the BST chain.

Acknowledgements. I thank Steve Evans, Klaas Hagemann, Anton Wakolbinger and Wolfgang Woess
for helpful discussions.
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Abstract. In a paper entitled Binary lambda calculus and combinatory logic, John Tromp presents a simple way of
encoding lambda calculus terms as binary sequences. In what follows, we study the numbers of binary strings of a
given size that represent lambda terms and derive results from their generating functions, especially that the number
of terms of size n grows roughly like 1.963447954 . . .n.
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1 Introduction

In recent years growing attention has been given to quantitative research in logic and computational mod-
els. Investigated objects (e.g., propositional formulae, tautologies, proofs, programs) can be seen as com-
binatorial structures, providing therefore the inspiration for combinatorists and computer scientists. In
particular, several works have been devoted to studying properties of lambda calculus terms. On a practi-
cal point of view, generation of random lambda terms is the core of debugging functional programs using
random tests [3] and the present paper offers an answer to an open question (see introduction of [3]) since
we are able to generate closed typable terms following a uniform distribution. This work applies beyond
λ-calculus to any system with bound variables, like first order predicate calculus (quantifiers are binders
like λ) or block structures in programming languages.
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First traces of the combinatorial approach to lambda calculus date back to the work of Jue Wang [19],
who initiated the idea of enumerating λ-terms. In her report, Wang defined the size of a term as the total
number of abstractions, applications and occurrences of variables, which corresponds to the number of all
vertices in the tree representing the given term.

This size model, although natural from the combinatorial viewpoint, turned out to be difficult to handle.
The question that arises immediately concerns the number of λ-terms of a given size. This task has been
done for particular classes of terms by Bodini, Gardy, and Gittenberger in [2] and Lescanne in [14].

The approach applied in the latter paper has been extended in [9] by the authors of the current paper to
the model in which applications and abstractions are the only ones that contribute to the size of a λ-term.
The same model has been studied in [4] by David et al., where several properties satisfied by random
λ-terms are provided.

When dealing with the two described models, it is not difficult to define recurrence relations for the
number of λ-terms of a given size. However, by applying standard tools of the theory of generating
functions one obtains generating functions that are expressed in the form of infinitely nested radicals.
Moreover, the radii of convergence are in both cases equal to zero, which makes the analysis of those
functions very difficult to cope with.

In this paper, we study the binary encoding of lambda calculus introduced by John Tromp in [18]. This
representation results in another size model. It comes from the binary lambda calculus he defined in which
he builds a minimal self interpreter of lambda calculus(i) as a basis of algorithmic complexity theory [15].
Set as a central question of theoretical computer science and mathematics, this approach is also more
realistic for functional programming. Indeed for compiler builders it is counter-intuitive to assign the
same size to all the variables, because in the translation of a program written in Haskell, Ocaml or LISP

variables are put in a stack. A variable deep in the stack is not as easily reachable as a variable shallow in
the stack. Therefore the weight of the former should be larger than the weight of the latter. Hence it makes
sense to associate a size with a variable proportional to its distance to its binder. In this model, recurrence
relations for the number of terms of a given size are built using this specific notion of size. From that,
we derive corresponding generating functions defined as infinitely nested radicals. However, this time the
radius of convergence is positive and allows us a further analysis of the functions. We are able to compute
the asymptotics for the number of all (not necessarily closed) terms and we also prove the upper bound
for the asymptotics for the number of closed ones. Moreover, we define an unranking function, i.e., a
generator of terms from their indices from which we derive a uniform generator of λ-terms (general and
typable). This allows us to provide outcomes of computer experiments in which we estimate the number
of simply typable λ-terms of a given size.

2 Lambda calculus and its binary representation

Lambda calculus is a model of computation that is equivalent to Turing machines or recursive functions,
serving as a powerful tool in the development of the programming theory [16]. Furthermore, it constitutes
the basis for functional programming languages and has many applications in automated theorem provers.

Basic objects of the lambda calculus are λ-terms, which are regarded as denotation for functions or
computer programs. In order to eliminate names of variables from the notation of λ-terms, de Bruijn
introduced an alternative way of representing equivalent terms.

(i) an alternative to universal Turing machine
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Let us assume that we are given a countable set {1, 2, 3, . . .}, elements of which are called de Bruijn
indices. We define de Bruijn terms (called terms for brevity) in the following way:

(i) each de Bruijn index i is a term,

(ii) if M is a term, then (λM) is a term (called an abstraction),

(iii) if M and N are terms, then (MN) is a term (called an application).

For the sake of clarity, we will omit the outermost parentheses. Moreover, we sometimes omit other
parentheses according to the convention that application associates to the left, and abstraction associates
to the right. Therefore, instead of (MN)P we will write MNP , and instead of λ(λM) we will write
λλM .

Given a term λN we say that the λ encloses all indices occuring in the term N . Given a term M , we
say that an occurence of an index i in the term M is free in M if the number of λ’s in M enclosing the
occurrence of i is less than i. Otherwise, we say the given occurrence of i is bound by the i-th lambda
enclosing it. A term M is called closed if there are no free occurrences of indices.

For instance, given a term λλ1(λ14), the first occurrence of 1 is bound by the second λ, the second
occurrence of 1 is bound by the third λ, and the occurrence of 4 is free. Therefore, the given term is not
closed.

Following John Tromp, we define the binary representation of de Bruijn indices in the following way:

λ̂M = 00M̂,

M̂N = 01M̂N̂ ,

î = 1i0.

However, notice that unlike Tromp [18] and Lescanne [13], we start the de Bruijn indices at 1 like de
Bruijn [5]. Given a de Bruijn term, we define its size as the length of the corresponding binary sequence,
i.e.,

|n| = n+ 1,

|λM | = |M |+ 2,

|M N | = |M |+ |N |+ 2.

For example, the de Bruijn term λλ1(λ14) is represented by the sequence 00000110001011110 and
hence its length is 17.

In contrast to previously studied models, the number of all (not necessarily closed) λ-terms of a given
size is always finite. This is due to the fact that the size of each variable depends on the distance from its
binder.

3 Combinatorial facts

In order to determine the asymptotics of the number of all/closed λ-terms of a given size, we will use the
following combinatorial notions and results.

We say that a sequence (Fn)n≥0 is of
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• order Gn, for some sequence (Gn)n≥0 (with Gn 6= 0), if

lim
n→∞

Fn/Gn = 1,

and we denote this fact by Fn ∼ Gn;

• exponential order An, for some constant A, if

lim sup
n→∞

|Fn|1/n = A,

and we denote this fact by Fn ⊲⊳ An.

Given the generating function F (z) for the sequence (Fn)n≥0, we write [zn]F (z) to denote the n-th
coefficient of the Taylor expansion of F (z), therefore [zn]F (z) = Fn.

The theorems below (Theorem IV.7 and Theorem VI.1 of [8]) serve as powerful tools that allow to
estimate coefficients of certain functions that frequently appear in combinatorial considerations.

Fact 1 If F (z) is analytic at 0 and R is the modulus of a singularity nearest to the origin, then

[zn]F (z) ⊲⊳ (1/R)n.

Fact 2 Let α be an arbitrary complex number in C \ Z≤0. The coefficient of zn in

f(z) = (1− z)α

admits the following asymptotic expansion:

[zn]f(z) ∼ nα−1

Γ(α)

(
1 +

α(α− 1)

2n
+
α(α− 1)(α− 2)(3α− 1)

24n2
+O

(
1

n3

))
,

where Γ is the Euler Gamma function.

4 The sequences Sm,n

Let us denote the number of λ-terms of size n with at most m distinct free indices by Sm,n.
First, let us notice that there are no terms of size 0 and 1. Let us consider a λ-term of size n+2 with at

most m distinct free variables. Then we have one of the following cases.

• The term is a de Bruijn index n+ 1, provided m is greater than or equal to n+ 1.

• The term is an abstraction whose binary representation is given by 00M̂ , where the size of M is n
and M has at most m+ 1 distinct free variables.

• The term is an application whose binary representation is given by 01M̂N̂ , where M is of size i
and N is of size n − i, with i ∈ {0, . . . , n}, and each of the two terms has at most m distinct free
variables.
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This leads to the following recursive formula(ii):

Sm,0 = Sm,1 = 0, (1)

Sm,n+2 = [m ≥ n+ 1] + Sm+1,n +
n∑

k=0

Sm,kSm,n−k. (2)

The sequence S0,n, i.e., the sequence of numbers of closed λ-terms of size n, can be found in the On-line
Encyclopedia of Integer Sequences under the number A114852. Its first 20 values are as follows:

0, 0, 0, 0, 1, 0, 1, 1, 2, 1, 6, 5, 13, 14, 37, 44, 101, 134, 298, 431.

Now let us define the family of generating functions for sequences (Sm,n)n≥0:

Sm(z) =
∞∑

n=0

Sm,n z
n.

Most of all, we are interested in the generating function for the number of closed terms, i.e.,

S0(z) =

∞∑

n=0

S0,n z
n.

Applying the recurrence on Sm,n, we get

Sm(z) = z2
∞∑

n=0

Sm,n+2z
n

= z2
∞∑

n=0

[m ≥ n+ 1]zn + z2
∞∑

n=0

Sm+1,n z
n + z2

∞∑

n=0

n∑

k=0

Sm,kSm,n−k z
n

= z2
m−1∑

k=0

zk + z2Sm+1(z) + z2Sm(z)2

=
z2 (1− zm)

1− z + z2Sm+1(z) + z2Sm(z)2.

Solving the equation

z2Sm(z)2 − Sm(z) +
z2 (1− zm)

1− z + z2Sm+1(z) = 0 (3)

gives us

Sm(z) =

1−
√
1− 4z4

(
1−zm
1−z + Sm+1(z)

)

2z2
. (4)

(ii) Given a predicate P , [P (~x)] denotes the Iverson symbol, i.e., [P (~x)] = 1 if P (~x) and [P (~x)] = 0 if ¬P (~x).
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This means that the generating function Sm(z) is expressed by means of infinitely many nested radicals,
a phenomenon which has already been encountered in previous research papers on enumeration of lambda
terms, see e.g., [1]. However, in Tromp’s binary lambda calculus we are able to provide more results than
in other representations of lambda terms.

First of all, let us notice that the number of lambda terms of size n has to be less than 2n, the number
of all binary sequences of size n. This means that in the considered model of lambda terms the radius of
convergence of the generating function enumerating closed lambda terms is positive (it is at least 1/2),
which is not the case in other models, where the radius of convergence is equal to zero.

5 The number of all λ-terms

Let us now consider the sequence enumerating all binary λ-terms, i.e., including terms that are not closed.
Let S∞,n denote the number of all such terms of size n. Repeating the reasoning from the previous
section, we obtain the following recurrence relation:

S∞,0 = S∞,1 = 0,

S∞,n+2 = 1 + S∞,n +

n∑

k=0

S∞,kS∞,n−k.

The sequence (S∞,n)n∈N can be found in On-line Encyclopedia of Integer Sequences with the entry
number A114851. Its first 20 values are as follows:

0, 0, 1, 1, 2, 2, 4, 5, 10, 14, 27, 41, 78, 126, 237, 399, 745, 1292, 2404, 4259.

Obviously, we have Sm,n ≤ S∞,n for every m,n ∈ N. Moreover, lim
m→∞

Sm,n = S∞,n.

Let S∞(z) denote the generating function for the sequence (S∞,n)n∈N, that is

S∞(z) =
∞∑

n=0

S∞,nz
n.

Notice that for m ≥ n− 1 we have Sm,n = S∞,n. Therefore

S∞(z) =

∞∑

n=1

Sn,nz
n,

which yields that [zn]Sn,n = [zn]S∞,n. Furthermore, S∞(z) = lim
m→∞

Sm(z) for all z ∈ [0, ρ].

Theorem 1 The number of all binary λ-terms of size n satisfies

S∞,n ∼ (1/ρ)n · C

n3/2
,

where ρ
.
= 0.509308127 and C

.
= 1.021874073.

The proof is in the full version of the paper [10]. Notice that 1/ρ
.
= 1.963447954.
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6 The number of closed λ-terms

Proposition 1 Let ρm denote the dominant singularity of Sm(z). Then for every natural number m we
have

ρm = ρ0,

which means that all functions Sm(z) have the same dominant singularity.

The proof is in the full version of the paper [10].

Proposition 2 The dominant singularity of S0(z) is equal to the dominant singularity of S∞(z), i.e.,

ρ0 = ρ
.
= 0.509308127.

Proof: Since the number of closed binary λ-terms is not greater than the number of all binary terms of
the same size, we conclude immediately that ρ0 ≥ ρ.

Let us now consider the functionals

Φm(F ) =
1−

√
1− 4z4( 1−z

m

1−z + F )

2z2
,

Φ∞(F ) =
1−

√
1− 4z4( 1

1−z + F )

2z2
.

In particular, when m = 0, we have

Φ0(F ) =
1−
√
1 + 4z4F

2z2
.

We have also

Sm(z) = Φm(Sm+1(z)).

The Φm’s and Φ∞ are increasing over functions over [0, 1), which means that for every z ∈ [0, 1) we
have

F (z) ≤ G(z) ⇒ Φm(F (z)) ≤ Φm(G(z)),

F (z) ≤ G(z) ⇒ Φ∞(F (z)) ≤ Φ∞(G(z)).

For each m ∈ N, let us consider the function S̃m(z) defined as the fixed point of Φm. In other words,
S̃m(z) is defined as the solution of the following equation:

S̃m(z) = Φm(S̃m(z)).

Notice that since Sm,n(z) ≤ Sm+1,n(z) ≤ S∞,n(z) for z ∈ [0, ρ] we can claim that Sm(z) ≤
Sm+1(z) ≤ S∞(z). Therefore, for z ∈ [0, ρ], we have

Φm(Sm(z)) ≤ Sm(z), (5)

S̃m(z) ≤ Sm(z) ≤ S∞(z). (6)
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Since S̃m(z) satisfies

2z2S̃m(z) = 1−
√
1− 4z4

(1− zm
1− z + S̃m(z)

)
,

we get

z2S̃2m(z)− (1− z2)2S̃m(z) +
z2(1− zm)

1− z = 0.

The discriminant of this equation is:

∆m = (1− z2)2 − 4z4(1− zm)

1− z .

The values for which ∆m = 0 are the singularities of S̃m(z). Let us denote the main singularity of
S̃m(z) by σm. From Equation (6) we see that

σm ≥ ρm ≥ ρ.

The value of σm is equal to the root of smallest modulus of the following polynomial:

Pm(z) := (z − 1)∆m = 4z4(1− zm)− (1− z)3(1 + z)2.

In the case of the function S̃∞(z), we get the polynomial

P∞(z) = z5 + 3z4 − 2z3 + 2z2 + z − 1 =
R∞(z)

z − 1
,

whose root of smallest modulus is, like in the case of R∞(z), equal to ρ.
Now let us show that the sequence (σm)m∈N of roots of polynomials Pm(z) is decreasing (see Figure 1)

and that it converges to ρ.
Notice that Pm(z) = P∞(z) − 4zm+4. Given a value ζ such that ρ < ζ < 1 (for instance ζ = 0.8),

Pm(z) converges uniformly to P∞(z) in the interval [0, ζ]. Therefore σm → ρ when m → ∞. By
σm ≥ ρm ≥ ρ, we get ρm → ρ, as well. Since all the ρm’s are equal, we obtain that ρm = ρ for every
natural m. ✷

The number of closed terms of a given size cannot be greater than the number of all terms. Therefore,
we immediately obtain what follows.

Theorem 2 The number of closed binary λ-terms of size n is of exponential order (1/ρ)n, i.e.,

S0,n ⊲⊳ 1.963448 . . .n .

Figure 2 shows values Sm,n · ρn · n3/2 for a few initial values of m and n up to 600.
These numerical experiments allow us to state the following conjecture.

Conjecture 1 For every natural number m, we have

Sm,n ∼ o
(
1.963448 . . .n · n−3/2

)
.
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Fig. 1: Roots of the Pm’s

Fig. 2: Sm,nρ
nn3/2 up to n = 600 for m = 0 to 10



142 K. Grygiel, and P. Lescanne

7 Unrankings

The recurrence relation (2) for Sm,n allows us to define the function generating λ-terms. More precisely,
we construct bijections sm,n, called unranking functions, between all non-negative integers not greater
than Sm,n and binary λ-terms of size n with at most m distinct free variables [7]. This approach is also
known as the recursive method, originating with Nijenhuis and Wilf [17] (see especially Chapter 13). In
order to describe unranking functions, we make use of the Cantor pairing function.

Let us recall that for n ≥ 2 we have, by (2),

Sm,n = Sm+1,n−2 +

n−2∑

j=0

Sm,jSm,n−2−j + [m ≥ n− 1].

The encoding function sm,n takes an integer k ∈ {1, . . . , Sm,n} and returns the term built in the following
way.

• If m ≥ n− 1 and k is equal to Sm,n, the function returns the string 1n−10.

• If k is less than or equal to Sm+1,n−2, then the corresponding term is in the form of abstraction

00M̂ , where M̂ is the value of the unranking function sm+1,n−2 on k.

• Otherwise (i.e., k is greater than Sm+1,n−2 and less than Sm,n if m ≥ n + 1 or less than or equal

to Sm,n if m < n + 1) then the corresponding term is in the form of application 01M̂N̂ . In order

to get strings M̂ and N̂ , we compute the maximal value ℓ ∈ {0, . . . , n− 2} for which

k − Sm+1,n−2 =

ℓ−1∑

j=0

Sm,jSm,n−2−j + r with r ≤ Sm,ℓSm,n−2−ℓ.

The strings M̂ and N̂ are the values sm,ℓ(k′) and sm,n−2−ℓ(k′′), respectively, where (k′, k′′) is the
pair of integers encoded by r by the Cantor pairing function.

In Figure 3 the reader may find a Haskell program [12] which computes the values sm,n(k). In this
program, the function sm,n(k) is written as unrankT m n k and the sequence Sm,n is written as
tromp m n.

8 Number of typable terms

The unranking function allows us to traverse all the closed terms of size n and to filter those that are
typable (see [11] and appendix) in order to count them and similarly to traverse all the terms of size n to
count those that are typable. [10] provides tables of the numbers of typable terms of size n.

Thanks to the unranking function, we can build a uniform generator of λ-terms and, using this gener-
ator, we can build a uniform generator of simply typable λ-terms, which works by sieving the uniformly
generated plain terms through a program that checks their typability (see for instance [9]). This way, it is
possible to generate uniformly typable closed terms up to size 450 which is rather good since Tromp was
able to build a self interpreter(iii) for the λ-calculus of size 210.

(iii) Which is not typable by definition!
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Fig. 3: A Haskell program for computing values of the function sm,n

9 Conclusion

We have shown that if we use the size yielded by the binary lambda calculus [18], we get an exponential
growth of the number of λ-terms of size n when n goes to infinity. This applies to closed λ-terms,
to λ-terms with a bounded number of free variables, and to all λ-terms of size n. Except for the size
of all λ-terms, the question of finding the non-exponential factor of the asymptotic approximation of
these numbers is still open. Since the generating functions are not standard, we were lead to devise
new methods for computing these approximations. Beside, we describe unranking functions (recursive
methods) for generating λ-terms from which we derive tools for their uniform generation and for the
enumeration of typable λ-terms. The generation of random (typable) terms is limited by the performance
of the generators based on the recursive methods aka unranking which needs to handle huge number.
Boltzmann samplers [6] should allow us to generate terms of larger size.
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Abstract. As a generalization of the sum of digits function and other digital sequences, we asymptotically analyze
sequences defined as the sum of the output of a transducer when reading a random integer in [0, N). Analogues in
higher dimensions are also considered. We show that sequences defined by a certain class of recursions can be written
in this framework.

Depending on properties of the transducer, we give the main term, the periodic fluctuation and an error term of
the expected value and the variance of this sequence. In many cases, the periodic fluctuation of the expected value
is continuous and nowhere differentiable. We give a general formula for the Fourier coefficients of this periodic
function. Furthermore, the sequence is asymptotically normally distributed for many transducers. As an example, we
analyze the abelian complexity function of the paperfolding sequence, which has recently been studied by Madill and
Rampersad.
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differentiability.

1 Introduction

Over the last decades, asymptotic properties of digital sequences have been studied by many authors. The
simplest example is the q-ary sum of digits, see Delange [Del75]. This has been generalized to vari-
ous other number systems (cf. [Kir83], [KP84], [Thu99], [GT00], [BG01], [GHP03], [GHP04], [HM07],
[HK14]). Similar results have been obtained for other digital sequences (cf. [Cat92] and [BK95]). Fre-
quently observed phenomena in the asymptotic analysis of these sequences include periodic fluctuations
in the second order term and asymptotic normality (see also [DG10]).

The purpose of this article is to use finite state machines as a uniform framework to derive such asymp-
totic results. The results mentioned above will follow as corollaries from our main results, see the end of
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Section 2 for more details. As an example of a new result fitting into this framework, we study the abelian
complexity function of the paperfolding sequence (cf. [MR13]), see Example 6.1.

Our main focus lies on transducers: these finite state machines transform input words to output words
using a finite memory (see Section 2 for a more precise definition). In our case, the input is the q-ary digit
expansion of a random integer in the interval [0, N). We then asymptotically study the sum of the output
of the transducer for N →∞. This is also extended to higher dimensions.

While some of the examples can easily be formulated by transducers, other examples are more readily
expressed in terms of recursions of the shape

a(qκn+ λ) = a(qκλn+ rλ) + tλ for 0 ≤ λ < qκ, n ≥ 0 (1)

with fixed κ, κλ, rλ ∈ Z, tλ ∈ R and κλ < κ. We reduce these recursions to transducers in Section 6.
This reduction can be performed algorithmically by a Sage [S+13] program using the finite state machine
package described in [HKK].

Several notions abstracting the sum-of-digits and related problems have been studied. One of them is
the notion of completely q-additive functions a : N0 → R with

a(qn+ λ) = a(n) + a(λ) (2)

for 0 ≤ λ < q (cf. [BK95]). These have been generalized to digital sequences as defined in [AS03, Cat92]:
A sequence a(n) is a digital sequence if it is the sum, over all windows of a fixed length κ of the q-ary
digit representation of n, of a given function of these windows. These digital sequences can easily be
formulated by a recursion as in (1).

For a transducer T , let T (n) be the sum of the output labels of T when reading the q-ary expansion
of n. For a positive integer N , we study the behavior of T (n) for a uniformly chosen random n in
{0, . . . , N − 1}. Assuming suitable connectivity properties of the graph underlying the transducer, we
obtain the following results.

• The expected value is given by E(T (n)) = eT logq N +Ψ1(logq N) + o(logN) for a constant eT
and a periodic, continuous function Ψ1 (Theorem 1).

• The variance is V(T (n)) = vT logq N −Ψ2
1(logq N) + Ψ2(logq N) + o(logN) with constant vT

and a periodic, continuous function Ψ2(x) (Theorem 1).

• After suitable renormalization, T (n) is asymptotically normally distributed (Theorem 1).

• The Fourier coefficients of Ψ1 are given explicitly (Theorem 2).

• The function Ψ1 is nowhere differentiable provided that eT is not an integer (Theorem 3).

The exact assumptions for the various results are given in detail in the corresponding theorems. Results
for higher dimensional input are available for expectation, variance and normal distribution.

In the following, we discuss the relation of our setting and our results with the notion of q-regular
sequences introduced in [AS03].

A sequence is q-regular if it is the first coordinate of a vector v(n) and there exist matrices V0, . . . ,
Vq−1 such that

v(qn+ ε) = Vεv(n) (3)
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0 1 1
1 |0

0 |00 |1

1 |1

0 |0 1 |0

Figure 1: Transducer defining the Hamming weight of the non-adjacent form.

for ε ∈ {0, 1, . . . , q − 1}.
The concept of q-regular sequences is more general than our setting, but a broader variety of asymptotic

behavior is observed which precludes any generalization of our results to general q-regular sequences.
While T (n) is a q-regular sequence for any transducer T , the converse is not necessarily true: Obvi-

ously, the sum of the output of a transducer reading the input n is always bounded byO(log n). However,
the 2-regular sequence

a(n) =

{
n if n is a power of 2,

0 otherwise
(4)

can clearly not be bounded by O(log n).
Asymptotic estimates of q-regular sequences are given by Dumas [Dum13a, Dum13b]. By restricting

our attention to sequences defined by transducers, we also obtain an asymptotic estimate of the variance,
explicit expressions for the Fourier coefficients of the fluctuation in the second term of the expected value,
non-differentiability of this fluctuation as well as a central limit theorem.

2 Preliminaries and Results

We consider complete, deterministic, subsequential transducers. In our case, we use the input alphabet
{0, . . . , q− 1}d for a positive integer d and the output alphabet R. A transducer is said to be deterministic
and complete if for every state and every digit of the input alphabet, there is exactly one transition starting
in this state with this input label. A subsequential transducer T is defined to be a finite deterministic
automaton with one initial state, an output label for every transition and a final output label for every state.

In Figure 1, we show an example of a complete, deterministic, subsequential transducer. The label of a
transition with input ε and output δ is written as ε | δ.

The input of the transducer is the standard q-ary joint digit representation of an integer vector n ∈ Nd0,
i.e. the standard q-ary digit representation in each coordinate of the vector n. The input is read from
right (least significant digit) to left (most significant digit), without leading zeros. Then the output of the
transducer is the sequence of the outputs of the transitions along the unique path with the given input and
the final output of the last state of this path. The element T (n) of the sequence defined by the transducer
T is the sum of this output sequence.

Using final output labels is convenient for our purposes because we do not have to care about a sufficient
number of leading zeros in the input digit expansion to ensure that all carries are fully processed. Clearly,
it would also be possible to model the final output labels by using an “end-of-input” marker and additional
transitions.

We use the following probability space for computing the expected value, the variance and the limit
distribution. The sample space is the set ΩN = {0, 1, . . . , N − 1}d and the probability measure is the
equidistribution on this set.
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For the different results, we need different properties of the complete, deterministic, subsequential
transducer and its underlying digraph. The underlying digraph is assumed to be weakly connected and
consists of strongly connected components Cj . Contracting each strongly connected component of the
underlying digraph gives an acyclic digraph. A strongly connected component is said to be final strongly
connected if it corresponds to a leaf (i.e., a vertex with outdegree 0) in this acyclic digraph. Let c be the
number of final strongly connected components. We call a transducer or a digraph finally connected if
c = 1.

For the asymptotic expressions, only the final strongly connected components are important. All other
strongly connected components only influence the error term. Thus, we are not interested in the periodicity
of the whole underlying digraph, but in the periodicity of the final strongly connected components. The
period of a digraph is defined as the greatest common divisor of all lengths of directed cycles of the
digraph. For j = 1, . . . , c, we define pj as the period of the final strongly connected component Cj . The
final period p of the digraph is defined to be the least common multiple of pj , j = 1, . . . , c. We call a
digraph finally aperiodic if p = 1. If the underlying digraph is strongly connected, its final period is equal
to its period.

For proving the non-differentiability of the fluctuation, we not only need a finally aperiodic, finally
connected digraph (p = c = 1), but also a reset sequence. A reset sequence is an input sequence such that
starting at any state and reading this sequence leads to a specific state s. If the transducer is not finally
aperiodic and finally connected, then there cannot exist a reset sequence.

In Section 3, we sketch the proof of the main part of the following theorem.

Theorem 1 Let d ≥ 1, T be a complete, deterministic, subsequential transducer with input alphabet
{0, 1, . . . , q − 1}d, output alphabet R and final period p. Let T (n) be the sum of the output labels of
T when reading the q-ary joint digit representation of the integer vector n, including the corresponding
final output. We consider the probability space ΩN = {0, 1, . . . , N −1}d with equidistribution for a fixed
N .

Then T (n) has the expected value

E(T (n)) = eT logq N +Ψ1(logq N) +O(N−ξ logN) (5)

where eT , ξ > 0 are constants and Ψ1(x) is a p-periodic, continuous function. The variance is bounded
by

V(T (n)) = O(log2N). (6)

If T is finally connected, then T (n) has the variance

V(T (n)) = vT logq N −Ψ2
1(logq N) + Ψ2(logq N) +O(N−ξ log2N) (7)

with constant vT ∈ R and a p-periodic, continuous function Ψ2(x).
If furthermore vT 6= 0, then T (n) is asymptotically normally distributed. In particular, we have

P

(
T (n)− E(T (n))√

V(T (n))
< x

)
=

1√
2π

∫ x

−∞
e

−y2

2 dy +O
(
log−

1
4 N

)
(8)

for all x ∈ R.
Assume that the transducer is finally connected, finally aperiodic and d = 1. Then the Fourier coeffi-

cients of Ψ1(x) are stated in Theorem 2. Furthermore assume that the transducer has a reset sequence, the
output alphabet is Z and that eT 6∈ Z. Then Ψ1(x) is non-differentiable for every x ∈ R (see Theorem 3).
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In Theorem 2 in Section 4, we state the Fourier coefficients of the periodic fluctuation Ψ1(x) of the
expected value in the one dimensional case. We discuss the non-differentiability of Ψ1(x) in Theorem 3
in Section 5.

In the last section, we consider a sequence satisfying the recursion (1). We construct a transducer
computing this sequence in Theorem 4. Thus, from Theorem 1, the expected value, the variance and the
limit distribution follow in many cases. This construction and the computations for the constants eT , vT
and the Fourier coefficients can be done algorithmically by a computer algebra system.

Theorem 1 is a generalization of the following known results.

• For the sum of digits of the standard q-ary digit representations (cf. [Del75]), we obtain an asymp-
totic normal distribution, the Fourier coefficients and the non-differentiability (for even q). The
error term vanishes, as stated in Remark 3.1. Therefore, the formula is not only asymptotic but also
exact.

• The occurrence of subblocks in standard and non-standard digit representations is defined by a
strongly connected, aperiodic transducer. Thus we obtain the expected value, the variance and the
limit law (cf. [Kir83, KP84, GHP03] for the expected value). For one dimensional digit representa-
tions, we also obtain the Fourier coefficients and the non-differentiability (assuming eT 6∈ Z).

• The Hamming weight is a special case of the occurrence of subblocks. Thus, Theorem 1 is a general-
ization of the results about the width-w nonadjacent form [HK14], the simple joint sparse [GHP04]
and the asymmetric joint sparse form [HK14].

• The transducer defining a completely q-additive function consists of only one state. Therefore,
we obtain an asymptotic normal distribution (as in [BK95]), the Fourier coefficients and the non-
differentiability (assuming eT 6∈ Z and integer output). Here, the error term vanishes, too.

• A digital sequence is defined by a finally connected, finally aperiodic transducer. Thus, digital se-
quences are asymptotically normally distributed. Assuming eT 6∈ Z and integer output, the periodic
fluctuation Ψ1(x) is non-differentiable. The Fourier coefficients can be computed by Theorem 2.
See [Cat92] for results about the expected value.

• Automatic sequences [AS03] also are defined by transducers: the output labels of all transitions
are 0 and the final output labels are like in the definition of such sequences. Theorem 1 gives the
expected value with eT = 0 (see also [Pet03]) and depending on the transducer also the variance
with vT = 0. In many cases, the Fourier coefficients of the periodic fluctuation of the expected
value are given explicitly in Theorem 2.

• In [GT00], Grabner and Thuswaldner investigate the sum of digits function for negative bases
ν−q(n). They give a transducer to compute the function ν−q(n) − ν−q(−n). Their result about
the limit law follows directly from our Theorem 1.

As an example of a new result obtained by Theorem 1, we give an asymptotic estimate of the abelian
complexity function of the paperfolding sequence in Example 6.1. In [MR13], the authors prove that this
sequence satisfies a recursion of type (1). As consequences of Theorem 1, the expected value of ρ(n) is
∼ 8

13 log2N , the variance is ∼ 432
2197 log2N and the sequence is asymptotically normally distributed.
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3 Asymptotic Distribution
We briefly sketch the proof of Theorem 1 in this section. Details can be found in the full version of this
article.

For a transducer T , we consider the exponential sum

F (N) =
∑

n∈ΩN

eitT (n). (9)

The function F (N) also depends on the complex variable t, but for simplicity, we do not state it in the
notation.

We define transition matrices Mε for ε ∈ {0, . . . , q − 1}d. We label the states of the transducer with
contiguous positive integers starting with the initial state 1. The (s1, s2)-th entry of the matrix Mε is eitδ

if there is a transition from state s1 to state s2 with input label ε and output label δ, and 0 otherwise. Let
M be the sum of all these transition matrices.

Then we can rewrite the summands in (9) as a matrix product

eitT (n) = e⊤1

L∏

l=0

Mεlu (10)

where (εL . . . ε0)q is the standard q-ary joint digit representation of n, εL 6= 0, e1 = (1, 0, . . . , 0)⊤ and
the vector u has entries eitb(s) where b(s) is the final output of the state s. Here ⊤ denotes transposition.

For the next steps, we only consider the matrix product without the vectors. We define G(N) =∑
n∈ΩN

g(n) with

g(n) =
L∏

l=0

Mεl . (11)

The function G(N) satisfies the recursion G(qN + ε) = MG(N) + Hε(N) where Hε(N) are certain
known functions. Thus, we obtain

G((εL . . . ε0)q) =
L∑

m=0

MmHεm((εL . . . εm+1)q) (12)

by induction.
Next, we investigate the dominant eigenvalues of the matrix M at t = 0. The absolute value of the

dominant eigenvalues is at most qd. Furthermore, qd is an eigenvalue. We then split up (12) into two
parts. The first part corresponds to the dominant eigenvalues. The second part is the error term.

Thus, we have an asymptotic expression for G(N) and also for F (N). The first and second derivative
of F (N) with respect to t at t = 0 give asymptotic expressions for the expected value and the variance.
The constants eT and vT depend on the first and second derivatives of the dominant eigenvalues of M
and can be computed by a computer algebra system. For the periodic fluctuations Ψ1(x) and Ψ2(x), we
obtain representations as infinite sums.

The Berry-Esseen inequality implies the asymptotic normal distribution.

Remark 3.1 If there are only dominant eigenvalues, then there is no remainder term and thus no error
term. This case occurs in the case of the sum of digits of the standard q-ary digit representation and other
completely q-additive functions.
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4 Fourier Coefficients

In this section, we state the formulas for the Fourier coefficient of the periodic fluctuation Ψ1(x).
The computation is rather lengthy and is not stated here. It starts with the representation for Ψ1(x)

obtained in the proof of Theorem 1. See the full version of this article for the corresponding calculations.

Theorem 2 Let T be a finally aperiodic, finally connected transducer and d = 1. Then the Fourier
coefficients of the 1-periodic fluctuation Ψ1(x) are

c0 = −eT
(1
2
+

1

log q

)
− iw′⊤1+Resz=1 w

⊤H(z),

cl =
eT

χl(1 + χl) log q
+

1

1 + χl
Resz=1+χl

w⊤H(z)
(13)

for l 6= 0. In these formulas, we use the following definitions. We have χl = 2πil
log q , ζ(z) the Riemann zeta

function, ζ(z, a) the Hurwitz zeta function, defined as

ζ(z, a) =
∑

r>−a
(r + a)−z, (14)

and 1 a vector whose entries are all 1.
Furthermore, w⊤ is the normalized (i.e. w⊤1 = 1) left eigenvector of the transition matrix M at t = 0

corresponding to the eigenvalue q. For general t, let w⊤(t) be the left eigenvector e⊤1 vr(t)v
⊤
l (t) where

v⊤
l (t) is a left eigenvector, vr(t) is an eigenvector of M corresponding to the dominant eigenvalue with

v⊤
l (t)vr(t) = 1 and vr(0) = 1. Then w′⊤ is defined to be the derivative of w⊤(t) at t = 0.
The (s1, s2)-th entry of the matrix ∆ε is the output label of the transition from state s1 to state s2 with

input label ε if it exists, and 0 otherwise. The matrix ∆ is the sum of all matrices ∆ε, ε ∈ {0, . . . , q − 1}.
The vector-valued function H(z) is defined by the Dirichlet series

H(z) =
∑

r≥1

(b(r)− eT ⌊logq r⌋1)r−z (15)

and has simple poles at z = 1 + χl for l ∈ Z. The s-th coordinate of the vector b(r) is the sum of
the output of the transducer T if starting in state s with input r, in particular, b(0) is the vector of final
outputs.

For ℜz > 1, the Dirichlet series H(z) satisfies the following infinite recursion

(1− q−zM)H(z) = 1eT

q−1∑

ε=1

ε−z +
q−1∑

ε=1

Mεb(0)ε
−z − 1eT ζ(z) + q−z

q−1∑

ε=0

∆ε1ζ

(
z,
ε

q

)

+

q−1∑

ε=0

Mε

∑

m≥1

(−z
m

)
q−z−mεmH(z +m).

(16)

We can use (16) to numerically evaluate the Dirichlet series H(z) with arbitrary precision (cf. [GH05])
and compute its residues at z = 1 + χl. In Example 6.1, we computed the first 24 Fourier coefficients of
the abelian complexity function ρ(n) of the paperfolding sequence.
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5 Non-differentiability

In this section, we again consider the periodic fluctuation Ψ1(x) of the expected value. We prove that for
certain transducers, it is nowhere differentiable. We follow the method presented by Tenenbaum [Ten97],
see also Grabner and Thuswaldner [GT00]. The details can be found in the full version of this article.

Theorem 3 Let d = 1. Assume that eT 6∈ Z and that the transducer T has a reset sequence and output
alphabet Z. Then the function Ψ1(x) is non-differentiable for any x ∈ R.

In [Ten97, GT00], the reset sequence consists only of 0’s. If working with digit expansions, it is often
possible to choose such a reset sequence. However, in the context of recursions, this is not always possible,
see Example 6.1. There the reset sequence is (10000). For a general finally aperiodic, finally connected
transducer, the existence of a reset sequence cannot be guaranteed.

6 Recursions

In this section, we describe how to reduce a recursion to a transducer computing the given sequence.

Theorem 4 Let a(n) be a sequence satisfying the recursion

a(qκn+ λ) = a(qκλn+ rλ) + tλ for 0 ≤ λ < qκ, n ≥ 0 (17)

with fixed q, κ, κλ, rλ ∈ Z, tλ ∈ R and 0 ≤ κλ < κ. A suitable set of initial values of a(n) has to
be given. Then there exists a subsequential, complete, deterministic transducer whose input is the q-ary
expansion of n and the sum of the output is a(n), that is T (n) = a(n).

Together with Theorem 1, we obtain an asymptotic expansion of the expected value 1
N

∑
n<N a(n)

of the sequence a(n). Depending on the properties of the transducer, we also obtain the variance and a
Gaussian limit law. It is also possible to compute the Fourier coefficients of the periodic fluctuation and
prove its non-differentiability, as in Example 6.1. Moreover, all this can be performed algorithmically by
a Sage program.

We just give the idea of the construction of the transducer. For more details, see the full version of this
article.

For simplicity, assume here that 0 ≤ rλ < qκλ . The first part of the transducer is a rooted q-ary tree of
depth κ−1. We start in the root at depth 0. Each vertex of the tree corresponds to exactly one equivalence
class modulo qj for j = 0, . . . , κ− 1. The input label of a transition starting in a leaf of this tree defines
an equivalence class λ mod qκ. Thus we know which case we have to use in the recursion (17). This
transition has output label tλ and leads to the vertex of the tree corresponding to the equivalence class
rλ mod qκλ .

The final output of a state is the value of a(l) where l is a minimal non-negative representative of the
corresponding equivalence class.

Note that the transducer also encodes for which indices an initial value has to be given: in each cycle
of the sub-transducer induced by the transitions with input label 0, an initial value has to be given for one
of its states because in this instance, leading zeros are admissible.

Example 6.1 Consider the abelian complexity function ρ(n) of the paperfolding sequence. The paper-
folding sequence is obtained by repeatedly folding a strip of paper in half in the same direction. Then we
open the strip and encode a right turn by 1 and a left turn by 0. The abelian complexity function ρ(n) gives
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Figure 2: Transducer computing the abelian complexity function ρ(n) of the paperfolding sequence. For simplicity,
we neglect the final output labels in this figure.

the number of abelian equivalence classes of subsequences of length n of the paperfolding sequence. Two
subsequences of length n are equivalent if they are permutations of each other. In [MR13], the authors
prove that this sequence satisfies the recursion

ρ(4n) = ρ(2n),

ρ(4n+ 2) = ρ(2n+ 1) + 1,

ρ(16n+ 1) = ρ(8n+ 1),

ρ(16n+ 3) = ρ(2n+ 1) + 2,

ρ(16n+ 5) = ρ(4n+ 1) + 2, (18)

ρ(16n+ 7) = ρ(2n+ 1) + 2,

ρ(16n+ 9) = ρ(2n+ 1) + 2,

ρ(16n+ 11) = ρ(4n+ 3) + 2,

ρ(16n+ 13) = ρ(2n+ 1) + 2,

ρ(16n+ 15) = ρ(2n+ 2) + 1

with ρ(1) = 2 and ρ(0) = 0. The constructed transducer is shown in Figure 2. For simplicity, we do not
state the final output labels in this figure. The expected value and the variance are

E(ρ(n)) =
8

13
log2N +Ψ1(log2N) +O(N−ξ logN),

V(ρ(n)) =
432

2197
log2N −Ψ2

1(log2N) + Ψ2(log2N) +O(N−ξ log2N)

(19)
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l cl l cl
0 0.9154305133 12 −0.0002297481 + 0.0009687657 i
1 −0.0162585750 + 0.0478637218 i 13 0.0006425378 + 0.0006516706 i
2 0.0054521982 + 0.0075023586 i 14 0.0000413217− 0.0003867709 i
3 −0.0028294724 + 0.0086495903 i 15 −0.0005632948− 0.0001843541 i
4 0.0036818110 + 0.0021908312 i 16 0.0009051717− 0.0000476354 i
5 −0.0028244495 + 0.0014519078 i 17 −0.0004621780− 0.0000594551 i
6 −0.0008962222 + 0.0030512180 i 18 −0.0000127264− 0.0003100797 i
7 0.0015033904 + 0.0013217107 i 19 0.0004112716 + 0.0001954204 i
8 −0.0006766166− 0.0015392566 i 20 −0.0000011706 + 0.0004183253 i
9 0.0016074870− 0.0000503663 i 21 −0.0001027596 + 0.0004091624 i
10 −0.0006908394 + 0.0018753575 i 22 −0.0004725451 + 0.0004237489 i
11 −0.0008974336 + 0.0007658455 i 23 −0.0000596181 + 0.0002323317 i

Table 1: First 24 Fourier coefficients of the abelian complexity function ρ(n) of the paperfolding sequence.

for ξ > 0 and the sequence ρ(n) is asymptotically normally distributed. The functions Ψ1(x) and Ψ2(x)
are 1-periodic, continuous and Ψ1(x) is nowhere differentiable. The reset sequence of the transducer is
(10000). The first 24 Fourier coefficients of Ψ1(x) are listed in Table 1. In Figure 3, the trigonometric
polynomial formed with these Fourier coefficients is compared with the function Ψ1(x).
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On the distribution of parameters in random

weighted staircase tableaux
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Abstract. In this paper, we study staircase tableaux, a combinatorial object introduced due to its connections with the
asymmetric exclusion process (ASEP) and Askey-Wilson polynomials. Due to their interesting connections, staircase
tableaux have been the object of study in many recent papers. More specific to this paper, the distribution of various
parameters in random staircase tableaux has been studied. There have been interesting results on parameters along
the main diagonal, however, no such results have appeared for other diagonals. It was conjectured that the distribution
of the number of symbols along the kth diagonal is asymptotically Poisson as k and the size of the tableau tend to
infinity. We partially prove this conjecture; more specifically we prove it for the second main diagonal.

Keywords: staircase tableau, asymmetric exclusion process, Poisson distribution, weak convergence

1 Introduction

In this paper, we study staircase tableaux, a combinatorial object introduced (in [10], [11]) due to con-
nections with the asymmetric exclusion process (ASEP) and Askey-Wilson polynomials. The ASEP can
be defined as a Markov chain with n sites, with at most one particle occupying each site. Particles may
jump to any neighboring empty site with rate u to the right and rate q to the left. Particles may enter
and exit at the first site with rates α and γ respectively. Similarly, particles may enter and exit the last
site with rates δ and β. The ASEP is an interesting particle model that has been studied extensively in
mathematics and physics. It has also been studied in many other fields, including computational biology
[3], and biochemistry, specifically as a primitive model for protein synthesis [16]. Staircase tableaux were
introduced per a connection between the steady state distribution of the ASEP and the generating function
for staircase tableaux [11]. See Section 2 for a discussion of the ASEP and its connection with staircase
tableaux.

In addition to interest in its own right, the ASEP has been known to have interesting connections in
combinatorics and analysis. Consequently, staircase tableaux have similarly been connected to many com-
binatorial objects and a family of polynomials. In fact, the generating function for staircase tableaux has
been used to give a formula for the moments of Askey-Wilson polynomials [11], [7]. Staircase tableaux
have also inherited many interesting properties from other types of tableaux (See [1], [5], [6], [11], [8],
[9], [15], [17]). We refer to [14, Table 1] for a description of some of the bijections between the various
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1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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types of the tableaux.

Due to all these interesting connections, staircase tableaux have been the object of study in many recent
papers. In [12], a probabilistic approach was developed and the distributions of various parameters were
studied. In fact, it was shown in [12] that the distribution of the number of α’s and β’s in a staircase
tableau are asymptotically normal, and distributions regarding the main diagonal were also given (see
Section 4). In [14], the distribution of each box in a staircase tableau was given, and it was conjectured
that the distribution of the number of symbols along the kth diagonal is asymptotically Poisson as k and
the size of the tableau tend to infinity. The main result of this paper is the proof of this in a special case
when k = n − 1. That is, we show that the distribution of the number of symbols along the second
main diagonal is asymptotically Poisson with parameter 1, see Theorem 8. Similarly, we show that the
number of α’s (resp. β’s) along the second main diagonal is asymptotically Poisson with parameter 1/2,
see Theorem 5 and Corollary 6.

2 Definitions and Notation

Staircase tableaux were first introduced in [10] and [11] as follows:

Definition 1 A staircase tableau of size n is a Young diagram of shape (n, n-1, ..., 1) such that:

1. The boxes are empty or contain an α, β, γ, or δ.

2. All boxes in the same column and above an α or γ are empty.

3. All boxes in the same row and to the left of an β or δ are empty.

4. Every box on the diagonal contains a symbol.

The rows and columns in a staircase tableau are numbered from 1 through n, beginning with the box
in the NW-corner and continuing south and east respectively. Each box is numbered (i, j) where i, j ∈
{1, 2, ..., n}. Note that i + j ≤ n + 1. We refer to the collection of boxes (n − i + 1, i) such that
i = 1, 2, ..., n as the main diagonal, and the collection of boxes (n − i, i) such that i = 1, 2, ..., n − 1 as
the second main diagonal.

Following the conventions of [14], Sn is the set of all staircase tableaux of size n. For a given S ∈ Sn,
the number of α’s, γ’s, β’s and δ’s in S are denoted by Nα, Nβ , Nγ , and Nδ respectively. The weight of
S is the product of all symbols in S:

wt(S) = αNαβNβγNγ δNδ .

It was known (see e.g. [4]) that the generating function Zn(α, β, γ, δ) :=
∑
S∈Sn

wt(S) is equal to the
product:

Zn(α, β, γ, δ) =
n−1∏

i=0

(α+ β + δ + γ + i(α+ γ)(β + δ)). (1)
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Fig. 1: A staircase tableau of size 7 with weight α2β3δ2γ3. (ii) The extension of (i) to a staircase tableau of weight
α2β3δ2γ3u6q13 and type • • ◦ • ◦ ◦ ◦. (iii) The α/β-staircase tableau obtained from (i) by replacing γ’s with α’s
and δ’s with β’s. It’s weight is α5β5.

Notice that there is an involution on the staircase tableaux of a given size obtained by interchanging the
rows and the columns, α’s and β’s, and γ’s and δ’s, see further [4]. In particular, the fact that α’s and β’s
are identical up to this involution allows us to extend results for α’s to results for β’s.

The connection between staircase tableaux and the ASEP requires an extension of this preceding defi-
nition. After following the rules from Definition 1, we then fill all the empty boxes with u’s and q’s, the
rates at which particles in the ASEP jump to the right and left respectively. We do so by first filling all
boxes to the left of a β with a u and to the left of a δ with a q. Then, we fill the empty boxes with a u if
it is above an α or a δ, and q otherwise. The weight of a staircase tableau filled as such is defined in the
same way, the product of the parameters in each box. Also, the total weight of all such staircase tableaux,
which we denote by S ′

n, is given by:

Zn(α, β, γ, δ, q, u) :=
∑

S∈S′
n

wt(S).

Then, each staircase tableau of size n is associated with a state of the ASEP with n sites (See Figure 1).
This is done by aligning the Markov chain with the diagonal entries of the staircase tableau. A site is filled
if the corresponding diagonal entry is an α or a γ and a site is empty if the corresponding diagonal entry
is a β or a δ. Each staircase tableau’s associated state of the ASEP is called its type.

Using this association, it was shown in [11] that the steady state probability that the ASEP is in state η
is given by: ∑

T∈T
wt(T )

Zn
,

where T is the set of all staircase tableau of type η.
For the purposes of this paper, we will consider more simplified staircase tableaux, namely α/β-

staircase tableaux as introduced in [14], which are staircase tableaux limited to the symbols α and β.
The set Sn ⊂ Sn denotes the set of all such staircase tableaux. Since the symbols α and γ follow the
same rules in the definition, as do β and δ, any S ∈ Sn can be obtained from an S

′ ∈ Sn by replacing the
appropriate α’s with γ’s and β’s with δ’s.

The generating function of α/β-staircase tableaux is:

Zn(α, β) :=
∑

S∈Sn

wt(S) = Zn(α, β, 0, 0)
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and it follows from (1) that it is simply:

Zn(α, β) = αnβn(a+ b)n

where a := α−1 and b := β−1, a notation that will be used frequently throughout this paper, and (a+ b)n

is the rising factorial of (a+ b), i.e. (a+ b)n = (a+ b)((a+ b) + 1) · · · ((a+ b) + n− 1).
We wish to consider random staircase tableaux as was done in [12] but it suffices to study random α/β-

staircase tableaux, denoted by Sn,α,β , as was done in [14]. All of our results for random α/β-staircase
tableaux can be extended to random staircase tableaux with all four parameters, α, γ, β, δ. This is done
by considering Sn,α+γ,β+δ and randomly replacing each α with γ with probability γ

α+γ and similarly,

each β with δ with probability δ
β+δ independently for each occurrence. Notice that Zn(α, β, γ, δ) =

Zn(α+ γ, β + δ). We also allow all parameters to be arbitrary positive real numbers, i.e. α, β ∈ (0,∞),
allowing α = ∞ by fixing β and taking the limit or vice versa, or α = β = ∞ by taking the limit. The
following is a formal definition as in [14]:

Definition 2 For all n ≥ 1, α, β ∈ [0,∞) with (α, β) 6= (0, 0), Sn,α,β is defined to be a random α/β-
staircase tableau in Sn with respect to the probability distribution on Sn given by:

∀S ∈ Sn, P(Sn,α,β = S) =
wt(S)

Zn(α, β)
=
αNαβNβ

Zn(α, β)
.

We will also write is as

L(Sn,α,β) =
αNαβNβ

Zn(α, β)
.

Using this definition, Hitczenko and Janson presented the distribution of a given box in a random staircase
tableau. If a box is on the main diagonal, the distribution is (see [14, Theorem 7.1]):

P(Sn,α,β(i, n+ 1− i) = α) =
n− i+ b

n+ a+ b− 1
. (2)

Since a box on the main diagonal is never empty, the β case follows trivially.
If a box is not on the main diagonal, its distribution is (see [14, Theorem 7.2]):

P(Sn,α,β(i, j) = α) =
j − 1 + b

(i+ j + a+ b− 1)(i+ j + a+ b− 2)
(3)

P(Sn,α,β(i, j) = β) =
i− 1 + a

(i+ j + a+ b− 1)(i+ j + a+ b− 2)
. (4)

3 Subtableaux and Preliminaries

For an arbitrary S ∈ Sn and an arbitrary box (i, j) in S, define S[i, j] to be the subtableau in Sn−i−j+2

obtained by deleting the first i− 1 rows and j− 1 columns, see [14]. The following statement was proven
in [14, Theorem 6.1] and is a useful tool in our results:

Sn,α,β [i, j]
d
= Sn−i−j+2,â,b̂, with â = a+ i− 1 and b̂ = b+ j − 1. (5)

The following two lemmas consider the probability of an arbitrary staircase tableau in Sn that is condi-
tioned on having an α or a β in the box (n − 1, 1). The statements follow almost immediately from the
definition of a staircase tableau, but will be used frequently throughout the paper.
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Lemma 1 If Sn,α,β is conditioned on Sn,α,β(n−1, 1) = α, then the subtableau Sn,α,β [1, 3]
d
= Sn−2,α,β ,

that is
L(Sn,α,β | Sn,α,β(n− 1, 1) = α) = L(Sn−2,α,β).

Proof: If Sn,α,β is a staircase tableau such that the box Sn,α,β(n−1, 1) = α, then the box, Sn,α,β(n, 1) =
β and Sn,α,β(n− 1, 2) = α by the rules of a staircase tableau. The first and second column are otherwise
empty by those same rules. The remainder, Sn,α,β [1, 3], is an arbitrary staircase tableau of size n − 2.
Therefore, the lemma follows. ✷

Lemma 2 Let (Sn,α,β)i,j be a tableau Sn,α,β with the ith row and the jth column removed. If Sn,α,β is

conditioned on Sn,α,β(n − 1, 1) = β, then the subtableau (Sn,α,β)n−1,2
d
= S̃n−1,α,β where S̃n−1,α,β is

random tableau of size n− 1 conditioned on having a β in the (n− 1, 1) box. In other words

L(Sn,α,β | Sn,α,β(n− 1, 1) = β) = L(Sn−1,α,β | Sn−1,α,β(n− 1, 1) = β).

Proof: If Sn,α,β is a staircase tableau such that the box Sn,α,β(n − 1, 1) = β, then the box Sn,α,β(n −
1, 2) = α and Sn,α,β(n − 1, 1) = β by the rules of a staircase tableau. The second column is otherwise
empty by those same rules. The nth row only has one box, (n, 1), which must be a β. The remainder is an
arbitrary staircase tableau of size n − 1 conditioned to have a β in box (n − 1, 1). Therefore, the lemma
follows. ✷

4 Distribution of parameters along the second main diagonal

The asymptotic distribution of parameters along the main diagonal is known. The number of α/γ symbols
and the number of β/δ symbols along the main diagonal were proven to be asymptotically normal in [12],
and the distribution of boxes along the main diagonal was given in [14]. However, the distributions of
parameters on the other diagonals have not been studied specifically. The expected values were computed
in [14] and it was conjectured there that the asymptotic distribution for the symbols on the kth diagonal
is Poisson as k = kn goes to infinity with n going to infinity. As the first step towards proving that
conjecture we now present results concerning the second main diagonal. In order to simplify notation, let
Sn,α,β(i) be the symbol contained in second main diagonal box (n − i, i) of Sn,α,β . As our first result,
the following is the distribution of boxes along the second main diagonal.

Theorem 3 Let 1 ≤ j1 < ... < jr ≤ n− 1. If

jk ≤ jk+1 − 2, ∀k = 1, 2, ..., r − 1 (6)

then

P(Sn,α,β(j1) = ... = Sn,α,β(jr) = α) =
r∏

k=1

b+ jr−k+1 − 2r + 2k − 1

(a+ b+ n− 2r + 2k − 1)(a+ b+ n− 2r + 2k − 2)
.

(For r = 1, this is (3)). Otherwise,

P(Sn,α,β(j1) = ... = Sn,α,β(jr) = α) = 0.
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Proof: First note that when (6) fails there exists jk such that jk = jk+1−1 and thus there must be two α’s
in boxes side by side on the (n − i, i) diagonal. But this is impossible by the rules of a staircase tableau
as no symbol can be put in the diagonal box (n − jk, jk+1) adjacent to these two boxes. Therefore the
probability is 0.

Suppose now that (6) holds. We proceed by induction on r. By (5), Sn,α,β [1, j1]
d
= Sn−j1+1,α,β̂ with

β̂−1 = β−1 + j1 − 1 which yields:

P(Sn,α,β̂(j1) = ... = Sn,α,β̂(jr) = α) = P(Sn−j1+1,α,β̂(1) = ... = Sn−j1+1,α,β̂(jr − j1 + 1) = α)

= P(Sn−j1+1,α,β̂(j2 − j1 + 1) = ... = Sn−j1+1,α,β̂(jr − j1 + 1) = α | Sn−j1+1,α,β̂(1) = α)

·P(Sn−j1+1,α,β̂(1) = α).

By Lemma 1 and the induction hypothesis:

P(Sn−j1+1,α,β̂(j2 − j1 + 1) = ... = Sn−j1+1,α,β̂(jr − j1 + 1) = α | Sn−j1+1,α,β̂(1) = α)

= P(Sn−j1−1,α,β̂(j2 − j1 − 1) = ... = Sn−j1−1,α,β̂(jr − j1 − 1) = α)

=
r−1∏

k=1

b̂+ jr−k+1 − j1 − 2r + 2k

(a+ b̂+ n− j1 − 2r + 2k)(a+ b̂+ n− j1 − 2r + 2k − 1)
.

By (3):

P(Sn−j1+1,α,β̂(1) = α) =
b̂

(n− j1 + a+ b̂)(n− j1 + a+ b̂− 1)
.

Therefore,

P(Sn,α,β̂(j1) = ... = Sn,α,β̂(jr) = α)

=
r∏

k=1

b̂+ jr−k+1 − j1 − 2r + 2k

(a+ b̂+ n− j1 − 2r + 2k)(a+ b̂+ n− j1 − 2r + 2k − 1)

=

r∏

k=1

b+ jr−k+1 − 2r + 2k − 1

(a+ b+ n− 2r + 2k − 1)(a+ b+ n− 2r + 2k − 2)

which proves the result. ✷

Our second main result is the distribution of the number of α’s (and β’s) along the second main diago-
nal. The proof requires a lemma.

Lemma 4 Let

Jr,m := {1 ≤ j1 < ... < jr ≤ m : jk ≤ jk+1 − 2, ∀k = 1, 2, ..., r − 1}.

Then
∑

Jr,m

(
r∏

k=1

jr−k+1

)
=

(m+ 1)2r
2rr!

,

where (x)r = x(x− 1) . . . (x− (r − 1)) is the falling factorial.
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Proof: By induction on r. When r = 1:

∑

J1,m

(
1∏

k=1

j1−k+1

)
=

m∑

j1=1

j1 =
(m+ 1)m

2
.

Assume the statement holds for r − 1. Then:

∑

Jr,m

(
r∏

k=1

jr−k+1

)
=

m∑

jr=2r−1

jr


 ∑

Jr−1,jr−2

r∏

k=2

jr−k+1


 =

m∑

jr=2r−1

jr
(jr − 1)2(r−1)

2r−1(r − 1)!

=
1

2r−1(r − 1)!

m∑

jr=2r−1

(jr)2r−1

where the second equality is by the induction hypothesis. Since

m∑

jr=2r−1

(jr)2r−1 =
m∑

jr=0

(jr)2r−1

the lemma will be proved once we verify that

m∑

j=0

(j)t =
(m+ 1)t+1

t+ 1
,

for any non-negative integer t (and apply it with t = 2r − 1). Using the identity

m∑

j=0

(
j

t

)
=

(
m+ 1

t+ 1

)

(see, e.g. [13, Formula (5.10)]) we see that

m∑

j=0

(j)t =
m∑

j=0

j!

(j − t)! = t!
m∑

j=0

(
j

t

)
= t!

(
m+ 1

t+ 1

)
= t!

(m+ 1)t+1

(t+ 1)!
=

(m+ 1)t+1

m+ 1
,

as asserted. ✷

Finally, define An and Bn to be the number of α’s and β’s on the second main diagonal, i.e. An :=∑n−1
j=1 ISn,α,β(j)=α and Bn :=

∑n−1
j=1 ISn,α,β(j)=β . Then, the asymptotic distribution of An and Bn is

given in the following theorem and corollary.

Theorem 5 Let Pois(λ) be a Poisson random variable with parameter λ. Then, as n→∞,

An
d→ Pois

(
1

2

)
. (7)
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Proof: By [2, Theorem 20, Chapter 1] it suffices to show that the rth factorial moment of An satisfies:

E(An)r →
(
1

2

)r
as →∞. (8)

For the ease of notation let Ij := ISn,α,β(j)=α and consider

zAn = z
∑n−1

j=1 Ij =

n−1∏

j=1

zIj =

n−1∏

j=1

(1 + (z − 1))Ij =

n−1∏

j=1

(1 + Ij(z − 1))

= 1 +
n−1∑

r=1


 ∑

1≤j1<...<jr≤n−1

(
r∏

k=1

Ijk

)
 (z − 1)r

= 1 +
n−1∑

r=1

(z − 1)r


 ∑

1≤j1<...<jr≤n−1

(
r∏

k=1

Ijk

)
 .

Thus,

E(zAn) = 1 +

n−1∑

r=1

(z − 1)r


 ∑

1≤j1<...<jr≤n−1

P(Ij1 ∩ . . . ∩ Ijr )


 .

Hence

E(An)r =
dr

dzr
(EzAn)|z=1 = r!


 ∑

1≤j1<...<jr≤n−1

P(Ij1 ∩ . . . ∩ Ijr )


 .

By Theorem 3 and Lemma 4

E(An)r = r!
∑

Jr,n−1

(
r∏

k=1

b+ jr−k+1 − 2r + 2k − 1

(a+ b+ n− 2r + 2k − 1)(a+ b+ n− 2r + 2k − 2)

)

≈ r!
∑

Jr,n−1

(
r∏

k=1

jr−k+1

n2

)
=

r!

n2r
(n)2r
2rr!

→
(
1

2

)r
, as n→∞.

✷

Corollary 6 The rth factorial moment of the number Bn of β’s on the second main diagonal of a random
staircase tableau of size n satisfies:

E(Bn)r →
(
1

2

)r
as n→∞. (9)

Furthermore,

Bn
d→ Pois

(
1

2

)
as n→∞. (10)
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Proof: This follows by symmetry, see Section 1. ✷

Remark 1 Theorem 5 and Corollary 6 hold regardless of the values of α and β including the cases
discussed earlier when α = ∞, β = ∞, or α = β = ∞. As noted in [14, Examples 3.6 and 3.7] these
cases correspond to staircase tableaux with the maximal number of α’s (or β’s) and the maximal number
of symbols, respectively.

5 Distribution of Non-Empty Boxes
The number of α’s and the number of β’s, Na and Nb, are not independent random variables, and the
second main diagonal may have empty boxes. Therefore, in order to completely describe the second main
diagonal, we must consider both symbols collectively. First, we present the distribution of non-empty
boxes along the second main diagonal.

Theorem 7 Let 1 ≤ j1 < ... < jr ≤ n− 1. If (6) holds then

P(Sn,α,β(j1) 6= 0, ..., Sn,α,β(jr) 6= 0) =

r∏

k=1

1

(n+ a+ b− r + k − 1)
.

(For r = 1, this is obtained by adding (3) and (4)). Otherwise,

P(Sn,α,β(j1) 6= 0, ..., Sn,α,β(jr) 6= 0) = 0.

Proof: Suppose (6) holds. We proceed by induction on r.

By (5), Sn,α,β [1, j1]
d
= Sn−j1+1,α,β̂ with β̂−1 = β−1 + j1 − 1 which yields:

P(Sn,α,β̂(j1) 6= 0, ..., Sn,α,β(jr) 6= 0)

= P(Sn−j1+1,α,β̂(1) 6= 0, ..., Sn−jr+1,α,β̂(jr − j1 + 1) 6= 0).

Further

P(Sn−j1+1,α,β̂(1) 6= 0, ..., Sn−jr+1,α,β̂(jr − j1 + 1) 6= 0)

= P(Sn−j1+1,α,β̂(1) = α, Sn−j1+1,α,β̂(j2 − j1 + 1) 6= 0, ..., Sn−j1+1,α,β̂(jr − j1 + 1) 6= 0)

+P(Sn−j1+1,α,β̂(1) = β, Sn−j1+1,α,β̂(j2 − j1 + 1) 6= 0, ..., Sn−j1+1,α,β̂(jr − j1 + 1) 6= 0)

= P(Sn−j1+1,α,β̂(j2 − j1 + 1) 6= 0, ..., Sn−j1+1,α,β̂(jr − j1 + 1) 6= 0) | Sn−j1+1,α,β̂(1) = α)

·P(Sn−j1+1,α,β̂(1) = α)

+P(Sn−j1+1,α,β̂(j2 − j1 + 1) 6= 0, ..., Sn−j1+1,α,β̂(jr − j1 + 1) 6= 0 | Sn−j1+1,α,β̂(1) = β)

·P(Sn−j1+1,α,β̂(1) = β).

Now consider two cases:
Case 1: Sn−j1+1,α,β̂(1) = α. By Lemma 1 and the induction hypothesis:

P(Sn−j1+1,α,β̂(j2 − j1 + 1) 6= 0, ..., Sn−j1+1,α,β̂(jr − j1 + 1) 6= 0) | Sn−j1+1,α,β̂(1) = α)

= P(Sn−j1−1,α,β̂(j2 − j1 − 1) 6= 0, ..., Sn−j1−1,α,β̂(jr − j1 − 1) 6= 0)

=
r−1∏

k=1

1

(n− j1 + a+ b̂− r + k − 1)
.
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Also, by (3),

P(Sn−j1+1,α,β̂(1) = α) =
b̂

(n− j1 + a+ b̂)(n− j1 + a+ b̂− 1)
.

Therefore,

P(Sn−j1+1,α,β̂(1) = α, Sn−j1+1,α,β̂(j2 − j1 + 1) 6= 0, ..., Sn−jr+1,α,β̂(jr − j1 + 1) 6= 0)

=
b̂

(n− j1 + a+ b̂)(n− j1 + a+ b̂− 1)
·
r−1∏

k=1

1

(n− j1 + a+ b̂− r + k − 1)
.

Case 2: Sn−j1+1,α,β̂(1) = β. By Lemma 2

P(Sn−j1+1,α,β̂(j2 − j1 + 1) 6= 0, ..., Sn−j1+1,α,β̂(jr − j1 + 1) 6= 0 | Sn−j1+1,α,β̂(1) = β)

= P(Sn−j1,α,β̂(j2 − j1) 6= 0, ..., Sn−j1r,α,β̂(jr − j1) 6= 0 | Sn−j1,α,β̂(n− j1, 1) = β)

=
P(Sn−j1,α,β̂(j2 − j1) 6= 0, ..., Sn−j1,α,β̂(jr − j1) 6= 0, Sn−j1,α,β̂(n− j1, 1) = β)

P(Sn−j1,α,β̂(n− j1, 1) = β)
.

The numerator is equal to

P(Sn−j1,α,β̂(j2 − j1) 6= 0, ..., Sn−j1,α,β̂(jr − j1) 6= 0)

−P(Sn−j1,α,β̂(j2 − j1) 6= 0, ..., Sn−j1,α,β̂(jr − j1) 6= 0, Sn−j1,α,β̂(n− j1, 1) = α)

= P(Sn−j1,α,β̂(j2 − j1) 6= 0, ..., Sn−j1,α,β̂(jr − j1) 6= 0)

−P(Sn−j1,α,β̂(j2 − j1) 6= 0, ..., Sn−j1,α,β̂(jr − j1) 6= 0 | Sn−j1,α,β̂(n− j1, 1) = α)

·P(Sn−j1,α,β̂(n− j1, 1) = α).

By [14, Lemma 7.5] and the induction hypothesis the conditional probability above is

P(Sn−j1−1,α,β̂(j2− j1− 1) 6= 0, ..., Sn−j1−1,α,β̂(jr − j1− 1) 6= 0) =
r−1∏

k=1

1

n− j1 + a+ b̂− r + k − 1
.

(11)
By (4), (2) (and some algebra), the induction hypothesis, and (3), respectively,

P(Sn−j1+1,α,β̂(1) = β) =
n− j1 + a− 1

(n− j1 + a+ b̂)(n− j1 + a+ b̂− 1)
(12)

1

P(Sn−j1,α,β̂(n− j1, 1) = β)
=
n− j1 + a+ b̂− 1

n− j1 + a− 1
(13)

P(Sn−j1,α,β̂(j2 − j1) 6= 0, ..., Sn−j1+1,α,β̂(jr − j1) 6= 0) =
r−1∏

k=1

1

n− j1 + a+ b̂− r + k
(14)

P(Sn−j1,α,β̂(n− j1, 1) = α) =
b̂

(n− j1 + a+ b̂− 1)
. (15)
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Combining (11) - (15):

P(Sn−j1+1,α,β̂(j2 − j1 + 1) 6= 0, ..., Sn−j1+1,α,β̂(jr − j1 + 1) 6= 0, Sn−j1+1,α,β̂(1) = β)

=
1

n− j1 + a+ b̂
·
( r−1∏

k=1

1

n− j1 + a+ b̂− r + k

− b̂

n− j1 + a+ b̂− 1

r−1∏

k=1

1

n− j1 + a+ b̂− r + k − 1

)
.

Adding Case 1 and Case 2:

P(Sn,α,β̂(j1) 6= 0, ..., Sn,α,β̂(jr) 6= 0) =
1

n− j1 + a+ b̂
·
r−1∏

k=1

1

n− j1 + a+ b̂− r + k

=

r∏

k=1

1

n− j1 + a+ b̂− r + k
=

r∏

k=1

1

n+ a+ b− r + k − 1

which proves our assertion when (6) holds.
If there exists jk such that jk = jk+1 − 1, then {Sn,α,β(j1) 6= 0, ..., Sn,α,β(jr) 6= 0} implies that two

boxes side by side on the (n− i, i) diagonal are non-empty, which is impossible by the rules of a staircase
tableau. Therefore the probability is 0. ✷

As our final result, we consider the number of symbols on the second main diagonal, which we denote
by Xn. Then Xn =

∑n−1
j=1 Ij where Ij := ISn,α,β(j) 6=0. The asymptotic distribution of the number of

symbols on the second main diagonal is given by:

Theorem 8 As n→∞,

Xn
d→ Pois (1) . (16)

Proof: By Theorem 7 and the same argument as in Theorem 5

E(Xn)r = r!
∑

1≤j1<...<jr≤n−1

P(Ij1 ∩ . . . ∩ Ijr ) = r!|Jr,n−1|
r∏

k=1

1

n+ a+ b− r + k − 1

= r!

((
n− 1

r

)
+O(nr−1)

) r∏

k=1

1

n+ a+ b− r + k − 1
≈ r! · (n− 1)r

r!nr
→ 1 as n→∞.

The result then follows by [2, Theorem 20], as discussed in the proof of Theorem 5. ✷
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Using Stein’s Method to Show Poisson and

Normal Limit Laws for Fringe Subtrees
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Abstract. We consider sums of functions of fringe subtrees of binary search trees and random recursive trees (of total
size n).

The use of Stein’s method and certain couplings allow provision of simple proofs showing that in both of these
trees, the number of fringe subtrees of size k < n, where k → ∞, can be approximated by a Poisson distribution.
Combining these results and another version of Stein’s method, we can also show that for k = o(

√
n), the number

of fringe subtrees in both types of random trees has asymptotically a normal distribution as n → ∞. Furthermore,
using the Cramér–Wold device, we show that a random vector with components corresponding to the random number
of copies of certain fixed fringe subtrees Ti, has asymptotically a multivariate normal distribution. We can then use
these general results on fringe subtrees to obtain simple solutions to a broad range of problems relating to random
trees; as an example, we can prove that the number of protected nodes in the binary search tree has asymptotically a
normal distribution.

Keywords: Fringe subtrees. Stein’s method. Couplings. Limit laws. Binary search trees. Recursive trees.

1 Introduction

In this paper we consider fringe subtrees of the random binary search tree, as well as of the random
recursive tree; recall that a fringe subtree is a subtree consisting of some node and all its descendants, see
Aldous [1] for a general theory, and note that fringe subtrees typically are ”small” compared to the whole
tree. This is an extended abstract of [9] where further details are given.

We will use a representation of Devroye [4, 5] for the binary search tree, and a well-known bijection
between binary trees and recursive trees, together with different applications of Stein’s method for both
normal and Poisson approximation to give both new general results on the asymptotic distributions for
random variables depending on fringe subtrees, and more direct proofs of several earlier results in the
field.

The binary search tree is the tree representation of the sorting algorithm Quicksort, see e.g. [11]. Start-
ing with n distinct numbers called keys, we draw one of the keys at random and associate it to the root.
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Then we draw one of the remaining keys. We compare it with the root, and associate it to the left child
if it is smaller than the key at the root, and to the right child if it is larger. We continue recursively by
drawing new keys until the set is exhausted. The comparison for each new key starts at the root, and at
each node the key visits, it proceeds to the left/right child if it is smaller/larger than the key associated to
that node; eventually, the new key is associated to the first empty node it visits. In the final tree, all the n
ordered numbers are sorted by size, so that smaller numbers are in left subtrees, and larger numbers are in
right subtrees.

We use the representation of the binary search tree by Devroye [4, 5]. We may clearly assume that the
keys are 1, . . . , n. We assign, independently, each key k a uniform random variable Uk in (0, 1) which
we regard as a time stamp indicating the time when the key is drawn. (We may and will assume that the
Uk are distinct.) The random binary search tree constructed by drawing the keys in this order, i.e., in
order of increasing Uk, then is the unique binary tree with nodes labelled by (1, U1), . . . , (n,Un) with the
property that it is a binary search tree with respect to the first coordinates in the pairs, and along every path
down from the root the values Ui are increasing. We will also use a cyclic version of this representation
described in Section 2.3.

Recall that the random recursive tree is constructed recursively, by starting with a root with label 1, and
at stage i (i = 2, . . . , n) a new node with label i is attached uniformly at random to one of the previous
nodes 1, . . . , i− 1. We let Λn denote a random recursive tree with n nodes.

There is a well-known bijection between ordered trees of size n and binary trees of size n− 1, see e.g.
Knuth [12, Section 2.3.2] who calls this the natural correspondence (the same bijection is also called the
rotation correspondence): Given an ordered tree with n nodes, eliminate first the root, and arrange all its
children in a path from left to right, as right children of each other. Continue recursively, with the children
of each node arranged in a path from left to right, with the first child attached to its parent as the left child.
This yields a binary tree with n− 1 nodes, and the transformation is invertible.

As noted by Devroye [4], see also Fuchs, Hwang and Neininger [8], the natural correspondence extends
to a coupling between the random recursive tree Λn and the binary search tree Tn−1; the probability
distributions are equal by induction because the n possible places to add a new node to Λn correspond to
the n possible places (external leaves) to add a new node to Tn−1, and these places have equal probabilities
for both models.

Note that a left child in the binary search tree corresponds to an eldest child in the random recursive
tree, while a right child corresponds to a sibling. We say that a proper subtree in a binary tree is left-rooted
[right-rooted] if its root is a left [right] child. Thus, for 1 < k < n, fringe subtrees of size k in the random
recursive tree Λn, correspond to left-rooted fringe subtrees of size k − 1 in the binary search tree Tn−1,
while fringe subtrees of size 1 (i.e., leaves) correspond to nodes without a left child.

We consider first only the sizes of the fringe subtrees. The results in the following two theorems, except
the explicit rate in (3)–(4), were shown by Feng, Mahmoud and Panholzer [6] and Fuchs [7] by using
variants of the method of moments. Theorem 1.3 was earlier proved for fixed k by Devroye [4] (using
the central limit theorem for m-dependent variables), see also Aldous [1]. The part (5) of Theorem 1.3
was proved for a smaller range of k by Devroye [5] using Stein’s method. (The mean (1) is also found in
[5].) In the present paper we continue this approach, and use Stein’s method for both Poisson and normal
approximations to provide simple proofs for the full range.

We recall the definition of the total variation distance between two probability measures.

Definition 1.1 Let (X ,A) be any measurable space. The total variation distance dTV between two prob-
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ability measures µ1 and µ2 on X is defined to be

dTV (µ1, µ2) := sup
A∈A
|µ1(A)− µ2(A)|.

Let L(X) denote the distribution of a random variable X . Po(µ) denotes the Poisson distribution with

mean µ, and N (0, 1) the standard normal distribution. Convergence in distribution is denoted by
d−→.

Theorem 1.2 LetXn,k be the number of fringe subtrees of size k in the random binary search tree Tn and
similarly let X̂n,k be the number of fringe subtrees in the random recursive tree Λn. Let k = kn where
k < n. Furthermore, let

µn,k := E(Xn,k) =
2(n+ 1)

(k + 1)(k + 2)
, (1)

µ̂n,k := E(X̂n,k) =
n

k(k + 1)
. (2)

Then, for the binary search tree,

dTV (L(Xn,k),Po(µn,k)) =
1

2

∑

l≥0

∣∣∣P(Xn,k = l)− e−µn,k
(µn,k)

l

l!

∣∣∣ = O
(1
k

)
, (3)

and for the random recursive tree,

dTV (L(X̂n,k),Po(µ̂n,k)) =
1

2

∑

l≥0

∣∣∣P(X̂n,k = l)− e−µ̂n,k
(µ̂n,k)

l

l!

∣∣∣ = O
(1
k

)
. (4)

Consequently, if n→∞ and k →∞, then

dTV (L(Xn,k),Po(µn,k))→ 0 and dTV (L(X̂n,k),Po(µ̂n,k))→ 0.

Theorem 1.3 Let Xn,k be the number of fringe subtrees of size k in the binary search tree Tn and
similarly let X̂n,k be the number of fringe subtrees of size k in the random recursive tree Λn. Let
k = kn = o(

√
n). Then, as n→∞, for the binary search tree

Xn,k − E(Xn,k)√
Var(Xn,k)

d−→ N (0, 1) (5)

and, similarly, for the random recursive tree

X̂n,k − E(X̂n,k)√
Var(X̂n,k)

d−→ N (0, 1). (6)

Remark 1.4 If k/
√
n→∞, then µn,k, µ̂n,k → 0, and the convergence result in Theorem 1.2 reduces to

the trivial Xn,k
p−→ 0 and X̂n,k

p−→ 0; the rate of convergence in (3)–(4) is still of interest.
If k/
√
n → c ∈ (0,∞), then µn,k → 2c−2 and µ̂n,k → c−2; and we obtain the Poisson distribution

limits Xn,k
d−→ Po(2c−2) and X̂n,k

d−→ Po(c−2) [6, 7].
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We also consider the number of fringe subtrees that are equal to a fixed tree T in the binary search tree
Tn, which we denote by XT

n . Combining the Cramér–Wold device [3, Theorem 7.7] and Stein’s method
we show that random vectors of fringe subtrees are multivariate normally distributed. These results are
also useful for proving general theorems for sums of functions of fringe subtrees.

Theorem 1.5 Let T be a binary tree of size k and let T ′ be a binary tree of size m where m ≤ k. Let XT
n

be the number of fringe subtrees T and let XT ′

n be the number of fringe subtrees T ′ in the binary search
tree Tn with n nodes. Let pk,T := P(Tk = T ) and pm,T ′ := P(Tm = T ′), and let qTT ′ be the number of
fringe subtrees of T that are copies of T ′. If n > k +m+ 1, then the covariance between XT

n and XT ′

n

is equal to

Cov(XT
n , X

T ′

n ) = (n+ 1)σT,T ′ , (7)

where,

σT,T ′ :=
2

(k + 1)(k + 2)
qTT ′pk,T − γ(k,m)pk,T pm,T ′ , (8)

with

γ(k,m) :=
4(k +m+ 3)

(k + 1)(k + 2)(m+ 1)(m+ 2)

− 4(k2 + 3km+m2 + 4k + 4m+ 3)

(k + 1) (m+ 1) (k +m+ 1) (k +m+ 2) (k +m+ 3)
. (9)

Theorem 1.6 Let XT
n be the number of fringe subtrees T in the random binary search tree Tn. Let

T 1, . . . , T d be a fixed sequence of distinct binary trees and let X̄ dn = (XT 1

n , XT 2

n , . . . , XTd

n ). Let

µdn :=
(

E(XT 1

n ),E(XT 2

n ), . . . ,E(XTd

n )
)

and let Γ = (γij)
d
i,j=1 denote the matrix with elements

γij = lim
n→∞

1

n
Cov(XT i

n , XT j

n ) = σT i,T j , (10)

with notation as in (7)–(8). Then Γ is non-singular and

n−1/2(X̄ dn − µdn)
d−→ N (0,Γ). (11)

In [9] there are corresponding multivariate-normal distribution results for the number of fringe subtrees Λ
in the random recursive tree Λn.

In Section 5 we explain how Theorem 1.6 can be used to prove that the number of the so called protected
nodes in the binary search trees asymptotically has a normal distribution.
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2 Representations using uniform random variables

2.1 Devroye’s representation for the binary search tree

We use the representation of the binary search tree Tn by Devroye [4, 5] described in Section 1, using
i.i.d. random time stamps Ui ∼ U(0, 1) assigned to the keys i = 1, . . . , n. Write, for 1 ≤ k ≤ n and
1 ≤ i ≤ n− k + 1,

σ(i, k) = {(i, Ui), . . . , (i+ k − 1, Ui+k−1)}, (12)

i.e., the sequence of k labels (j, Uj) starting with j = i. For every node u ∈ Tn, the fringe subtree Tn(u)
rooted at u consists of the nodes with labels in a set σ(i, k) for some such i and k, where k = |Tn(u)|, but
note that not every set σ(i, k) is the set of labels of the nodes of a fringe subtree; if it is, we say simply
that σ(i, k) is a fringe subtree. We define the indicator variable

Ii,k := 1{σ(i, k) is a fringe subtree in Tn}.

It is easy to see that, for convenience defining U0 = Un+1 = 0,

Ii,k = 1
{
Ui−1 and Ui+k are the two smallest among Ui−1, . . . , Ui+k

}
. (13)

Note that if i = 1 or i = n− k + 1, this reduces to

I1,k = 1
{
Uk+1 is the smallest among U1, . . . , Uk+1

}
, (14)

In−k+1,k = 1
{
Un−k is the smallest among Un−k, . . . , Un

}
. (15)

For k = n, when we only consider i = 1, we have I1,n = 1.
Let f(T ) be a function from the set of (unlabelled) binary trees to R. We are interested in the functional

Xn :=
∑

u∈Tn

f(Tn(u)), (16)

summing over all fringe subtrees of Tn.
For example, one obtains the number of fringe subtrees that are equal (up to labelling) to a given binary

tree T ′ by choosing f(T ) = 1{T ≈ T ′} (where ≈ denotes equality when we ignore labels), and one
obtains the number of fringe subtrees with exactly k nodes by letting f(T ) = 1{|T | = k}. We refer to
Devroye [5] for several other examples showing the generality of this representation.

Since a permutation (σ1, . . . , σk) defines a binary search tree (by drawing the keys in order σ1, . . . , σk),
we can also regard f as a function of permutations (of arbitrary length). Moreover, any set σ(i, k) defines
a permutation (σ1, σ2, . . . , σk) where the values j, 1 ≤ j ≤ k, are ordered according to the order of
Ui+j−1. We can thus also regard f as a mapping from the collection of all sets σ(i, k). Note that if σ(i, k)
corresponds to a fringe subtree Tn(u) of Tn, then, ignoring labels, Tn(u) is the binary search tree defined
by the permutation defined by σ(i, k), and thus f

(
Tn(u)

)
= f

(
σ(i, k)

)
. Consequently, see [5],

Xn :=
∑

u∈Tn

f(Tn(u)) =
n∑

k=1

n−k+1∑

i=1

Ii,kf(σ(i, k)). (17)
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2.2 The random recursive tree

Consider now instead the random recursive tree Λn. Let f(T ) be a function from the set of ordered rooted
trees to R. In analogy with (16), we define

Yn :=
∑

u∈Λn

f(Λn(u)), (18)

summing over all fringe subtrees of Λn.
As said in the introduction, the natural correspondence yields a coupling between the random recursive

tree Λn and the binary search tree Tn−1. The subtrees in Λn correspond to the left subtrees at the nodes
in Tn−1 together with the whole tree, including an empty left subtree ∅ at every node in Tn−1 without a
left child, corresponding to a subtree of size 1 (a leaf) in Λn. Thus, as noted by [4], the representation
in Section 2.1 yields a similar representation for the random recursive tree, which can be described as
follows.

Define f̄ as the functional on binary trees corresponding to f by f̄(T ) := f(T ′), where T ′ is the
ordered tree corresponding to the binary tree T by the natural correspondence. (Thus |T ′| = |T |+1.) We
regard the empty binary tree ∅ as corresponding to the (unique) ordered tree • with only one vertex, and
thus we define f̄(∅) := f(•).

Assume first 1 < k < n and recall that subtrees of size k in the random recursive tree Λn correspond to
left-rooted subtrees of size k − 1 in the binary search tree Tn−1. As said in Section 2.1, a subtree of size
k− 1 in Tn−1 corresponds to a set σ(i, k− 1) for some i ∈ {1, . . . , n− k+ 1}. The parent of the root of
this subtree is either i− 1 or i+ k − 1; it is i− 1, and the subtree is right-rooted, if Ui−1 > Ui+k−1, and
it is i+ k − 1, and the subtree is left-rooted, if Ui−1 < Ui+k−1. We define

ILi,k−1 := 1{σ(i, k − 1) is a left-rooted subtree in Tn−1}. (19)

Using (13) it follows that, in analogy with (17),

Yn :=
∑

u∈Λn

f(Λn(u)) =
n∑

k=1

n−k+1∑

i=1

ILi,k−1f̄(σ(i, k − 1)). (20)

This is easily extended to k = 1 too.

2.3 Cyclic representations

The representation (17) of Xn using a linear sequence U1, . . . , Un of i.i.d. random variables is natural and
useful, but it has the (minor) disadvantage that terms with i = 1 or i = n − k + 1 have to be treated
specially because of boundary effects, as seen in (14)–(15). It will be convenient to use a related cyclic
representation, where we take n+ 1 i.i.d. uniform variables U0, . . . , Un ∼ U(0, 1) and extend them to an
infinite periodic sequence of random variables by

Ui := Ui mod (n+1), i ∈ Z, (21)

where i mod (n+1) is the remainder when i is divided by n+1, i.e., the integer ℓ ∈ [0, n] such that i ≡ ℓ
(mod n + 1). (We may and will assume that U0, . . . , Un are distinct.) We define further Ii,k as in (13),
but now for all i and k. Similarly, we define σ(i, k) by (12) for all i and k. We then have the following
cyclic representation of Xn. (We are indebted to Allan Gut for suggesting a cyclic representation.)
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Lemma 2.1 Let U0, . . . , Un ∼ U(0, 1) be independent and extend this sequence periodically by (21).
Then, with notations as above,

Xn :=
∑

u∈Tn

f(Tn(u)) d
= X̃n :=

n∑

k=1

n+1∑

i=1

Ii,kf(σ(i, k)). (22)

Proof: The double sum in (22) is invariant under a cyclic shift of U0, . . . , Un. If we shift these values so
that U0 becomes the smallest, we obtain the same distribution of (U0, . . . , Un) as if we instead condition
on the event that U0 is the smallest Ui, i.e., on {U0 = mini Ui}. Hence,

X̃n
d
=
(
X̃n | U0 = min

i
Ui
)
. (23)

Furthermore, the variables Ii,k depend only on the order relations among {Ui}, so if U0 is minimal, they
remain the same if we put U0 = 0. Moreover, in this case also Un+1 = U0 = 0 and it follows from (13)
that Ii,k = 0 if i ≤ n+ 1 ≤ i+ k − 1; hence the terms in (22) with n− k + 1 < i ≤ n+ 1 vanish. Note
also that in the remaining terms, f(σ(i, k)) does not depend on U0. Consequently,

X̃n
d
=
( n∑

k=1

n−k+1∑

i=1

Ii,kf(σ(i, k))
∣∣∣ U0 = 0

)
= Xn, (24)

by (17), showing that the cyclic and linear representations in (17) and (22) are equivalent. ✷

Since Ui is defined for all i ∈ Z and has period n + 1, it is natural to regard the index i as an element
of Zn+1; similarly, Ii,k is defined for all i ∈ Z with period n + 1 in i, so we can regard it as defined for
i ∈ Zn+1. When discussing these variables, we will use the natural metric on Zn+1 defined by

|i− j|n+1 := min
ℓ∈Z

|i− j − ℓ · (n+ 1)|. (25)

For the random recursive tree Λn we argue in the same way, now using (20); for further details see [9].
The cyclic representations lead to simple exact calculations of means and variances. In [9] we use the

cyclic representation to show general results for sums of functions of fringe subtrees.

3 Poisson approximations by Stein’s method and couplings

To prove Theorems 1.2 we use Stein’s method with couplings as described by Barbour et al. [2].
In general, let A be a finite index set and let (Iα, α ∈ A) be indicator random variables. We write

W :=
∑
α∈A Iα and λ := E(W ). To approximate W with a Poisson distribution Po(λ), this method

uses a coupling for each α ∈ A between W and a random variable Wα which is defined on the same
probability space as W and has the property

L(Wα) = L(W − Iα | Iα = 1). (26)

A common way to construct such a coupling (W,Wα) is to find random variables (Jβα, β ∈ A) defined
on the same probability space as (Iα, α ∈ A) in such a way that for each α ∈ A, and jointly for all
β ∈ A,

L(Jβα) = L(Iβ | Iα = 1). (27)
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Then Wα =
∑
β 6=α Jβα is defined on the same probability space as W and (26) holds.

Suppose that Jβα are such random variables, and that, for each α, the set Aα := A\{α} is partitioned
into A−

α and A0
α in such a way that

Jβα ≤ Iβ if β ∈ A−
α , (28)

with no condition if β ∈ A0
α. We will use the following result from [2] (with a slightly simplified

constant). ([2] also contain similar results using a third part A+
α of Aα, where (28) holds in the opposite

direction; we will not need them and note that it is always possible to include A+
α in A0

α and then use the
following result.)

Theorem 3.1 ([2, Corollary 2.C.1]) Let W =
∑
α∈A Iα and λ = E(W ). Let Aα = A\{α} and

A−
α ,A0

α be defined as above. Then

dTV (L(W ),Po(λ)) ≤ (1 ∧ λ−1)
(
λ−Var(W ) + 2

∑

α∈A

∑

β∈A0
α

E(IαIβ)
)
.

✷

Couplings for proving Theorem 1.2

Returning to the binary search tree, we use the cyclic representation in Section 2.3 to prove the following
lemma where we give exact expressions for the expected value and the variance of Xn,k.

Lemma 3.2 Let 1 ≤ k < n. For the random binary search tree Tn,

E(Xn,k) =
2(n+ 1)

(k + 1)(k + 2)
(29)

and

Var(Xn,k) =





EXn,k − (n+ 1) 22k2+44k+12
(k+1)(k+2)2(2k+1)(2k+3) , k < n−1

2 ,

EXn,k +
2
n − 64

(n+3)2 , k = n−1
2 ,

EXn,k − (EXn,k)
2 = EXn,k − 4(n+1)2

(k+1)2(k+2)2 , k > n−1
2 .

(30)

Hence,

Var(Xn,k) = E(Xn,k) +O
( n
k3

)
, (31)

except when k = (n− 1)/2; in this case

Var(Xn,k) = E(Xn,k) +
2

n
+O

( n
k3

)
= E(Xn,k) +O

( 1
n

)
. (32)

To prove this lemma, we use the cyclic representation (22), which in this case is

Xn,k
d
=
n+1∑

i=1

Ii,k, (33)
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where now Ii,k are defined by (13) with Ui given by (21). By (13) and symmetry, for any i and 1 ≤ k < n,
E(Ii,k) = 2

(k+2)(k+1) , and thus (29) follows directly from (33). Using the cyclic representation we can
also simply prove that (30) holds; however for Poisson approximation we only need the weak asymptotics
in (31)–(32).

Recall the construction of Ii,k in (13) and the distance |i− j|n+1 on Zn+1 given by (25).

Lemma 3.3 Let k ∈ {1, . . . , n−1} and let Ii,k be as in Section 2.3. Then for each i ∈ 1, . . . , n+1, there
exists a coupling ((Ij,k)j , (Z

k
ji)j) such that L(Zkji) = L(Ij,k | Ii,k = 1) jointly for all j ∈ 1, . . . , n + 1.

Furthermore, 



Zkji = Ij,k if |j − i|n+1 > k + 1,

Zkji ≥ Ij,k if |j − i|n+1 = k + 1,

Zkji = 0 ≤ Ij,k if 0 < |j − i|n+1 ≤ k.

Proof: We define Zkji as follows. (Indices are taken modulo n + 1.) Let m and m′ be the indices in
i− 1, . . . , i+ k such that Um and Um′ are the two smallest of Ui−1, . . . , Ui+k; if one of these is i− 1 we
choose m = i− 1, and if one of them is i+ k we choose m′ = i+ k, otherwise, we randomize the choice
of m among these two indices so that P(m < m′) = 1

2 , independently of everything else. Now exchange
Ui−1 ↔ Um and Ui+k ↔ Um′ , i.e., let U ′

i−1 := Um, U ′
m := Ui−1, U ′

i+k := Um′ , U ′
m′ := Ui+k, and

U ′
l := Ul for all other indices l. Finally, let, cf. (13),

Zkji = 1
{
U ′
j−1 and U ′

j+k are the two smallest among U ′
j−1, . . . , U

′
j+k

}
. (34)

Then, L
(
U ′
1, . . . , U

′
n

)
= L

(
(U1, . . . , Un) | Ii,k = 1

)
and thus L(Zkji) = L(Ij,k | Ii,k = 1) jointly for all

j.
Note that U ′

l = Ul if l /∈ {i − 1, . . . , i + k} and thus Zkji = Ij,k if |j − i|n+1 > k + 1. On the other
hand, if 0 < j − i < k + 1, then Zkji = 0 since i+ k lies in {j, . . . , j + k − 1} and U ′

i+k is smaller than
U ′
j−1 by construction; the case −k − 1 < j − i < 0 is similar. (This says simply that two different fringe

subtrees of the same size cannot overlap, which is obvious.)
Finally, if j = i+ k + 1 with j + k + 1 < i+ n+ 1 (i.e., k + 1 < (n+ 1)/2), then j − 1 = i+ k and

thus U ′
j−1 ≤ Uj−1 while U ′

l = Ul for l ∈ j, . . . , j + k; hence Zkji ≥ Ij,k. The cases j = i + k + 1 with
j + k + 1 = i+ n+ 1 and j = i− k − 1 with j − k − 1 > i− n− 1 are similar. ✷

See Figures 1–2 that illustrate an example for such a coupling in the case k = 3.

Proof of Theorem 1.2:

We prove the result for the binary search tree, using the representation Xn,k =
∑n+1
i=1 Ii,k in (33). (For

the random recursive tree the proof is similar and uses the representation X̂n,k
d
=
∑n
i=1 I

L
i,k−1; see [9].)

LetA := {1, . . . , n+1}. From Lemma 3.3 we see that for each i ∈ A we can apply Theorem 3.1 with

A−
i := A \ {i, i± (k + 1)}, A0

i := {i± (k + 1)};

this yields, using Lemma 3.2 and the fact that E(Ii,kIi+k+1,k) = O
(

1
k3

)
(which is shown easily),

dTV (L(Xn,k),Po(µn,k)) ≤
(
1 ∧ µ−1

n,k

)(
µn,k −Var(Xn,k) + 4

∑

1≤i≤n+1

E(Ii,kIi+k+1,k)
)

= O
( 1

µn,k
· n
k3

)
= O

(1
k

)
,
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6,1

3,2 8,3

1,6 5.5 7,8 10,4

2,10 4,7 9,9

Fig. 1: A binary search tree with
no fringe subtree of size three con-
taining the keys {4, 5, 6}.

7,1

3,2 8,3

1,6 5.5

6,8

10,4

2,10 4,7 9,9

Fig. 2: A coupling forcing a fringe
subtree of size three containing the
keys {4, 5, 6} in the tree in Fig. 1.

which shows (3).
✷

4 Normal approximations by Stein’s method

In this section we will prove Theorem 1.6. As in [5, Theorem 5] we will apply the following result, see
[10, Theorem 6.33] for a proof, and for the definition of a dependency graph.

Lemma 4.1 Suppose that (Sn)∞1 is a sequence of random variables such that Sn =
∑
α∈Vn

Znα, where
for each n, {Znα}α is a family of random variables with dependency graph (Vn, En). Let N(·) denote
the closed neighborhood of a node or set of nodes in this graph. Suppose further that there exist numbers
Mn and Qn such that

∑
α∈Vn

E(|Znα|) ≤Mn and for every α, α′ ∈ Vn,
∑

β∈N(α,α′)

E(|Znβ | | Znα, Znα′) ≤ Qn .

Let σ2
n = Var(Sn). If limn→∞

MnQ
2
n

σ3
n

= 0 , then it holds that Sn−E(Sn)√
Var(Sn)

d−→ N (0, 1).

Proof of Theorem 1.6: Recall that X̄ dn = (XT 1

n , XT 2

n , . . . , XTd

n ) and let Zd = (Z1, . . . , Zd), where
Zd is multivariate normal with the distribution N (0,Γ), where Γ is the matrix with elements γij =

limn→∞
1
n Cov(XT i

n , XT j

n ), see (10) above.

By the Cramér–Wold device [3, Theorem 7.7], to show that n−
1
2 (X̄ dn − µdn) converges in distribution

to Zd, it is enough to show that for every fixed vector (t1, . . . , td) ∈ R
d we have

∑d
j=1 tjX

T j

n − E

(∑d
j=1 tjX

T j

n

)

√
n

d−→
d∑

j=1

tjZj , (35)
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where
∑d
j=1 tjZj ∼ N

(
0, γ2

)
with γ2 :=

∑d
j,k=1 tjtkγij .

Let Sn :=
∑d
j=1 tjX

T j

n . Theorem 1.5 implies that, as n→∞,

Var(Sn) ∼ n
d∑

j,k=1

tjtkσT i,T j = n

d∑

j,k=1

tjtkγij = nγ2. (36)

In particular, if γ2 = 0, then (35) is trivial, with the limit 0.
To show that (35) holds when γ2 > 0, we will use the same method as was used in [5, Theorem 5] for

proving this theorem (in a more general form) in the 1-dimensional case d = 1. Let ITi,k = 1{σ(i, k) ≈
T}. Let |T j | = kj , 1 ≤ j ≤ d. We use the cyclic representation (22), which in this case can be written
as XT j

n =
∑n+1
i=1 I

j
i , for some indicator variable Iji = Ii,kjI

T j

i,kj
depending only on Ui−1, . . . , Ui+kj . We

define
Vn := {(i, j) : 1 ≤ i ≤ n+ 1, 1 ≤ j ≤ d}

and let for each (i, j) ∈ Vn, Ai,j be the set {i − 1, . . . , i + kj}, regarded as a subset of Zn+1. Thus Iji
depends only on {Uk : k ∈ Ai,j}, and thus we can define a dependency graph Ln with vertex set Vn by
connecting (i, j) and (i′, j′) when Ai,j ∩Ai′,j′ 6= ∅.

Let K := max{k1, k2, . . . , kd} and M := max{t1, t2, . . . , td}. It is easy to see that for the sum

Sn :=

d∑

j=1

tjX
T j

n =

n+1∑

i=1

d∑

j=1

tjI
j
i =

∑

(i,j)∈Vn

tjI
j
i ,

we can choose the numbers Mn and Qn in Lemma 4.1 as Mn = (n+ 1)dM and

Qn = 2M sup
(i,j)∈Vn

|N((i, j))| ≤ 2Md(2K + 3).

Since σn ∼ n1/2 by (36), it holds that limn→∞
MnQ

2
n

σ3
n

= 0 , and Lemma 4.1 shows that (35) holds.
It is shown in [9] that the matrix Γ is non-singular. ✷

The proof of Theorem 1.3 when k = o(
√
n) and k tends to infinity follows directly from Theorem 1.2

and (31), since then E(Xn,k) and Var(Xn,k) tend to infinity as n tends to infinity. For the case k = O(1)
we can apply Lemma 4.1 similarly to the proof of Theorem 1.6 and repeat the arguments used in [5,
Theorem 5]; see [9] for details.

5 Protected nodes

We consider the number of protected nodes. A node is protected if the shortest distance to a leaf is at least
two, i.e., it is neither a leaf or the parent of a leaf. The following theorem was shown by Mahmoud and
Ward [13, Theorem 3.1] using generating functions.

Theorem 5.1 Let Xn denote the number of protected nodes in a binary search tree Tn. Then it holds that

Xn − 11
30n√
n

d−→ N
(
0,

29

225

)
.
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We can show this result from a simple application of Theorem 1.6. Using the formulation of fringe
subtrees, we note that the number of unprotected nodes in the binary search tree equals twice the number
of leaves (counting all the leaves and all the parents of the leaves) minus the number of cherry subtrees,
i.e., subtrees consisting of a root with one left and one right child that both are leaves (since these are the
only cases when a parent is counted twice). Hence, since any linear combination of the components in a
random vector with a multivariate normal distribution is normal, Theorem 5.1 follows from Theorem 1.6.

Moreover, our approach using fringe subtrees also allows us to provide a simple proof of the following
result which was conjectured in [13, Conjecture 2.1]. See [9] for detailed proofs of Theorems 5.1–5.2.

Theorem 5.2 Let Xn denote the number of protected nodes in a binary search tree Tn. For each fixed
integer k ≥ 1, there exists a polynomial pk(n) of degree k, the leading term of which is ( 1130 )

k, such that
E(Xk

n) = pk(n) for all n ≥ 4k.
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Trie structure for Graph Sequences
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Abstract. We present a data structure extending trie structure, that we call graph tries that allows to store label func-
tions defined on a graph. In this paper we analyze the performance of such structure (size, insertion costs) for labels
in acyclic regular graphs such as infinite trees and lattices. We analyze means and variance of this parameters. We
also show an interesting theorem that establishes the equivalence between dePoissonization and analytic continuation
of coefficients.

Keywords: Data structure, combinatorics, Poissonization, asymptotic analysis, graph pattern matching

1 Introduction

Trie structures [1] have been invented in order to efficiently store and retrieve digital string sequences.
They are nowadays intensively used in data storage, IP routing and DNA sequencing. In this paper we
introduce a new data structure where linear string sequences are replaced by label functions in a graph.
We call this new structure a graph trie (in short G-trie). Given an (infinite) graphG = G(V,E) of vertices
set V and edge set E, we define a graph sequence as a function X: V → A where A is a finite alphabet.
In other words X is a function that gives a label in A to each vertex of G. The classic trie structure on
string sequence is a special case where the graph G is a directed infinite chain: G = G(N, E) where
E = {(j, j + 1), j ∈ N}. In this paper we will focus on the case where G is an acyclic graph such as a
directed M -ary lattice or a directed infinite M -ary tree, but the concept can be as well applied to graph
containing cycles.

The main applications of G-trie are about space-time pattern matching in graphs. For example let’s
consider the graph G made of a static graph GS where each vertex is replaced by an infinite chain. More
precisely, let v be a vertex in GS and let vn ∈ V be the nth element of the chain in v, let v′ be another
vertex in GS ; there is an edge from vn to v′n+1 in G iff v = v′ or if there is an edge between v and v′ in
GS . As an application, the static vertices could be routers in a network and the labels in a router chain
be the alarm sequence the router has generated. The use of G-trie can help to detect interesting spatial
correlations between alarms that could not be detected by only considering router alarm logs separately.
In this case a structure generalizing suffix graph trees can be derived from G-tries.

Our aim is to analyse the asymptotic performance of G-trie build from n i.i.d label functions (each of
them are a collection of i.i.d labels). We consider two parameters of interest: the size Sn and the insertion

†This work has been partially supported by LINCS

1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France



182 P. Jacquet

cost Cn. We show that for regular graph of degree larger than one, the average of these quantities are
respectively in nρ, and nρ−1 for some 1 < ρ < 2. For classic tries, whenG is of degree 1, these quantities
are respectively in n and log n. In the case whereG is a regular tree, we respectively get variance estimates
of Sn and Cn respectively in n2ρ−1 and nρ−1 instead of n and log n for the classic tries.

The techniques used so far are analytic combinatorics [3], generating functions and asymptotic analysis
via Mellin transform [2], dePoissonization [4]. Regarding the later, we show an interesting theorem that
establishes an equivalence between dePoissonization and analytic continuation of coefficient functions.
The plan of the paper is the following:

- A section on G-trie definition;
- A section on average size of G-tries and insertion cost in G-tries;
- A section on distribution and variance with a new theorem about dePoissonization;

2 Graph Trie specifications and structure
One vertex in V is selected to be the anchor vertex. The graph trie associated to the graph G is a tree
where each node is associated with a path T in G starting from the anchor, and a string sequence w of
labels that will be the sequence of labels encountered on this path in G. The length of w is equal to the
length of T . The root of the G-trie is the null path staying on the anchor. Let X1, . . . , Xn be a sequence
of n label functions and we define the graph tries as follow. A node in the graph trie is defined by a path
T and a sequence w. It exists in the graph trie iff there are at least two label functions, say Xi and Xj

such that the sequences of labels reading each label functions when following the path T , are both equal
to the sequence w. We take the example of the grid graph displayed in figure 1, with A = {A,G,C, T},
and an example of label function. The anchor vertex is the bottom left node. Let assume that another label
function shares the same values AGATTACATTC on the bottom line, then all nodes corresponding to the
bottom line path associated with the prefixes of AGATTACATTC will be in the graph trie. Due to the tree
like structure of both the path set in G and the string set, the graph trie has a natural tree structure. If the
graphG is a regular graph of degreeM and the alphabetA is of sizeA, then the graph trie is aM×A-ary
tree.

Like in classic tries we can insert a new label functionXn+1 in the G-trie made of n previously inserted
label functions X1, . . . , Xn. For this purpose we consider all paths in G. For each path T one proceeds in
the graph trie according to the sequence of labels provided by Xn+1. One progresses on the path T until
one reaches a leaf in the G-trie that corresponds to a single previously inserted label function, say label
function Xi. At this point, one creates new nodes in the graph trie continuing the path until Xn+1 and Xi

finds a different label. Like classic tries, the G-trie is indifferent of the insertion order. We can extend to
b graph tries, for b integer, by extending the definition when leaves can contain up to b label functions.

If G is a regular M -ary regular graph, and X a single label function we can define a suffix graph tree
as the trie made of the label functions obtained by translating the label function X by taking different
vertices as anchor. The suffix graph tree can help to find repeated patterns in space-time sequences. In
particular by identifying the path with the longest common path sequence with past labels functions one
can detect spatial correlations of events.

3 Analysis in the average case
In this section we assume that each label function is a set of i.i.d. random variables over A. Let a ∈ A,
we denote pa the probability that a label is identical to symbol a. Let w ∈ A∗ we define Pr(w) as the
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Fig. 1: (left) Label functions on regular graph, linear sequence (top), grid (bottom). (right) Label function on a binary
tree, the alphabet is {A,G,C, T}.

product of the individual probabilities of its symbols. We assume that we have n i.i.d. label functions. We
also assume that the graph G is acyclic. We first study the average size of the graph trie. We can see that
under some parameters the average size can be infinite. We second study the distribution of its insertion
cost.

3.1 The average size

Let Tk be the number of paths of length k from the anchor vertex in G. If the graph is M -ary regular, then
Tk = Mk. Let Sn be the random variable denoting the size of graph trie built over n independent label
functions; we define the size as the number of internal nodes. Let Sn = E(Sn), we have

Sn =
∑

k

Tk
∑

w∈Ak

(1− (1− Pr(w))n − nPr(w)(1− Pr(w))n−1) . (1)

Notice that S0 = S1 = 0. In passing the above identity does not hold when the graph contains cycle.
Indeed looping path would need to be associated with sequences w containing repeated patterns and
the independence between path and i.i.d. sequences would not hold. Let H(s) =

∑
a∈A(pa)

−s and
T (z) =

∑
k Tkz

k for z complex. We have the obvious lemma:

Lemma 1 if T (H(−2)) =∞ then Sn =∞ for all n ≥ 2.

Proof: Since Sn ≥ S2 and S2 = T (H(−2)). ✷
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The case where T (H(−2)) =∞ is called the explosive case. In the remaining of the paper we assume
that we are not in the explosive case and thus T (H(−2)) < ∞. Notice that this implies that M < A in
the M -ary regular case. Let S(z) =

∑
n Sn

zn

n! e
−z the Poisson generating function of the sequence Sn:

S(z) =
∑

k

Tk
∑

w∈Ak

(1− e−Pr(w)z − Pr(w)ze−Pr(w)z) . (2)

The Mellin transform S∗(s) =
∫∞
0
S(x)xs−1dx is defined for ℜ(s) > −2 and satisfies S∗(s) = −(1 +

s)Γ(s)T (H(s)) (see [2]). If the graph is M -ary regular then T (z) = (1−Mz)−1. and S(z) = 1− (1 +
z)e−z +M

∑
a∈A S(paz). We get the classic asymptotic estimate, displayed in theorem 1, defining ρ

such that H(−ρ) = 1
M . Notice that 1 < ρ < 2, for example when M = 2 and A = 3, uniform case:

ρ = 1 + log 2
log 3 . In passing we notice that when M = 1 we get the equation of classic tries [5] with ρ = 1.

Theorem 1 When the graph is M -ary regular with M > 1 and MH(2) < 1 (non explosive case), we
have Sn = S(n)+O(nρ−1) and for z → +∞ S(z) =

∑
k∈Z

Bkz
βk +O(zβ

′

) for some arbitrary β′ < β,

β0 = β and ∀k ∈ Z: ρ′ < ℜ(βk) ≤ ρ, the Bk is an absolutely convergent series with B0 = (1−ρ)Γ(−ρ)
MH′(−ρ) .

The βk’s are the roots of MH(−s) = 1 in the strip ρ′ < ℜ(s) ≤ ρ.

Proof: This is a retroactive application of theorems 3 and 5 and lemma 4, noticing that 1 − (1 + z)e−z

satisfies the JS condition. ✷

Remark When the log pa’s are commensurable we have an infinite number of βk such that ℜ(βk) = ρ
and this leads to classic oscillating factor of zρ. Otherwise ∀k 6= 0: ℜ(βk) < ρ, erasing the oscillations,
for more details the reader can refer to [8].

3.2 Average insertion cost in a graph trie

The insertion cost is the number of nodes one must visit or create to insert a new label function in the
graph trie. Those nodes form a sub-tree in the resulting graph trie. In a regular trie formed on a linear
sequence, this is a branch. In a general graph G the visited nodes is also isomorphic to a connected sub-
graph of G. Let Cn be the insertion cost of a random label function in a graph trie made from n label
functions (thus the new label function is the n+ 1th label function). Let Cn = E(Cn), we have

Cn =
∑

k

Tk
∑

w∈Ak

Pr(w)(1− (1− Pr(w))n) . (3)

and the Poisson generating function C(z) =
∑
n Cn

zn

n! e
−z:

C(z) =
∑

k

Tk
∑

w∈Ak

Pr(w)(1− e−Pr(w)z) , (4)

with Mellin transform C∗(s) = −Γ(s)T (H(s− 1)).

Theorem 2 WhenG isM -ary regular, withM > 1 andMH(2) < 1,C(z) = 1−e−z+M∑
a∈A paC(paz)

and Cn = C(n) +O(nρ−2) with

C(z) =
∑

k∈Z

Dkz
βk−1 +O(zρ

′−1) (5)
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with Dk an absolutely convergent series with D0 = Γ(1−ρ)
MH′(−ρ) .

Proof: Direct application of theorems 3 and 6 and lemma 5. ✷

Remark We have Cn of order nρ−1. The case M = 1 (classic tries) shows a real difference since Cn is
of order log n in this case.

4 Distribution and moments

4.1 A Poisson DePoissonization equivalence

First we show an interesting generalization of the dePoissonization theorem which will greatly help our
technical analysis. In [4] the authors show the following theorem;

Theorem 3 Let an absolutely convergent series for all z ∈ C f(z) =
∑
n an

zn

n! e
−z for some complex

sequence {an}n∈N. We show that if there exists θ ∈]0, π2 [ and B and α such that ∀z ∈ C, when |z| → ∞:

• (i) there exists β > 0 such:
| arg(z)| ≤ θ ⇒ |f(z)| = O(|z|β) (6)

• (o) there exists α < 1 such:

| arg(z)| > θ ⇒ |f(z)ez| = O(eα|z|) , (7)

then when n→∞:
an = f(n)− n

2
f ′′(n) +O(nβ−2) . (8)

The conditions (i) and (o) are also called the JS condition in [9]. In [6] the authors proves the following
partially reverse theorem.

Theorem 4 Let a(x) an analytic function defined for x ∈ C and let θ ∈]0, π2 [, such that there exist β such
that when |x| → ∞:

| arg(x)| ≤ θ ⇒ |a(x)| = O(|x|β) , (9)

then there exists a cone for variable z such that f(z) =
∑
n a(n)

zn

n! e
−z satisfies the JS conditions and

for z the cone when |z| → ∞

f(z) = a(z) +
z

2
a′′(z) +O(zβ−2) . (10)

In fact we can prove the full reverse theorem by the following lemma:

Lemma 2 Let f(z) =
∑
n an

zn

n! e
−z , the function f(z) satisfies the JS depoissonization conditions iff

there exists a function a(x) such that ∀n ∈ N: an = a(n) and a(x) has a polynomial growth in a cone
around the real positive axis.



186 P. Jacquet

Proof: From [6] we know that the reverse is true, namely that when a(x) has a polynomial growth in
a cone then the Poisson generating function satisfies the JS depoissonization conditions. We will now
prove the direct implication. To simplify the notation we denote the cone for function a(x) the x-cone,
and for function f(z) the z-cone. We have

an =
n!

2iπ

∮
f(z)ezz−n

dz

z
, (11)

that can be analytically continued into

a(x) =
Γ(1 + x)

2π
x−x

∫ π

−π
f(xeiθ) exp((eiθ − iθ)x)dθ . (12)

The integral part is clearly an analytical function of x on the whole complex plan, and the function
Γ(1 + x)x−xex is clearly analytical in any closed x-cone of angle smaller than π (excluding an open cut
for non positive real x).

Using the fact that f(z)ez = O(eα|z|) for some α < 1 for z outside the z-cone, and taking an x-cone
of angle θ0 such that cos θ0 > α the contribution of f(xeiθ)exe

iθ

for xeiθ outside the interval z-cone
is of order Γ(1 + x)eα|x||x−x| which is exponentially small when we take the Stirling approximation
Γ(1+x) =

√
2πxxxe− cos θ0x(1+O(x−1)). Therefore modulo an exponentially small term a(x) is equal

to

a(x) =
Γ(1 + x)

2π
x−xex

∫ θ1−arg(x)

−θ1−arg(x)

f(xeiθ) exp(x(eiθ − 1− iθ))dθ (13)

with θ1 the angle of the z-cone.
Whatever the value of θ1 < π

2 , we have ℜ(eiθ−1−iθ) = cos θ−1 ≤ − θ22 and since ℑ(eiθ−1−iθ) =
sin θ−θ = O(θ3). Thus we can take θ0 small enough such thatℜ(x(eiθ−1−iθ)) ≤ −|x| θ24 and therefore
using |f(z)| ≤ B|z|β for some B and β as specified in the first dePoissonization condition:

∣∣∣∣∣

∫ θ1−arg(x)

−θ1−arg(x)

f(xeiθ) exp(x(eiθ − 1− iθ))dθ
∣∣∣∣∣ ≤ B|x|β

∫ ∞

−∞
e−|x|θ2/4dθ (14)

= B

√
2√
π|x|
|x|β . (15)

Combining with the Stirling approximation of Γ(1 + x) we get a(x) = O(xβ) for x in the x-cone, as
claimed. ✷

This lemma is important since it basically close the loop of depoissonization theorems by giving a strict
equivalence between poissonization and depoissonization. In particular we have the following corollary
on Hadamard products:

Corollary 1 Let f(z) =
∑
n an

zn

n! e
−z and g(z) =

∑
n bn

zn

n! e
−z that both satisfy the JS conditions (on

same cone), then f(z) ⋆ g(z) =
∑
n anbn

zn

n! e
−z satisfies the JS condition and for z in the cone when

|z| → ∞:
f(z) ⋆ g(z) = f(z)g(z) + zf ′(z)g′(z) +O(zβ−2) . (16)
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The author refers to [9] for an alternative handling of Hadamard products in Poisson generating functions
and dePoissonization. Regarding the G-trie size and cost moment analysis we will summarize our main
analytical tolls in two theorems that we will state after the following technical lemmas.

We denote T the operator on a function f(z) such that T f(z) =
∑
a∈A f(paz) and S the operator

such that Sf(z) =∑a∈A paf(paz).

Lemma 3 Let the functional equation f(z) −MT f(z) = g(z). If g(z) = zβ for some ℜ(β) > ρ then

f(z) = zβ

1−MH(−β) . When g(z) is a function such that |g(z)| ≤ B|z|β in a complex cone with β > ρ then

f(z) satisfies |f(z)| ≤ B
1−MH(−β) |z|β in the cone.

Proof: We have f(z) =
∑
n≥0M

nT ng(z) which converges to zβ

1−MH(−β) when g(z) = zβ . When

|g(z)| ≤ B|z|β we get the upper bound |f(z)| ≤∑n≥0M
n(H(−β))n|z|β . ✷

Lemma 4 Let the functional equation f(z) −MT f(z) = g(z). If g(z) = O(|z|β) when |z| → ∞ and
g(z) = O(z2) when z → 0, in a cone for some β < ρ, then for arbitrarily chosen ρ′ < ρ and z in the
cone we have

f(z) =
∑

k∈Z

g∗(βk)
zβk

MH ′(−βk)
+O(zρ

′

) (17)

with the βk, the root of 1 −MH(−s) = 0 in the strip ρ′ < ℜ(βk) ≤ β0 = ρ and g∗(s) is the Mellin
transform of function g(z).

Proof: Since g(z) = O(z2) when z → 0 the series f(z) =
∑
n≥0M

nT ng(z) absolutely converge and

is therefore a solution. The Mellin transform g∗(s) =
∫∞
0
g(z)zs−1dz exists [2] for −2 < ℜ(s) < −β.

Since the Mellin transform f∗(s) of function f(z) satisfies

f∗(s) =
g∗(s)

1−MH(s)
(18)

it exists for −2 < ℜ(s) < −ρ and is singular on the roots of 1 −MH(s). The classic application of
singularity on the inverse Mellin: f(z) =

∫ c+i∞
c−∞ f∗(s)z−sds for −2 < c < −ρ gives

f(z) =
∑

k∈Z

g∗(βk)
zβk

MH ′(−βk)
+

∫ −ρ′+i∞

−ρ′−∞
f∗(s)z−sds (19)

✷

Lemma 5 Let the functional equation f(z) −MSf(z) = g(z). If g(z) = zβ−1 with ℜ(β) > ρ then

f(z) = zβ−1

1−MH(−β) . When |g(z)| ≤ B|z|β−1, then f(z) satisfies |f(z)| ≤ B
1−MH(−β) |z|β−1. If g(z) =

O(z) when z → 0 and g(z) = O(zβ−1) when z →∞ with β < ρ then

f(z) =
∑

k∈Z

g∗(βk)
zβk−1

MH ′(−βk)
+O(zρ

′−1) (20)



188 P. Jacquet

Proof: It suffices to notice that zf(z) is solution of zf(z) −MT zf(z) = zg(z) and then to apply the
previous lemma. ✷

Theorem 5 Let f(z) be an analytic function which is O(z2) when z → 0 and which satisfies the JS
conditions for some cone θ. Then the function g(z) such that g(z) −MT g(z) = f(z) satisfies the JS
conditions.

Proof: First we check the condition (i). Without loss of generality we can assume that for z in the cone:
|f(z)| ≤ B|z|β with β > ρ. Since |T f(z)| ≤ B(

∑
a∈A p

β
a)|z|β and |g(z)| ≤ B

1−MH(−β) |z|β as stated
by lemma 3.

Second we check he condition (o). For z outside the cone we have |f(z)ez| ≤ A0|z|2eα|z| uniformly
for some A0 > 0 and α < 1, since f(z) = O(z2) when z → 0. Without loss of generality we assume
that α > cos θ. We have

|T f(z)ez| ≤ A0

∑

a∈A
p2a|z|2e(αpa+(1−pa) cos θ)|z| ≤ A0(

∑

a∈A
p2a)|z|2eα|z| . (21)

Thus |g(z)ez| ≤ A0

1−MH(−2) |z|2eα|z| . ✷

We have the theorem similar to the previous theorem.

Theorem 6 Let f(z) be an analytic function which is O(z) when z → 0 and which satisfies the JS
conditions for some cone θ. Then the function g(z) such that g(z) −MSg(z) = f(z) satisfies the JS
conditions.

Proof: The proof is very similar to the previous proof and is not detailed here. ✷

4.2 Moment generating functions

Further moments and distribution are more delicate to handle, in particular when the graph G has semi-
cycles (two path with same end points). Therefore we assume that G is a M -ary tree with M > 1.Let
Pn(u) = E(uSn) the p.g.f. of the graph trie size built from n independent label functions in a graph trie.
We have

Pn(u) = u

( ∑

n∈NA

(
n

n

) ∏

a∈A
pna
a Pna

(u)

)M
(22)

where n = (na)a∈A is a A tuple of integers and
(
n
n

)
is the multinomial n!

∏

a∈A na!
when

∑
a∈A na = n or

zero otherwise. Now introducing the Poisson generating function P (z, u) =
∑
n Pn(u)

zn

n! e
−z it comes

that

P (z, u) = u

(∏

a∈A
P (paz, u)

)⋆M
+ (1− u)(1 + z)e−z (23)

Regarding the insertion cost, denoting Dn(u) = E(uCn) its p.g.f., we have for n ≥ 1 a simpler identity:

Dn(u) = u


∑

a∈A

∑

k≤n

(
n

k

)
pka(1− pa)n−kDk(u)



M

(24)
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which leads to the functional equation with the Poisson generating functions:

D(z, u) = u

(∑

a∈A
paD(paz, u)

)⋆M
+ (1− u)e−z . (25)

4.3 Variances

Let Qn = E((Sn)
2) = P ′′

n (1) + P ′(1), its Poisson generating function Q(z) satisfies:

Q(z) = MT Q(z) +M
(
−T S2(z) + (T S(z))2

)

+2MT S(z) +M(M − 1) (T S(z))⋆2 + 1− (1 + z)e−z . (26)

Lemma 6 Function Q(z) satisfies the JS conditions.

Proof: We have Q(z) which satisfies Q(z) = T Q(z) + f(z) splitting f(z) = f1(z) + f2(z) such

f1(z) = 2MT S(z) +M(M − 1) (T S(z))⋆2 + 1− (1 + z)e−z (27)

f2(z) = M
(
−T S2(z) + (T S(z))2

)
. (28)

Function f1(z) although containing an Hadamard product satisfies JS conditions thanks to corollary 1
and is O(z2) when z → 0. Function f2(z) is O(z2) when z → 0 and satisfies condition (i). We rewrite

f2(z) = 2M
∑

{a,b}⊂A
S(paz)S(pbz) . (29)

Under this form JS condition comes from the closure property in [9]. In particular to check condition
(o); notice that always a 6= b in the summation. Let α < 1 such that when |z| → ∞ outside of the cone
|S(z)ez| = O(eα|z|), without loss of generality we assume α > cos θ where θ is the angle of the cone.
We have

|S(paz)S(pbz)ez| = O (exp (((pa + pb)α) + (1− pa − pb) cos θ)|z|)) . (30)

Since pa + pb ≤ 1 since a 6= b we have |S(paz)S(pbz)ez| = O(eα|z|). Thus f(z) is O(z2) when z → 0
and satisfies the JS conditions; by application of theorem 5. ✷

Using the classic Poisson variance [4][9] defined as V (z) = Q(z)− S2(z) we get

V (z) = MT V (z)− 2S(z)(1 + z)e−z + (1 + z)2e−2z − (1 + z)e−z

+M(M − 1)
(
(T S(z))⋆2 − (T S(z))2

)
(31)

Lemma 7 For z in a cone around the real positive axis we have

(T S(z))⋆2 − (T S(z))2 =
∑

k∈Z

1

M2
Fkz

γk +O(zρ+ρ
′−1) (32)

with ∀k ∈ Z : ρ+ρ′−1 < ℜ(γk) ≤ γ0 = 2ρ−1 and {Fk}i∈N is an absolute convergent series obtained

from the expansion of
(∑

k∈Z
βkBkz

βk−1
)2
z.
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Remark Thus the left hand side function is O(z2ρ−1). Notice that 2ρ− 1 ≥ ρ.

Proof: Since the function f(z) = T S(z) satisfies the JS conditions, corollary 1 applies, i.e. ,

(T S(z))⋆2 − (T S(z))2 = z(f ′(z))2 +O(z2ρ−2) . (33)

We know that M(T S(z))′ + ze−z = S′(z), and S(z) =
∑
k∈Z

Bkz
βk +O(zρ

′

). Thus

(f ′(z))2 =
1

M2

∑

(k,k′)∈Z2

βkBkβk′Bk′z
βk+βk′−2 +O(zρ

′+ρ−2) . (34)

Rewriting in (f ′(z))2 = 1
M2

∑
i∈Z

Fiz
γi−1 +O(zρ

′+ρ−2) with γ0 = 2ρ− 1, yields the result. ✷

Theorem 7 For z in a cone around the real axis we have

V (z) =
M2 −M
M2

∑

i

Fi
1−MH(−γi)

zγi +O(zρ+ρ
′−1) (35)

with 1 < ρ′ < ρ.

Remark Thus the Poisson variance V (z) is of order z2ρ−1 greater than the order of the Poisson mean
S(z). However the standard deviation is in zρ−1/2 is smaller than S(z) thus we conjecture a normal
limiting distribution here.

Proof: We have ρ < ρ+ ρ′ − 1, which is always possible since ρ < 2ρ− 1. We have basically

V (z) =MT V (z) +
(M − 1)M

M2

∑

i

Fiz
γi + g(z) (36)

with g(z) which is O(zρ+ρ
′−1) when z → ∞ in a cone and is O(z2ρ−1) when z → 0, in fact in

O(zmin{2,2ρ−1}). Therefore we have

V (z) =
(M − 1)M

M2

∑

i

Fi
1−MH(−γi)

zγi + h(z) (37)

with h(z) the solution of h(z) =MT h(z) + g(z). Using lemma 3 we have h(z) = O(zρ+ρ
′−1). ✷

Therefore we can conclude our variance analysis by the following theorem

Theorem 8 The variance Vn of the size satisfies

Vn =
∑

k∈Z

(
(M − 1)M

M2(1−MH(−γk))
− 1

)
Fkn

γk +O(nρ
′+ρ−1) (38)

For some 1 < ρ′ < ρ.
In the particular case where the pa are all identical then the nγk terms cancel and Vn expands in nβk

with coefficients expressed as a calculable convergent series and the error term is in n2ρ−2.
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Remark The variance Vn is in general of order n2ρ−1, but when the probabilities pa’s are uniforms it is
in nρ.

Proof: This a basic application of [4] regarding variance, and also [9]. Since Q(z) satisfies the JS
conditions we have

Qn = Q(n)− n

2
Q′(n) +O(n2ρ−2) (39)

since Q(n) = V (n) + S2(n) is O(n2ρ), it is proven in [4] and [9] that Vn = V (n) − n(S′(n))2 +
O(n2ρ−2) and thus we get the expansion displayed in the theorem. In general we don’t expect a systematic
cancelation of the coefficients. Anyhow such cancelation occurs when the pa’s are all equal to 1

A . Indeed,
in this case H(s) = A1−s and since the γi are all of the form βk + βk′ − 1, we have H(−γi) =
A1−βk ×A1−βk′ . Since ∀k ∈ Z: A1−βk = 1

M , then M2(1−MH(−γi)) =M(M − 1).
To get the expansion in the uniform case we borrow some methodology of [9] and define VB(z) =

V (z)− z(S′(z))2. When the probabilities pa’s are uniform we have the functional equations:

VB(z) = MT VB(z)− 2S(z)(1 + z)e−z + (1 + z)2e−2z − (1 + z)e−z + z3e−2z + 2z2S′(z)e−z

M(M − 1)
(
A2(S(

z

A
))∗2 −A2(S(

z

A
))2 − z(S′(

z

A
))2
)
. (40)

Since A2(S( zA ))
∗2 − A2(S( zA ))

2 = z(S′( zA ))
2 + O(z2ρ−2) it turns out that VB(z) −MVB(z) = g(z)

with g(z) = O(z2ρ−2). Since g(z) = O(z2) when z → 0 and 2ρ − 2 < ρ we can apply lemma 4 to get
that VB(z) = O(zρ) and Vn = O(nρ). ✷

Remark The variance Vn is in general in O(n2ρ−1) a greater order than the mean Sn, but the standard
deviation

√
Vn is of order smaller than the mean, thus there is hope to get a normal limiting distribution.

For the uniform case mean and variance are of same order nρ and in this case the central limit theorem
should held via a standard application of the contraction method; see Theorem 5.2 in [7].

Theorem 9 The variance Wn of the insertion cost in a G-trie already containing n label functions has
the asymptotic expansion

Wn =
∑

k∈Z

Gkn
βk−1 +O(nρ

′+ρ−2) (41)

with the Gk’s a calculable absolutely convergent series.

Remark The variance of insertion cost Wn is of order nρ−1, thus of the same order of the mean, the
contraction method of [7] can apply for proving the normal limiting convergence.

Proof: Let Rn = E((Cn)
2) = D′′

n(1) +D′(1), its Poisson generating function R(z) satisfies:

R(z) = SR(z)− 2SC(z) +M(M − 1)

(∑

a∈A
SC(z)

)⋆2
(42)

By using theorem 6 we know that R(z) is O(z) when z → 0 and is O(z2ρ−2) satisfies the JS conditions.
The Poisson variance W (z) satisfies

W (z) =MSW (z) + e2z − e−z − 2C(z)e−z +M(M − 1)
(
(SC(z))⋆2 − (SC(z))2

)
(43)
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but since (SC(z))⋆2 − (SC(z)) is in z2ρ−3 when z → ∞, an order smaller than zρ−1, by virtue of
lemma 5 we have the expansion displayed in the theorem. The coefficients Gk are obtained by the Mellin
transform of the right-hand side of (43). The expansion Wn =W (n)− n(C ′(n))2 +O(n2ρ−4) does not
change these coefficients since the order of n(C ′(n))2 is n2ρ−3. ✷

5 Conclusion
We have introduced a new data structure, called graph trie, that mixes graphs and sequences. It is a
generalization of classic trie. The evaluation of the performance via generating function, mean and vari-
ance, gives rise to an interesting combination of difference equations and Hadamard products of Poisson
generating functions. The order of magnitude of mean and variance are significantly different than their
counterpart in classic tries. In passing we close the loop of analytic depoisssonization by showing that the
dePoissonization conditions are strictly equivalent to the polynomial growth of the analytic continuation
of the coefficients in a cone. We give an expression of the moment generating functions and we conjecture
that they give rise to limiting normal distribution like with classic regular tries.
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[5] P Jacquet, M Régnier, New results on the size of tries, IEEE Transaction on IT, 1989, vol 35(1), pp.
203-205.

[6] P Jacquet, W Szpankowski, Entropy computations via analytic depoissonization, IEEE Transaction
on IT, 1999, vol 45(4), pp. 1072-1081.
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Asymptotic normality of fringe subtrees and

additive functionals in conditioned

Galton–Watson trees.

Svante Janson1†

1Department of Mathematics, Uppsala University, PO Box 480, SE-751 06 Uppsala, Sweden

Abstract. We consider conditioned Galton–Watson trees and show asymptotic normality of additive functionals that
are defined by toll functions that are not too large. This includes, as a special case, asymptotic normality of the number
of fringe subtrees isomorphic to any given tree, and joint asymptotic normality for several such subtree counts. The
offspring distribution defining the random tree is assumed to have expectation 1 and finite variance; no further moment
condition is assumed.

Keywords: Fringe subtrees; conditioned Galton–Watson trees; random trees; asymptotic normality; toll functions.

1 Introduction

Given a rooted tree T and a node v in T , let Tv be the subtree of T rooted at v, i.e., the subtree consisting
of v and all its descendents. Such subtrees are called fringe subtrees. The random fringe subtree T∗ is the
random rooted tree obtained by taking the subtree Tv at a uniformly random node v in T , see (author?)

[1].
We let, for T, T ′ ∈ T,

nT ′(T ) :=
∣∣{v ∈ T ′ : Tv = T ′}

∣∣, (1.1)

i.e., the number of subtrees of T that are equal (i.e., isomorphic to) to T ′. Then the distribution of T∗ is
given by

P(T∗ = T ′) = nT ′(T )/|T |, T ′ ∈ T. (1.2)

Thus, to study the distribution of T∗ is equivalent to studying the numbers nT ′(T ).
A related point of view is to let f be a functional of rooted trees, i.e., a function f : T → R, and for a

tree T ∈ T consider the sum
F (T ) = F (T ; f) :=

∑

v∈T
f(Tv). (1.3)

†Partly supported by the Knut and Alice Wallenberg Foundation

1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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Thus,
F (T )/|T | = E f(T∗). (1.4)

One important example of this is to take f(T ) = 1{T = T ′}, the indicator function that T equals some
given tree T ′ ∈ T; then F (T ) = nT ′(T ) and (1.4) reduces to (1.2). Conversely, for any f ,

F (T ) =
∑

T ′∈T

f(T ′)nT ′(T ); (1.5)

hence any F (T ) can be written as a linear combination of the subtree counts nT ′(T ), so the two points of
views are essentially equivalent.

Remark 1.1 Functionals F that can be written as (1.3) for some f are called additive functionals. The
definition (1.3) can also be written recusively as

F (T ) = f(T ) +
d∑

i=1

F (Ti), (1.6)

where T1, . . . , Td are the branches (i.e., the subtrees rooted at the children of the root) of T . In this context,
f(T ) is often called a toll function. (One often considers toll functions that depend only on the size |T | of
T , but that is not always the case. We emphasise that we allow more general functionals f .)

Note that when T is a random tree, as it was in [1] and will be in the present paper, F (T ) is a random
variable. In particular, nT ′(T ) is a random variable for each T ′ ∈ T, and thus the distribution of T∗,
which is given by (1.2), is a random probability distribution on T. Note that (1.2) now reads

P
(
T∗ = T ′ | T

)
= nT ′(T )/|T | (1.7)

and that similarly (1.4) then has to be replaced by

F (T )/|T | = E
(
f(T∗) | T

)
. (1.8)

The random trees that we consider in this paper are conditioned Galton–Watson trees. (Related results
for some other random trees are given by Fill and Kapur [9, 10] (m-ary search trees under different
models) and Holmgren and Janson [11] (random binary search trees and random recursive trees).) The
Galton–Watson trees are defined using an offspring distribution ξ and we assume throughout the paper
that E ξ = 1 and σ2 := Var ξ is finite (and non-zero). We denote the probability distribution of ξ by
(pk)

∞
0 , i.e., pk := P(ξ = k).

The results in (author?) [1] focus on convergence (in probability), as |T | → ∞, of the fringe sub-
tree distribution for suitable classes of random trees T , which by (1.8) is equivalent to convergence of
F (T )/|T | or EF (T )/|T | for suitable functionals f . For the conditioned Galton–Watson trees studied
here, this is stated in the following theorem from [15, Theorem 7.12], improving earlier results by (au-

thor?) [1] and Bennies and Kersting [2].

Theorem 1.2 (Aldous, et al.) Let Tn be a conditioned Galton–Watson tree with n nodes, defined by an
offspring distribution ξ with E ξ = 1, and let T be the corresponding unconditioned Galton–Watson tree.
Then, as n→∞: For every fixed tree T ,

nT (Tn)
n

= P(Tn,∗ = T | Tn) p−→ P(T = T ). (1.9)
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Equivalently, for any bounded functional f on T,

F (Tn)
n

= E f
(
Tn,∗ | Tn

) p−→ E f(T ). (1.10)

Theorem 1.2 is a law of large numbers for F (Tn). In the present paper we take the next step and give a
central limit theorem. This includes, as a special case, (joint) normal convergence of the subgraph counts
nT ′(T ), see Corollary 1.4.

Theorem 1.3 Let Tn be a conditioned Galton–Watson tree of order n with offspring distribution ξ, where
E ξ = 1 and 0 < σ2 := Var ξ < ∞, and let T be the corresponding unconditioned Galton–Watson tree.
Suppose that f : T→ R is a functional of rooted trees such that E |f(T )| <∞, and let µ := E f(T ).

(i) If E f(Tn)→ 0 as n→∞, then

EF (Tn) = nµ+ o
(√
n
)
. (1.11)

(ii) If

E f(Tn)2 → 0 (1.12)

as n→∞, and

∞∑

n=1

√
E(f(Tn)2)

n
<∞, (1.13)

then
VarF (Tn) = nγ2 + o(n) (1.14)

where
γ2 := 2E

(
f(T )

(
F (T )− |T |µ

))
−Var f(T )− µ2/σ2 (1.15)

is finite; moreover,
F (Tn)− nµ√

n

d−→ N(0, γ2). (1.16)

By (1.11), we may replace nµ by the exact mean EF (Tn) in (1.16).
Special cases of Theorem 1.3 have been proved before, by various methods. A simple example is the

number of leaves in Tn, shown to be normal by Kolchin [19], see Example 2.1. (See also (author?)

[1, Remark 7.5.3].) Wagner [26] considered random labelled trees (the case ξ ∼ Po(1)) and showed
Theorem 1.3 (and convergence of all moments) for this case, assuming further that f is bounded and
E |f(Tn)| = O(cn) for some c < 1 (a stronger assumption that our (1.12)–(1.13)).

Theorem 1.3 is stated for a single functional F , but joint convergence for several different F (each
satisfying the conditions in the theorem) follows immediately by the Cramér–Wold device. One example
is the following corollary for the subtree counts (1.1). (We state the result as asymptotic normality for the
infinite family of all subtree counts; by definition, this is the same as asymptotic normality for any finite
subfamily.)



196 S. Janson

Corollary 1.4 The subtree counts nT (Tn), T ∈ T, are asymptotically jointly normal. More precisely, let
πT := P(T = T ),

γT,T := πT −
(
2|T | − 1 + σ−2

)
π2
T , (1.17)

and, for T1 6= T2,

γT1,T2
:= nT2

(T1)πT1
+ nT1

(T2)πT2
−
(
|T1|+ |T2| − 1 + σ−2

)
πT1

πT2
. (1.18)

Then, for any trees T, T1, T2 ∈ T,

EnT (Tn) = nπT + o
(√
n
)
, (1.19)

Cov
(
nT1

(Tn), nT2
(Tn)

)
= nγT1,T2

+ o(n), (1.20)

nT (Tn)− nπT√
n

d−→ ZT , (1.21)

the latter jointly for all T ∈ T, where ZT are jointly normal with mean EZT = 0 and covariances
Cov

(
ZT1

, ZT2

)
= γT1,T2

.

We say that the functional f has finite support if f(T ) 6= 0 only for finitely many trees T ∈ T; equiv-
alently, there exists a constant K such that f(T ) = 0 unless |T | 6 K. Note that a functional with finite
support necessarily is bounded. By (1.5), the additive functionals F that arise from functionals f with
finite support are exactly the finite linear combinations of subgraph counts nT ′(T ). Hence Corollary 1.4
is equivalent to asymptotic normality (with convergence of mean and variance) for F (Tn) whenever f has
finite support. The asymptotic variance γ2 = limn→∞ VarF (Tn)/n is given by (1.15) or, equivalently,
follows from (1.17)–(1.18).

Remark 1.5 The condition (1.12) in Theorem 1.3(ii) is equivalent to E f(Tn) → 0 and Var f(Tn) → 0,
and it implies E |f(Tn)| → 0 as assumed in (i). Both this condition and (1.13) say that f(T ) is (on
the average, at least) decreasing as |T | → ∞, but a rather slow decrease is sufficient; for example, the
theorem applies when f(T ) = 1/ log2 |T | (for |T | > 1). In particular, it is not enough to assume that f is
a bounded functional. For a trivial example, let f(T ) = 1 for all trees T ; then F (T ) = |T | so F (Tn) = n
is constant, with mean n and variance 0. However, the first two terms on the right-hand side of (1.15)
vanish, so γ2 = −σ−2 < 0, which is absurd for an asymptotic variance, and (1.14) and (1.16) fail.

Remark 1.6 If we go further and allow f(T ) that grow with the size |T |, we cannot expect the results
to hold. Fill and Kapur [8] have made an interesting and illustrative study (for certain f ) of the case
of binary trees, which is the case ξ ∼ Bin(2, 1/2) of conditioned Galton–Watson tree, and presumably
typical for other conditioned Galton–Watson trees as well. They show that for f(T ) = log |T |, F (Tn) is
asymptotically normal, but with a variance of the order n log n. And if f(T ) increases more rapidly, with
f(T ) = |T |α for some α > 0, then the variance is of order n1+2α, and F (Tn) has, after normalization, a
non-normal limiting distribution.

Intuitively, our conditions are such that the sum (1.3) is dominated by the many small subtrees Tv; since
different parts of our trees are only weakly dependent on each other, this makes asymptotic normality
plausible. For a toll function f that grows too rapidly with the size of T , the sum (1.3) will on the contrary
be dominated by large subtrees, which are more strongly dependent, and then other limit distributions will
appear.
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Remark 1.7 For the m-ary search tree (2 6 m 6 26) and random recursive tree a similar theorem
holds, but there f(T ) may grow almost as |T |1/2, see Hwang and Neininger [13] (binary search tree,
f depends on |T | only), Fill and Kapur [9] (m-ary search tree, f depends on |T | only), Holmgren and
Janson [11] (binary search tree and random recursive tree, general f ). A reason for this difference is
that for a conditioned Galton–Watson tree, the limit distribution of the size of the fringe subtree, which
by Theorem 1.2 is the distribution of |T |, decays rather slowly, with P(|T | = n) ≍ n−3/2. while the
corresponding limit distribution for fringe subtrees in a binary search tree or random recursive tree decays
somewhat faster, as n−2, see (author?) [1]. Cf. also the related results in Fill, Flajolet and Kapur [7,
Theorem 13 and 14], showing a similar contrast (but at orders n1/2 and n) between uniform binary trees
(an example of a conditioned Galton–Watson tree) and binary search trees for the asymptotic expectation
of an additive functional.

We can weaken the conditions on the size of f if we assume that f is “nice”. We say that a functional
f(T ) on T is local (with cut-off M ) if it depends only on the first M generations of T , for some M <∞,
i.e., if we let T (M) denote T truncated at height M , then f(T ) = f(T (M)). More generally, we say that
f is weakly local (with cut-off M ) if f(T ) depends on |T | and T (M) for some M .

Theorem 1.8 Let Tn be a conditioned Galton–Watson tree as in Theorem 1.3. Suppose that f : T → R

is a bounded and local functional. Then the conclusions (1.11), (1.14) and (1.16) hold for some γ2 <∞.
More generally, the same holds if f is a bounded and weakly local functional such that E f(Tn) → 0

and
∑
n |E f(Tn)|/n <∞.

Remark 1.9 The asymptotic variance γ2 equals 0 in two trivial cases:

(i) f(T ) = F (T ) = F (Tn) = 0 a.s.;

(ii) {k : pk > 0} = {0, r} for some r > 1 and f(T ) = a1{|T | = 1} for some real a; then
F (Tn) = a(n− (n− 1)/r) is deterministic.

We can show, using [17], that if f has finite support, then γ2 > 0 except in these trivial cases. For general
f , we do not know whether γ2 = 0 is possible except in such trivial cases. (See Example 2.2 for another
trivial case. For some f , it may be possible to use the simple criterion in [6] to show γ2 > 0, but in
general, our f is not of the type studied there so more research is needed.)

This is an extended abstract of [16], where proofs and further details are given.

2 Examples

Example 2.1 The perhaps simplest non-trivial example is to take f(T ) = 1{|T | = 1}. Then F (T ) is the
number of leaves in T . We have E f(T ) = P(|T | = 1) = P(ξ = 0) = p0.

Theorems 1.3 and 1.8 both apply and show asymptotic normality of F (Tn), and so does Corollary 1.4
since F (T ) = n•(T ), where • is the tree of order 1; (1.15) yields

γ2 = 2p0(1− p0)− p0(1− p0)− p20/σ2 = p0 − (1 + σ−2)p20, (2.1)

which also is seen directly from (1.17). The asymptotic normality in this case (and a local limit theorem)
was proved by Kolchin [19, Theorem 2.3.1]. By Remark 1.9, or by a simple calculation directly from
(2.1), γ2 > 0 except in the case pr = 1 − p0 = 1/r for some r > 2 when all nodes in Tn have 0 or r
children (full r-ary trees) and n•(Tn) = n− (n− 1)/r is deterministic.
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Example 2.2 A natural extension is to consider the number of nodes of outdegree r, for some given
integer r > 1; we denote this by nr(T ). Then nr(T ) = F (T ) with f(T ) = 1 if the root of T has degree
r, and f(T ) = 0 otherwise. Asymptotic normality of nr(Tn) too was proved by Kolchin [19, Theorem
2.3.1], with

n−1/2
(
F (Tn)− npr

) d−→ N
(
0, γ2r

)
(2.2)

where
γ2r = pr(1− pr)− (r − 1)2p2r/σ

2, (2.3)

see also Janson [14] (joint convergence and moment convergence, assuming at least E ξ3 <∞), Minami
[23] and Drmota [5, Section 3.2.1] (both assuming an exponential moment) for different proofs.

It is easily checked that for r > 0, γr > 0 except in the two trivial cases pr = 0, when nr(Tn) = 0,
and pr = 1− p0 = 1/r, when all nodes have 0 or r children (full r-ary trees) and nr(Tn) = (n− 1)/r is
deterministic.

In this example,
E f(Tn) = P(the root of Tn has degree r)→ rpr. (2.4)

see [18] and [15, Theorem 7.10]. Hence (1.12) and (1.13) both fail, and we cannot apply Theorem 1.3. (It
does not help to subtract a constant, since f(Tn) is an indicator variable.) However, f is a bounded local
functional. Hence Theorem 1.8 applies and yields (2.2), together with convergence of mean and variance,
for some γr. It is immediate from the definition of the Galton–Watson tree T that

µ := E f(T ) = P(the root of T has degree r) = pr. (2.5)

Similarly, we obtain joint convergence for different r by Theorem 1.8 and the Cramér–Wold device. (It
seems that joint convergence has not been proved before without assuming at least E ξ3 <∞.)

Nevertheless, this result is a bit disappointing, since we do not obtain the explicit formula (2.3) for the
variance. Theorem 1.8 shows existence of γ2 but the formula (3.19) given by the proof is rather involved,
and we do not know any way to derive (2.3) from it. In this example, because of the simple structure of f ,
we can use a special argument and derive both (2.3) and the asymptotic covariance γrs for two different
outdegrees r, s > 0:

γrs = −prps − (r − 1)(s− 1)prps/σ
2, r 6= s, (2.6)

(as proved by [14] provided E ξ3 <∞).
Note that by (2.2), lim infn→∞ n−1/2 E |F (Tn)−nµ| > (2/π)1/2γr, so assuming γr > 0, E |F (Tn)−

nµ| > c1n
1/2, at least for large n. It is easily seen that also E f(Tn)|F (Tn) − nµ| > c2n

1/2, at least for
large n; hence, using P(|T | = n) ∼ cn−3/2,

E
∣∣f(T )

(
F (T )− |T |µ

)∣∣ =
∞∑

n=1

P(|T | = n)E
∣∣f(Tn)

(
F (Tn)− nµ

)∣∣ =∞,

which shows that the expectation in (1.15) does not exist, so γ2 is not given by (1.15).

Example 2.3 A node in a (rooted) tree is said to be protected if it is neither a leaf nor the parent of a leaf.
Asymptotics for the expected number of protected nodes in various random trees, including several ex-
amples of conditioned Galton–Watson trees, have been given by e.g. Cheon and Shapiro [3] and Mansour
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[22], and convergence in probability of the fraction of protected nodes is proved for general conditioned
Galton–Watson trees by Devroye and Janson [4].

We can now extend this to asymptotic normality of the number of protected nodes, in any conditioned
Galton–Watson tree Tn with E ξ = 1 and σ2 <∞. We define f(T ) := 1{the root of T is protected}, and
then F (T ) is the number of protected nodes in T . Since f is a bounded and local functional, Theorem 1.8
applies and shows asymptotic normality of F (Tn).

The asymptotic mean µ = E f(T ) is easily calculated, see [4] where also explicit values are given for
several examples of conditioned Galton–Watson trees. However, as in Example 2.2, we do not see how
to find an explicit value of γ2 from (3.19) (although it ought to be possible to use these for numerical
calculation for a specific offspring distribution). It seems possible that there is some other argument to
find γ2, but we have not pursued this and we leave it as an open problem to find the asymptotic variance
γ2, for example for uniform labelled trees or uniform binary trees.

Example 2.4 Wagner [26] studied the number s(T ) of arbitrary subtrees (not necessarily fringe subtrees)
of the tree T , and the number s1(T ) of such subtrees that contain the root. He noted that if T has branches
T1, . . . , Td, then s1(T ) =

∏d
i=1(1 + s1(Ti)) and thus

log
(
1 + s1(T )

)
= log

(
1 + s1(T )

−1
)
+

d∑

i=1

log
(
1 + s1(Ti)

)
, (2.7)

so log
(
1 + s1(T )

)
is an additive functional with toll function f(T ) = log

(
1 + s1(T )

−1
)
, see (1.6).

Wagner [26] used this and the special case of Theorem 1.3 shown by him to show asymptotic normality
of log

(
1 + s1(Tn)

)
(and thus of log s1(Tn)) for the case of uniform random labelled trees (which is Tn

with ξ ∼ Po(1)). We can generalize this to arbitrary conditioned Galton–Watson trees with E ξ = 1 and
E ξ2 < ∞ by Theorem 1.3, noting that |f(Tn)| 6 s1(Tn)−1 6 n−1 (since s1(T ) > |T | by considering
only paths from the root); hence (1.12)–(1.13) hold. Consequently,

(
log s1(Tn)− nµ

)
/
√
n

d−→ N(0, γ2) (2.8)

for some µ = E log
(
1 + s1(T )−1

)
and γ2 given by (1.15) (both depending on the distribution of ξ);

Wagner [26] makes a numerical calculation of µ and σ2 for his case.

Furthermore, as noted in [26], s1(T ) 6 s(T ) 6 |T |s1(T ) for any tree (an arbitrary subtree is a fringe
subtree of some subtree containing the root), and thus the asymptotic normality (2.8) holds for log s(Tn)
too.

Similarly, the example by Wagner [26, pp. 78–79] on the average size of a subtree containg the root
generalizes to arbitrary conditioned Galton–Watson trees (with E ξ2 <∞), showing that the average size
is asymptotically normal with expectation ∼ µn and variance ∼ γ2n for some µ > 0 and γ2; we omit the
details. We conjecture that the same is true for the average size of an arbitrary subtree, as shown in [26]
for the case considered there. (Note that a uniformly random arbitrary subtree thus is much larger than a
uniformly random fringe subtree.)
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3 Sketch of proofs

We let ξ1, ξ2, . . . be a sequence of independent copies of ξ, and let

Sn :=
n∑

i=1

ξi. (3.1)

3.1 A useful representation

A tree in T is uniquely described by its degree sequence (d1, . . . , dn). We may thus define the functional
f also on finite nonnegative integer sequences (d1, . . . , dn), n > 1, by

f(d1, . . . , dn) :=

{
f(T ), (d1, . . . , dn) is the degree sequence of a tree T ,

0, otherwise.
(3.2)

If T has degree sequence (d1, . . . , dn), and its nodes are numbered v1, . . . , vn in depth-first order so di
is the degree of vi, then the subtree Tvi has degree sequence (di, di+1, . . . , di+k−1), where k 6 n− i+1
is the unique index such that (di, . . . , di+k−1) is a degree sequence of a tree. By the definition (3.2), we
thus can write (1.3) as

F (T ) =
∑

16i6j6n

f(di, . . . , dj) =
n∑

k=1

n−k+1∑

i=1

f(di, . . . , di+k−1). (3.3)

Moreover, if we regard (d1, . . . , dn) as a cyclic sequence and allow wrapping around by defining dn+i :=
di, we also have the more symmetric formula

F (T ) =
n∑

k=1

n∑

i=1

f(di, . . . , di+k−1). (3.4)

The difference from (3.3) is that we have added some terms f(di, . . . , di+k−1−n) where the indices wrap
around, but these terms all vanish by definition because (di, . . . , di+k−1−n) is never a degree sequence.
(The subtree with root vi is completed at the latest by vn.)

It is a well-known fact, see e.g. [15, Corollary 15.4], that up to a cyclic shift, the degree sequence
(d1, . . . , dn) of the conditioned Galton–Watson tree Tn has the same distribution as

(
(ξ1, . . . , ξn) | Sn =

n− 1
)
. Since (3.4) is invariant under cyclic shifts of (d1, . . . , dn), it follows that, recalling (3.1),

F (Tn) d
=

(
n∑

k=1

n∑

i=1

f(ξi, . . . , ξi+k−1 mod n)
∣∣∣ Sn = n− 1

)
, (3.5)

where j mod n denotes the index in {1, . . . , n} that is congruent to j modulo n.

3.2 More notation

We let, for k > 1, fk be f restricted to Tk; more precisely, we define fk for all trees T ∈ T by fk(T ) :=
f(T ) if |T | = k and fk(T ) := 0 otherwise. In other words,

fk(T ) := f(T ) · 1{|T | = k}. (3.6)
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Extended to integer sequences as in (3.2), this means that

fk(d1, . . . , dn) = f(d1, . . . , dn) · 1{n = k}. (3.7)

Note that Tk is a finite set; thus fk is always a bounded function for each k.
We further let, for k > 1 and any tree T , with degree sequence (d1, . . . , dn),

Fk(T ) := F (T ; fk) =

n−k+1∑

i=1

fk(di, . . . , di+k−1). (3.8)

(We can also let the sum extend to n, wrapping around di as in (3.4).) Obviously,

f(T ) =
∞∑

k=1

fk(T ) and F (T ) =
∞∑

k=1

Fk(T ) (3.9)

for any tree T , where in both sums it suffices to consider k 6 |T | since the summands vanish for k > |T |.

3.3 Expectations

We calculate the expectation EF (Tn) using (3.5), which converts this into a problem on expectations
of functionals of a sequence of i.i.d. variables conditioned on their sum. Results of this type have been
studied before under various conditions, see for example Zabell [27, 28, 29], Swensen [25] and Janson
[14].

By (3.5) and symmetry,

EF (Tn) = n

n∑

k=1

E
(
f(ξ1, . . . , ξk) | Sn = n− 1

)
. (3.10)

We consider first the expectation of each Fk(Tn) separately, recalling (3.9). Note that each fk is
bounded, and thus trivially E |fk(T )| <∞. A simple argument yields the following.

Lemma 3.1 If 1 6 k 6 n, then

EFk(Tn) = n
P(Sn−k = n− k)
P(Sn = n− 1)

E fk(T ). (3.11)

We use this in combination with the following estimates, which are shown using the local limit theorem
and the methods used to prove it. (Cf. [24, Theorem VII.13].)

Lemma 3.2 (i) Uniformly for all k with 1 6 k 6 n/2, as n→∞,

P(Sn−k = n− k)
P(Sn = n− 1)

= 1 +O

(
k

n

)
+ o
(
n−1/2

)
. (3.12)

(ii) If n/2 < k 6 n, then

P(Sn−k = n− k)
P(Sn = n− 1)

= O

(
n1/2

(n− k + 1)1/2

)
. (3.13)
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3.4 Variances and covariances

We next consider the variance of F (Tn). As in Section 3.3, we consider first the different Fk(Tn) sepa-
rately; thus we study variances and covariances of these sums. We begin with an exact formula (omitted
here), corresponding to Lemma 3.1; then the terms in it are estimated similarly to Lemma 3.2, but with
more care since there typically is important cancellation between different terms. In particular, this leads
to a simple asymptotic result for fixed k and m.

Lemma 3.3 For any fixed k and m with k > m, as n→∞,

1

n
Cov(Fk(Tn), Fm(Tn))→ E

(
fk(T )Fm(T )

)
− (k +m− 1 + σ−2)E fk(T )E fm(T ).

Corollary 3.4 Suppose that f has finite support. Then, as n→∞,

1

n
VarF (Tn)→ E

(
f(T )

(
2F (T )− f(T )

))
− 2E

(
|T |f(T )

)
E f(T ) +

(
1− σ−2

)(
E f(T )

)2
.

For general f , we first show a uniform bound valid for all n.

Theorem 3.5 For any functional f : T→ R,

Var
(
F (Tn)

)1/2
6 C1n

1/2

(
sup
k

√
E f(Tk)2 +

∞∑

k=1

√
E f(Tk)2
k

)
, (3.14)

with C1 independent of f .

Using this bound, (1.14)–(1.15) follow easily.

3.5 Asymptotic normality

To prove asymptotic normality, we first consider functionals f with finite support. We use the representa-
tion (3.5), where now it suffices to sum over k 6 m for some m <∞. We define

g(x1, . . . , xm) :=
m∑

k=1

f(x1, . . . , xk) =
m∑

k=1

fk(x1, . . . , xk). (3.15)

Then (3.5) can be written (assuming n > m)

F (Tn) d
=

(
n∑

i=1

g(ξi, . . . , ξi+m−1 mod n)
∣∣∣ Sn = n− 1

)
. (3.16)

Asymptotic normality now follows by a method by Le Cam [21] and Holst [12], see also Kudlaev [20].
For general f in Theorems 1.3 and 1.8 we define the truncation

f (N)(T ) :=
N∑

k=1

fk(T ) = f(T )1{|T | 6 N} (3.17)
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and the corresponding sum F (N)(T ). The result follow from the case of finite support, using Theorem 3.5
and a similar but sharper estimate for weakly local functionals.

More precisely, with µ(N) := E f (N)(T ) and

(γ(N))2 := 2E
(
f (N)(T )

(
F (N)(T )− |T |µ(N)

))
−Var f (N)(T )− (µ(N))2/σ2, (3.18)

this proof yields asymptotic normality with the asymptotic variance

γ2 := lim
N→∞

(γ(N))2. (3.19)

In Theorem 1.3, this leads to (1.15). In Theorem 1.8, we do not know any simple general formula for
γ2.
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Abstract. We give a unified analysis of linear probing hashing with a general bucket size. We use both a combinatorial
approach, giving exact formulas for generating functions, and a probabilistic approach, giving simple derivations
of asymptotic results. Both approaches complement nicely, and give a good insight in the relation between linear
probing and random walks. A key methodological contribution, at the core of Analytic Combinatorics, is the use of
the symbolic method (based on q-calculus) to directly derive the generating functions to analyze.
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1 Motivation

Linear probing hashing, defined below, is certainly the simplest “in place” hashing algorithm [10].

A table of length m, T [1 . .m], with buckets of size b is set up, as well as a hash function h that

maps keys from some domain to the interval [1 . .m] of table addresses. A collection of n elements

with n 6 bm are entered sequentially into the table according to the following rule: Each element

x is placed at the first bucket that is not full starting from h(x) in cyclic order, namely the first of

h(x), h(x) + 1, . . . ,m, 1, 2, . . . , h(x)− 1.

In [9] Knuth motivates his paper in the following way: “The purpose of this note is to exhibit a surpris-
ingly simple solution to a problem that appears in a recent book by Sedgewick and Flajolet [12]:

Exercise 8.39 Use the symbolic method to derive the EGF of the number of probes required by linear
probing in a successful search, for fixed M.”

Moreover, at the end of the paper in his personal remarks he declares: “None of the methods available in
1962 were powerful enough to deduce the expected square displacement, much less the higher moments,
so it is an even greater pleasure to be able to derive such results today from other work that has enriched
the field of combinatorial mathematics during a period of 35 years.” In this sense, he is talking about the
powerful methods based on Analytic Combinatorics that has been developed for the last decades, and are
presented in [6].

In this paper we present in a unified way the analysis of several random variables related with linear
probing hashing with buckets, giving explicit and exact trivariate generating functions in the combinatorial

†Partly supported by the Knut and Alice Wallenberg Foundation

1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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model, together with generating functions in the asymptotic Poisson model that provide limit results, and
relations between the two types of results. Linear probing has been shown to have strong connections with
several important problems (see [9, 5, 2] and the references therein). The derivations in the asymptotic
Poisson model are probabilistic and use heavily the relation between random walks and the profile of
the table. Moreover, the derivations in the combinatorial model are based in combinatorial specifications
that directly translate into multivariate generating functions. As far as we know, this is the first unified
presentation of the analysis of linear probing hashing with buckets based on Analytic Combinatorics (“if
you can specify it, you can analyze it”).

We will see that results can easily be translated between the exact combinatorial model and the asymp-
totic Poisson model. Nevertheless, we feel that it is important to present independently derivations for the
two models, since the methodologies complement very nicely. Moreover, they heavily rely in the deep
relations between linear probing and other combinatorial problems like random walks, and the power of
Analytic Combinatorics.

The derivations based on Analytic Combinatorics heavily rely on a lecture presented by Flajolet whose
notes can be accessed in [4]. Since these ideas have only been partially published in the context of
the analysis of hashing in [6], we briefly present here some constructions that lead to q-analogs of their
corresponding exponential generating functions. Proofs will be given in the full version [8] of this paper.

1.1 Some notation

We study tables with m buckets of size b and n elements, where b > 1 is a constant. We often consider
limits as m,n → ∞ with n/bm → α with α ∈ (0, 1). We consider also the Poisson model with
n ∼ Po(αbm), and thus Po(bα) elements hashed to each bucket; in this model we can also take m =∞
which gives a natural limit object, see Section 4 and Lemma 5.1.

A cluster or block is a (maximal) sequence of full buckets ended by a non-full one. The tree function
is T (z) :=

∑∞
n=1

nn−1

n! zn, which converges for |z| 6 e−1. Let ω = ωb := e2πi/b be a primitive b:th unit
root.

2 Combinatorial characterization of linear probing

As a combinatorial object, a non-full linear probing hash table is a sequence of almost full tables (or
clusters) [9, 5, 13]. As a consequence, any random variable related with the table itself (like block lengths,
or the overflow in the parking problem) or with a random element (like its search cost) can be studied in
a cluster (that we may assume to be the last one in the sequence), and then use the sequence construction.
Figure 1 presents an example of such a decomposition.

We briefly recall here some of the definitions presented in [13]. Let Fbi+d be the number of ways to
construct an almost full table of length i+1 and size bi+ d (that is, there are b− d empty slots in the last
bucket). Define also

Fd(u) :=
∑

i≥0

Fbi+d
ubi+d

(bi+ d)!
, Nd(z, w) :=

b−1−d∑

s=0

wb−sFs(zw), 0 ≤ d ≤ b− 1. (2.1)

In this setting Nd(z, w) is the generating function for the number of almost full tables with more than d
empty locations in the last bucket. More specificallyN0(z, w) is the generating function for all the almost
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Fig. 1: A decomposition for b = 3 and d = 2.

full tables. We borrow from [13] the following identities:

b−1∑

d=0

Fd(bz)x
d = xb −

b−1∏

j=0

(
x− T (ωjz)

z

)
, (2.2)

N0(bz, w) = 1−
b−1∏

j=0

(
1− T (ωjzw)

z

)
, (2.3)

b−1∑

d=0

Nd(bz, w)x
d =

∏b−1
j=0

(
1− xT (ωjzw)

z

)
−∏b−1

j=0

(
1− T (ωjzw)

z

)

1− x . (2.4)

Let also Qm,n,d be the number of ways of inserting n elements into a table with m buckets of size b, so
that a given (say the last) bucket of the table contains more than d empty slots. In this setting, by a direct
application of the sequence construction as presented in [6] we derive a result presented in [1]:

Λ0(z, w) :=
∑

m≥0

∑

n≥0

Qm,n,0
zn

n!
wbm =

1

1−N0(z, w)
. (2.5)

Then, Λ0(z, w) is the generating function for the number of ways to construct hash tables such that their
last bucket is not full.

Consider a hash table of lengthm and n keys, where collisions are resolved by linear probing. Let P be
a property (e.g. cost of a successful search or block length), related with the last cluster of the sequence,
or with a random element inside it. Let pbi+d(q) be the probability generating function of P calculated in
the cluster of length i+ 1 and with bi+ d elements. We may express pm,n(q), the generating function of
P for a table of length m and n elements with at least one empty spot in the last bucket, as the sum of the
conditional probabilities:

pm,n(q) =

b−1∑

d=0

∑

i>0

#{tables where last cluster has size i+ 1 and bi+ d elements} pbi+d(q). (2.6)

There areQm−i−1,n−bi−d,0 ways to insert n−bi−d elements in the leftmost hash table of lengthm−i−1,
leaving their rightmost bucket not full. Moreover, there are Fbi+d ways to insert bi + d elements in the
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almost full table of length i+ 1. Furthermore, there are
(
n

bi+d

)
ways to choose which bi+ d elements go

to the last cluster. Therefore,

pm,n(q) =
b−1∑

d=0

∑

i≥0

(
n

bi+ d

)
Qm−i−1,n−bi−d,0 Fbi+dpbi+d(q). (2.7)

Then, the trivariate generating function for pm,n(q) is

P (z, w, q) :=
∑

m,n≥0

pm,n(q) w
bm z

n

n!
=

N̂0(z, w, q)

1−N0(z, w)
, with (2.8)

N̂0(z, w, q) :=

b−1∑

d=0

wb−d
∑

i≥0

Fbi+d
(zw)bi+d

(bi+ d)!
pbi+d(q), (2.9)

which could be directly derived with the sequence construction [6]. Notice that, as expected, N̂0(z, w, 1) =
N0(z, w) andP (z, w, 1) = Λ0(z, w)−1, since we consider onlym ≥ 1 (we have a last, non-filled bucket).

Moreover the Poisson Transform of pm,n(q)/mn is, with Qm,d(u) :=
∑
n>0Qm,n,du

n/n!,

Pm[pm,n(q)/m
n; bα] := e−mbα

∑

n≥0

pm,n(q)
(mbα)n

mnn!

=
b−1∑

d=0

e−(b−d)α
∑

i≥0

Fbi+d
(bαe−α)bi+d

(bi+ d)!
pbi+d(q) e

−(m−i−1)bα Qm−i−1,0(bα). (2.10)

Furthermore,Qm−i−1,0(bα) = [T0(bα) e
(m−i−1)bα]b(m−i−1)−1 where T0(bα) is, in the asymptotic Pois-

son model, the probability that a given bucket is not full [13]. It is proven in [1, 13] that

lim
m→∞

Pm[Qm,n,0/m
n; bα] = lim

m→∞
e−mbαQm,0(bα) = T0(bα) =

b(1− α)
∏b−1
j=1

(
1− T (ωjαe−α)

α

) . (2.11)

As a consequence, (2.10) and (2.9) yield

lim
m→∞

Pm[pm,n(q)/m
n; bα] = T0(bα)N̂0(bα, e

−α, q). (2.12)

Note that if 0 < α < 1 is a fixed constant, then w = e−α is the dominant singularity of P (bα,w, q) (a
root of 1−N0(bα,w), for j = 0 in (2.3), cf. (2.8)), so the relation (2.12) can also be derived by standard
asymptotic methods as in [6]. As a consequence, all the results found for exact m,n can easily been
translated in the Poisson model.

3 A q-calculus to specify hashing random variables

All the generating functions in this paper are exponential in n and ordinary inm. As a consequence all the
labelled constructions in [6] and their respective translation into EGF can be used. However, to specify
the combinatorial properties related with the analysis of linear probing hashing, new constructions have to
be added. These ideas have been presented by Flajolet in [4], but they do not seem to have been published
in the context of hashing. As a consequence, we briefly summarize them in this section.
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Adding an element 7→
∫

Cn = An−1

C = Add(A) C(z) =
∫ z
0
A(w)dw

Choosing a position 7→ ∂ Cn = (n+ 1)An
C = Pos(A) C(z) = ∂

∂z (zA(z))

Averaging 7→ 1
Z

∫
Cn = An

n+1

C = Ave(A) C(z) = 1
z

∫ z
0
A(w)dw

Adding a bucket 7→ exp Cn = 1

C = Bucket(Z) C(z) = exp(z)

We present a list of combinatorial constructions used in hashing and their corresponding translation into
EGF, where Z is an atomic class comprising a single element of size 1. Moreover, to keep track of the
distribution of random variables (e.g. the displacement of a new inserted element), we need translations
that belong to the area of q-calculus. Equations (3.1), (3.2) and (3.3) present some of these translations.

n 7→ [n] = 1 + q + q2 + . . .+ qn−1 =
1− qn
1− q (3.1)

∑
(n+ 1)fnz

n 7→
∑

[n+ 1]fnz
n (3.2)

∂

∂z
(zA(z)) 7→ H[f(z)] =

F (z)− qF (qz)
1− q (3.3)

Moments result from using the operators ∂q (differentiation w.r.t. q) and U (setting q = 1).

4 Probabilistic method: finite and infinite hash tables

In general, consider a hash table, with locations (“buckets”) each having capacity b; we suppose that the
buckets are labelled by i ∈ T, for a suitable index set T. Let for each bucket i ∈ T, Xi be the number
of elements that have hash address i, and thus first try bucket i. Moreover, let Hi be the total number of
elements that try bucket i and let Qi be the overflow from bucket i, i.e., the number of elements that try
bucket i but fail to find room and thus are transferred to the next bucket. We thus have the equations

Hi = Xi +Qi−1, Qi = (Hi − b)+. (4.1)

The final number of elements stored in bucket i is Yi := Hi ∧ b := min(Hi, b); in particular, the bucket
is full if and only if Hi > b.

Standard hashing is when the index set T is the cyclic group Zm. Another standard case, called the
parking problem, is when T is an interval {1, . . . ,m} for some integer m; in this case the Qm elements
that try the last bucket but fail to find room there are lost (overflow), and (4.1) uses the initial value
Q0 := 0.

In the analysis, we will mainly study infinite hash tables, either one-sided with T = N := {1, 2, 3, . . . },
or two-sided with T = Z; as we shall see, these occur naturally as limits of finite hash tables. In the
one-sided case, we again define Q0 := 0, and then, given (Xi)

∞
1 , Hi and Qi are uniquely determined

recursively for all i > 1 by (4.1). In the doubly-infinite case, it is not obvious that the equations (4.1)
really have a solution; we return to this question in Lemma 4.1 below.

In the case T = Zm, we allow (with a minor abuse of notation) also the index i in these quantities to be
an arbitrary integer with the obvious interpretation; then Xi, Hi and so on are periodic sequences defined
for i ∈ Z.
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We can express Hi and Qi in Xi by the following lemma, which generalizes (and extends to infinite
hashing) the case b = 1 treated in [10, Exercise 6.4-32], [3, Proposition 5.3], [7, Lemma 2.1].

Lemma 4.1 Let Xi, i ∈ T, be given non-negative integers.

(i) If T = {1, . . . ,m} or N, then the equations (4.1), for all i ∈ T, have a unique solution given by,
considering j > 0,

Hi = max
j<i

i∑

k=j+1

(Xk − b) + b, Qi = max
j6i

i∑

k=j+1

(Xk − b) (4.2)

(ii) If T = Zm, and moreover n =
∑m

1 Xi < bm, then the equations (4.1), for all i ∈ T, have a unique
solution given by (4.2), now with j ∈ Z. Furthermore, there exists i0 ∈ T such that Hi0 < b and
thus Qi0 = 0.

(iii) If T = Z, assume that
N−1∑

i=0

(b−X−i)→∞ as N →∞. (4.3)

Then the equations (4.1), for all i ∈ T, have a solution given by (4.2), with j ∈ Z, and this is the
minimal solution. Furthermore, for each i ∈ T there exists i0 < i such that Hi0 < b and thus
Qi0 = 0. Conversely, this is the only solution such that for every i there exists i0 < i with Qi0 = 0.

In the sequel, we will always use this solution of (4.1) for hashing on Z (assuming that (4.3) holds); we
can regard this as a definition of hashing on Z.

5 Convergence to an infinite hash table

We are interested in hashing on Zm with n elements having independent uniformly random hash ad-
dresses, thus X1, . . . , Xm have a multinomial distribution with parameters n and (1/m, . . . , 1/m). (We
denote these Xi by Xm,n;i.) We denote the profile of this hash table by Hm,n;i, where as above i ∈ Zm
but we also can allow i ∈ Z in the obvious way.

We consider a limit with m,n→∞ and n/bm→ α ∈ (0, 1). The appropriate limit object turns out to
be an infinite hash table on Z with Xi = Xα;i that are independent and identically distributed (i.i.d.) with
the Poisson distribution Xi ∼ Po(αb); this is the asymptotic Poisson model mentioned earlier. Note that
EXi = αb < b, so E(b−Xi) > 0 and (4.3) holds almost surely by the law of large numbers; hence this
infinite hash table is well-defined. We denote the profile of this hash table by Hα;i.

We claim that the profile (Hm,n;i)
∞
i=−∞, regarded as a random element of the product space ZZ, con-

verges in distribution to the (Hα;i)
∞
i=−∞. (By the definition of the product topology, this is equivalent to

convergence in distribution of any finite vector (Hm,n;i)
N
−M to (Hα;i)

N
−M .)

Lemma 5.1 Let m,n → ∞ with n/bm → α for some α with 0 < α < 1. Then (Hm,n;i)
∞
i=−∞

d−→
(Hα;i)

∞
i=−∞.

Remark 5.2 Note that the convergence of the profile implies convergence of all other quantities that we
study here. Thus the theorems in the sections below for hashing on Z contain (and are equivalent to) limit
theorems for finite hashing as m,n→∞ with n/bm→ α.
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6 The profile and overflow (parking problem)

In the combinatorial approach, let Ω(z, w, q) be the generating function for the number of elements that
overflow from a hash table (i.e., the number of cars that cannot find a place in the parking problem)

Ω(z, w, q) :=
∑

m>0

∑

n>0

∑

k>0

Nm,n,kw
bm z

n

n!
qk, (6.1)

where Nm,n,k is the number of hash tables of length m with n elements and overflow k. (We include an
empty hash table with m = n = k = 0 in the sum (6.1).) Thus w marks the number of places in the
table, z the number of elements and q the number of elements that overflow. The following result has
been independently presented by Panholzer in [11].

Theorem 6.1

Ω(bz, w, q) =
1

qb − wbeqbz ·
∏b−1
j=0

(
q − T (ωjzw)

z

)

∏b−1
j=0

(
1− T (ωjzw)

z

) . (6.2)

Proof: [Sketch] The number of elements that overflow from the table with m > 1 are the ones that
overflow from a table of size m − 1 plus the number of elements that hash into position m minus b
(giving the factor wbezq

qb
, corresponding to adding a last bucket, marking the elements that hash into this

last bucket, and leaving b elements in it). However, we have to include a correction factor in case that the
total number of elements that probe position m is less than b. As a consequence

Ω(z, w, q) = 1 + Ω(z, w, q)
wbezq

qb
+

b−1∑

s=0

(1− qs−b)Os(z, w),

where Os(z, w) is the generating function for the number of hash tables that have s elements in bucket m.
From [13] we know that

Os(z, w) =
Fs(zw)w

b−s

1−N0(z, w)
,

and the result follows. ✷

For the probabilistic version, we use Lemma 5.1 and study in the sequel infinite hashing on Z, with
Xi = Xα;i i.i.d. random Poisson variables with Xi ∼ Po(αb), where 0 < α < 1. Thus Xi has the
probability generating function

ψX(z) := E zXi = eαb(z−1). (6.3)

We begin by finding the distributions of Hi and Qi. Let ψH(z) := E zHi and ψQ(z) := E zQi denote the
probability generating functions of Hi and Qi (which obviously do not depend on i ∈ Z), defined at least
for |z| 6 1.
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Theorem 6.2 Let 0 < α < 1. The probability generating functions ψH(z) and ψQ(z) extend to mero-
morphic functions given by

ψH(z) =
b(1− α)(z − 1)

zbeαb(1−z) − 1

∏b−1
ℓ=1

(
z − T

(
ωℓαe−α

)
/α
)

∏b−1
ℓ=1

(
1− T

(
ωℓαe−α

)
/α
) , (6.4)

ψQ(z) =
b(1− α)(z − 1)

zb − eαb(z−1)

∏b−1
ℓ=1

(
z − T

(
ωℓαe−α

)
/α
)

∏b−1
ℓ=1

(
1− T

(
ωℓαe−α

)
/α
) . (6.5)

The formula (6.5), which easily implies (6.4), was shown by the combinatorial method in [13, Theorem
9]. It can also be obtained from Theorem 6.1; we omit the details.

Corollary 6.3 For k = 0, . . . , b− 1,

Pr(Yi = k) = Pr(Hi = k) = −b(1− α) [z
k]
∏b−1
ℓ=0

(
z − T

(
ωℓαe−α

)
/α
)

∏b−1
ℓ=1

(
1− T

(
ωℓαe−α

)
/α
) . (6.6)

Furthermore, the probability that a bucket is not full is given by

Pr(Yi < b) = Pr(Hi < b) = T0(bα) =
b(1− α)

∏b−1
ℓ=1

(
1− T

(
ωℓαe−α

)
/α
) (6.7)

and thus
Pr(Yi = b) = Pr(Hi > b) = 1− T0(bα). (6.8)

The generating functions Td(u) defined in [13] for 0 6 d 6 b − 1 have the property [13, p. 318] that
Td(bα) is the limit of the probability that a given bucket contains more than d empty slots, when m→∞
and n ∼ Po(αbm). By Lemma 5.1, this limit equals the probability that a given bucket in the infinite
hashing has more than d empty slots. This gives the following relation.

Theorem 6.4 For d = 0, . . . , b− 1,

Td(bα) = Pr(Yi < b− d) = Pr(Hi < b− d) =
b−d−1∑

s=0

Pr(Yi = s), (6.9)

It is easy to verify that the formula (6.6) is equivalent to [13, Theorem 8].

7 Robin Hood displacement

In Robin Hood, if ties are broken in a consistent way (e.g. by hash value) then the final table is the same,
independently from the sequence of insertions. As a consequence, the last inserted element, has the same
distribution as any other key. Let DRH be the displacement of a given element x; we may assume that
x hashes to bucket 0. We first study the number CRH of elements that win over x in the competition for
slots in the buckets; then DRH = ⌊CRH/b⌋. As in [13], we note that CRH is the sum of the number Q−1

of elements that overflow into 0 plus the number V of elements that hash to 0 that win over x; if there
are k other elements hashing to 0, then V is by symmetry uniformly distributed in {0, . . . , k}, and has
probability generating function 1

k+1

∑k
r=0 q

r.
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In the combinatorial model, the generating function CRH(z, w, q) of CRH thus factors as Ω(z, w, q)
times the generating function for V . The latter, as presented in Section 3, is given by the specification
Ave(Pos(Bucket)). We then arrive at

CRH(bz, w, q) = Ω(bz, w, q)Ave(Pos(Bucket(bz, w, q)))

= Ω(bz, w, q)wb
ebz − eqbz
bz(1− q) =

(wez)b(1− ebz(q−1))

bz(1− q)(qb − weqz)

∏b−1
j=0

(
q − T (ωjzw)

z

)

∏b−1
j=0

(
1− T (ωjzw)

z

) .

The probabilistic argument for the infinite Poisson model is very similar. Again we have CRH =
Q−1 + V , where Q−1 and V are independent, and a simple calculation shows that V has probability
generating function ψV (q) =

(
1− ebα(q−1)

)
/bα(1− q). Using (6.5), this yields

ψC(q) = ψQ(q)ψV (q) =
1− α
α

1− ebα(q−1)

ebα(q−1) − qb
∏b−1
ℓ=1

(
q − T

(
ωℓαe−α

)
/α
)

∏b−1
ℓ=1

(
1− T

(
ωℓαe−α

)
/α
) . (7.1)

The probability generating function for the displacement DRH = ⌊CRH/b⌋ then equals, cf. [13],

ψRH(q) =
1

b

b−1∑

j=0

ψC
(
ωjq1/b

) 1− q−1

1− ω−jq−1/b
. (7.2)

8 Block length

In an almost full table the length of the block is marked by w in N0(bz, w). Then, in the combinatorial
model, the generating function B(z, w, q) for the block length is

B(bz, w, q) = Λ0(bz, w)N0(bz, wq
1/b) =

1−∏b−1
j=0

(
1− T (ωjzwq1/b)

z

)

∏b−1
j=0

(
1− T (ωjzw)

z

) .

For the probabilistic version, we consider one-sided infinite hashing on T = N, with Xi ∼ Po(αb)
i.i.d. as above. Let B be the length of the first block, i.e.,

B := min{i > 1 : Yi < b} = min{i > 1 : Hi < b}. (8.1)

Hence, B is the first positive index i such that the number of elements Si = X1 + · · ·+Xi hashed to the
i first buckets is less than the capacity bi of these buckets, i.e.,

B = min{i > 1 : Si < bi}. (8.2)

(This also follows from Lemma 4.1.) In other words, if we consider the random walk

S′
n := Sn − bn =

n∑

i=1

(Xi − b), (8.3)
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the block length B is the first time this random walk becomes negative. Since E(Xi − b) = αb− b < 0,
it follows from the law of large numbers that almost surely S′

n → −∞ as n→∞, and thus B <∞.
Note also that S′

B−1 > 0, and thus 0 > S′
B > −b. In fact, the number of elements hash to the first B

buckets is SB = S′
B + bB, and since all buckets before B are full and thus take (B − 1)b elements, the

number of elements in the final bucket of the block is

YB = HB = SB − (B − 1)b = S′
B + b ∈ {0, . . . , b− 1}. (8.4)

Theorem 8.1 The probability generating function ψB(z) := E zB of B is given by

ψB(z) = 1−
b−1∏

ℓ=0

(
1− T

(
ωℓαe−αz1/b

)
/α
)
. (8.5)

More generally,

E
(
zBtYB

)
= E

(
zBtHB

)
= tb −

b−1∏

ℓ=0

(
t− T

(
ωℓαe−αz1/b

)
/α
)
. (8.6)

9 Unsuccessful search

In a cluster with n keys, the number of visited buckets in a unsuccessful search, is the same as the one
needed to insert the (n + 1)st element. As a consequence, in the combinatorial model, the specification
Pos(N0) leads, from equation (3.3), to

U(bz, w, q) = Λ0(bz, w)
N0(bz, w)−N0(bz, wq

1/b)

1− q =

∏b−1
j=0

(
1− T (ωjzwq1/b)

z

)
−∏b−1

j=0

(
1− T (ωjzw)

z

)

(1− q)∏b−1
j=0

(
1− T (ωjzw)

z

) .

This result is also derived in [1, Lemma 4.2].
In the probabilistic model, for an unsuccessful search for an element that does not exist in the hash

table, let Ui > 0 denote the number of full buckets that we search, when we start with bucket i. Thus
Ui = k − i where k is the index of the bucket that ends the block containing i. In the probabilistic
version, we consider again hashing on Z, with Xi ∼ Po(αb) independent. Obviously, all Ui have the
same distribution, so we may take i = 0.

Theorem 9.1 The probability generating function ψU (z) := E zUi of Ui is given by

ψU (z) =
T0(bα)

1− z
b−1∏

ℓ=0

(
1− T

(
ωℓαe−αz1/b

)
/α
)
. (9.1)

10 FCFS displacement

In the combinatorial model, from section 9, U(bz, w, q) =
∑
m≥1 w

bm
∑
n≥0

(bmz)n

n! Pm,n(q), where
Pm,n(q) is the probability generating function for the displacement of the (n+1)st inserted element. The
generating function for the displacement of a random element when having n+ 1 elements in the table is
FCm,n(q) :=

∑n
i=0 Pm,i(q)

n+1 . We need then a transform wbm (bmz)n

n! Pm,n(q) 7→ wbmzn
∑n

i=0 Pm,i(q)

n+1 .
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In this regard, the Laplace transform leads to the ordinary generating function

∫ ∞

0

U(byt, we−t, q) dt =
∑

m≥1

wbm

bm

∑

n≥0

ynPm,n(q).

As a consequence we have the ordinary generating function

FCFS(bz, w, q) =
∑

m≥1

wbm
∑

n≥0

FCm,n(q)z
n =

w∂w
z

∫ z

0

(∫ ∞

0

U(byt, we−t, q) dt

)
dy

1− y . (10.1)

In the probabilistic model, when inserting a new element in the hash table with the FCFS rule, we
do exactly as in an unsuccessful search, except that at the end we insert the new element. Hence the
displacement of a new element has the same distribution as Ui in Section 9. However (unlike the RH
rule), the elements are never moved once they are inserted, and when studying the displacement of an
element already in the table, we have to consider Ui at the time the element was added.

We consider again infinite hashing on Z, and add a time dimension by letting the elements arrive to the
buckets by independent Poisson process with intensity 1. At time t > 0, we thus have Xi ∼ Po(t), so at
time αb we have the same model as before, but with each element given an arrival time, with the arrival
times being i.i.d. and uniformly distributed on [0, bα]. (We cannot proceed beyond time t = b; at this time
the table becomes full and an infinite number of elements overflow to +∞; however, we consider only
t < b.)

Consider the table at time αb, containing all element with arrival times in [0, αb]. We are interested in
the FCFS displacement of a “randomly chosen element”. Since there is an infinite number of elements,
this is not well-defined, but we can interpret it as follows (which gives the correct limit of finite hash
tables): By a basic property of Poisson processes, if we condition on the existence of an element, x say,
that arrives to a given bucket i at a given time t, then all other elements form a Poisson process with the
same distribution as the original process. Hence the FCFS displacement of x has the same distribution as
Ui, computed with the load factor α replaced by β := t/b. Furthermore, as said above, the arrival times of
the elements are uniformly distributed in [0, αb], so β is uniformly distributed in [0, α]. Hence, the FCFS
displacement DFC of a random element is (formally by definition) a random variable with the distribution

Pr(DFC = k) =
1

α

∫ α

0

Pr
(
Ui(β) = k

)
dβ, (10.2)

where Ui(β) means Ui with the load α replaced by β. This leads to the following, where we now write α
as an explicit parameter of all quantities that depend on it.

Theorem 10.1 The probability generating function ψFC(z) := E zD
FC

i of DFC
i is given by

ψFC(z;α) =
1

α

∫ α

0

ψU (z;β) dβ =
1

α

∫ α

0

τ(β)

1− z
b−1∏

ℓ=0

(
1− ζℓ(z;β)

)
dβ

=
1

α

∫ α

0

b(1− β)∏b−1
ℓ=0

(
1− ζℓ(z;β)

)

(1− z)∏b−1
ℓ=1(1− ζℓ(1;β))

dβ.

(10.3)
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Abstract. In the classical Erdős-Rényi random graph G(n, p) there are n vertices and each of the possible edges is
independently present with probability p. One of the most known results for this model is the threshold for connect-
edness, a phenomenon which is tightly related to the nonexistence of isolated vertices.

Numerous random graphs inspired in real networks are inhomogeneous in the sense that not all vertices have the same
characteristic, which may influence the connection probability between pairs of vertices. The random graph G(n, p)
is homogeneous in this respect. Thus, with the aim to study real networks, new random graph models have been
introduced and analyzed recently.

The purpose of this paper is to contribute to this task by proposing a new inhomogeneous random graph model which
is obtained in a constructive way from the classical Erdős-Rényi model. We consider an initial configuration of
subsets of vertices and we call each subset a super-vertex, then the random graph model is defined by letting two
super-vertices be connected if there is at least one edge between them in G(n, p). Our main result concerns the
threshold for connectedness.

We point out that even though our model begins from G(n, p), it assumes the existence of community structure and
under certain conditions it exhibits a power law degree distribution, both important properties for real applications.

Keywords: Erdős-Rényi random graph, inhomogeneous random graph, connectedness

1 Introduction

The subject of random graphs began in 1959-1960 with the papers “On random graphs I” and “On the
evolution of random graphs” by Erdős and Rényi [9, 10], and since then many properties about this model
have been analyzed in order to answer questions of physical and mathematical interest. In the last decades
a big interest in random graphs and random graphs processes has arisen because this kind of models can
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be used to analyze real situations, since the evolution of random graphs may be considered as a model of
the evolution of real nets, e.g. the electric network system of a city or the development of social relations.

The original model studied by Erdős and Rényi begins with no edges at time 0 and adds new edges, one
at a time, uniformly at random among all edges not already present. The M-th stage of this process can
be identified with the uniform random graph model G(n,M), in which a graph is chosen with uniform
probability over all graphs with n vertices and exactly M edges. It was observed that the uniform model
G(n,M) can be also studied by another random graph model closely related, where a set of n vertices
is given, and each possible edge is present independently with probability p. This model is called the
binomial model G(n, p) and was introduced by Gilbert [11] at about the same time. It is well known that
the models G(n, p) and G(n,M) are essentially equivalent for the correct choice of M and p.

One of the most famous results of Erdős and Rényi [10] is the threshold for connectedness, a phe-
nomenon which is tightly related to the nonexistence of isolated vertices. Clearly, when there exists at
least one isolated vertex the graph is disconnected, but the opposite implication is not in general true. Re-
markably, it was showed that when there are no isolated vertices, the random graph is with high probability
(meaning with probability tending to one as n→∞ and denoted by whp) connected (see [10, 3]).

During the last few decades, it was observed that many real-world networks are inhomogeneous, in
the sense that vertices can be of different types and they are connected according to it. A general model
of an inhomogeneous random graph is proposed by Bollobás, Janson and Riordan [2], which consider
a conditional independence between the edges, where the number of edges is linear in the number of
vertices. This model includes as special cases many models previously studied in the literature, see for
instance Durret [1] and Bollobás, Janson and Riordan [8]. In the random graph model introduced in [2], it
is shown that under a weak (convergence) assumption on the expected number of edges, many interesting
properties can be determined, in particular the critical point of the phase transition, and the size of the
giant component above the transition. Additionally other properties are also studied, including the degree
distribution, the numbers of paths and cycles, and the typical distance between pairs of vertices in the giant
component. More recently, van der Hofstad [12] analyzes the critical behavior of the largest component
in inhomogeneous random graphs in the so called rank-1 case, where the vertices receive vertex weights,
and edges are present between vertices with a probability that is approximately proportional to the product
of the weights of the vertices in the edge. Such work mainly considers the Poisson random graph or
Norros-Reittu random graph [15], where the degree of vertex i is close in distribution to a Poisson random
variable with parameter wi, where wi denotes the weight of i. In [12] is showed that the critical behavior
depends sensitively on the asymptotic properties of their degree sequence, i.e., the asymptotic proportion
of vertices with degree k for each k ≥ 1, futhermore the author extended these results to the model studied
by Chung and Lu [5, 6] and the one studied by Britton, Deijfen and Martin-Löf [4].

This explosion of research in random graphs has been originated with the aim to find models which
describe the complexity of real world networks. The purpose of this paper is to contribute to this task
by proposing a new inhomogeneous random graph model which is obtained in a constructive way from
the classical Erdős-Rényi model. By a constructive way, we mean an explicit scheme for constructing
the graph from a given configuration of G(n, p). We consider a configuration of subsets of vertices that
represents the agglomeration of nodes, and we will call it a configuration of super-vertices. Then, from
it an inhomogeneous random graph model is defined by letting two super-vertices be connected if there
is at least one edge between them in G(n, p). Note that we are not assuming that the vertices in the
super-vertices should be all connected, so they are not necessarily clusters in G(n, p).

As we already point out, the study of inhomogeneous random graphs and its mathematical properties is
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an issue of current research and there are many recent works dealing with this kind of models. We believe
that constructive models like the one proposed here are an useful contribution to addressing the modeling
of real networks. Our model assumes the existence of community structure and under certain conditions
it exhibits a power law degree distribution, which are both well important properties for real applications.
Related constructive random graph models are analyzed for instance by Janson and Spencer [14] and by
Seshadhri, Kolda and Pinar [16].

For our model we determine the precise critical point for connectedness. In order to obtain our main
result, we apply Stein’s method, instead of the moments method used in the original proof by Erdős
and Rényi [10], and show that the number of isolated super-vertices converges in law to the Poisson
distribution, similar to the alternative proof by Janson, Łuczak and Ruciński [13].

2 The model and main results

The motivation of our model comes from the construction of a random graph inspired in real networks
with a community structure. In order to model such a situation we consider a random graph with a given
number of “super-vertices” (the agglomerates) of given sizes where we assume that the underlying graph
structure follows aG(n, p) law. By a “super-vertex” of size i we mean a subset of i vertices fromG(n, p),
not necessarily connected.

Let N ∈ N, r ∈ N+, K = {ki : ki ∈ N, 1 ≤ i ≤ r} and p ∈ (0, 1) be given. We define G(N,K, p)
to be a random graph on N super-vertices with configuration K, where ki denotes the number of super-
vertices of size i, i = 1, 2, . . . , r, in which an edge between a pair of super-vertices of sizes i and j is
present with probability

pij := 1− (1− p)ij , (1)

independently of each other, and we assume there are no loops. In words, (1) is the probability that a
pair of super-vertices of sizes i and j is connected if there is at least one edge between the corresponding
subsets of vertices in G(n, p), see Figure 1. Note that the number of super-vertices and the number of
vertices are given by N =

∑r
i=1 ki and n =

∑r
i=1 iki, respectively.

Our goal is to study properties of this random graph by considering different values of p as a function
of either n or N . It seems difficult to obtain substantial asymptotic results for G(N,K, p) without further
restrictions. In this work we therefore assume that the limit of ki

N exists as N → ∞ and denote it by µi.
We note that, in this case, the limit of n/N exists and is given by

∑r
i=1 µi. We further assume that

µi > 0 for some i ∈ {1, 2, . . . , r}, (2)

which means there are initially many (of order N ) super-vertices of size i, for some 1 ≤ i ≤ r.
In this work we show that the threshold for connectedness for G(N,K, p) is p = lnN+c(N)

c′n , where
c(N) could be either a function of N or a constant, and c′ = min{i : µi > 0}.

It is possible to note that our model belongs to the class of inhomogeneous random graphs studied by
Bollobás, Janson and Riordan [2] and, under technical assumptions, some results about degree distribution
and phase transition for the giant component can be obtained from Theorem 3.13 and Theorem 3.1 in [2],
when limN→∞(n/N) exists. The threshold for connectedness is not studied in [2] and it is the main result
of the current work.
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(a) (b) (c)

Fig. 1: Construction of G(N,K, p). (a) Begin with a fixed configuration of N super-vertices, that is, subsets of
vertices (in total there are n vertices). (b) Connect every pair of vertices independently with probability p, in other
words, take a realization of G(n, p). (c) A pair of super-vertices in G(N,K, p) is connected if there is at least one
edge between the corresponding subsets of vertices in G(n, p).

All our results are asymptotic, and the limits are taken as N →∞. We will use the following standard
notation: for (deterministic) functions f = f(N) and g = g(N), we write f = O(g) if f/g is bounded
and f = o(g) if f/g → 0 as N → ∞. We say that an event holds with high probability whp, if it holds
with probability tending to 1 as N → ∞. Formally, it is a sequence EN of events that hold whp, but the
N is often suppressed in the notation.

Our main result gives a precise location for the threshold for connectedness.

Theorem 1 Consider the random graph G(N,K, p) with r ∈ N+ and let p = lnN+c(N)
c′n , where c′ =

min{i : µi > 0}. Additionally, assume that the following limit exists

β := β(c′) = lim
N→∞

∑

i<c′

ki
N i/c′

if c′ > 1 and define β(1) = 0.

(1) If either limN→∞ c(N) = −∞ or if c(N) ≡ c ∈ R is a fixed constant and β =∞, then

lim
N→∞

P[G(N,K, p) is connected] = 0.

(2) Assume that β <∞, then if c(N) ≡ c ∈ R is a fixed constant,

lim
N→∞

P[G(N,K, p) is connected] = e−β−µc′e
−c

.

In particular, if limN→∞
n
N = 1 then,

lim
N→∞

P[G(N,K, p) is connected] = e−e
−c

.
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(3) If limN→∞ c(N) = +∞, then

lim
N→∞

P[G(N,K, p) is connected] = 1.

Remark 1 We shall compare Theorem 1 with the threshold for connectedness in G(n, p). Let p =
1
n (lnn+ c(n)): If limn→∞ c(n) = −∞, then whp G(n, p) is disconnected, but if limn→∞ c(n) = +∞,
then whp G(n, p) is connected. Furthermore, if c(n) ≡ c is a fixed constant, the probability of G(n, p)
being connected is in the limit equal to e−e

−c

. Thus, Theorem 1 (2) says that if c(N) is a fixed constant,
the probability of G(N,K, p) being connected is the same as that of G(n, p) being connected provided
limN→∞

n
N = 1. We observe that last condition means that µ1 = 1 and µi = 0 for i > 1. The conclusion

is natural because in this case both models have the same asymptotic number of nodes.

Remark 2 The property of connectedness for inhomogeneous random graphs was recently studied by
Devroye and Fraiman in [7], where the authors consider an inhomogeneous random graph on a set of
n vertices described in a similar way as the general model of [2]. In such model, each pair of vertices,
say k and l, are connected independently with a probability that dependents on xk, xl and p, where xk, xl
are associated values to the vertices k and l, respectively, and p = lnn/n. In that paper a connectivity
threshold is obtained in terms of some isolation parameter λ∗, thus whp when λ∗ > 1 the graph is
connected, while if λ∗ < 1 the graph is disconnected. Even though our model G(N,K, p) is close to
a discrete version of the model studied in [7] by taking p = lnN/N , the critical point λ∗ does not
tell us when our model is not connected. For example, if µ1 > 0 the isolation parameter should be
u := limN→∞

n
N and if µ1 = 0 but µ2 > 0, then the isolation parameter should be 2u. However u ≥ 1

because n ≥ N , so the isolation parameter does not tell us when G(N,K, p) is disconnected. Therefore,
we need to re-parametrize p differently in order to get the threshold for connectedness for G(N,K, p).

3 Proofs

3.1 Proof of Theorem 1

We prove the first part of the theorem by showing that with high probability isolated super-vertices exist,
using the second moment method. The second part of the theorem is proved by showing that in the limit,
G(N,K, p) consists of a giant component and isolated super-vertices. Moreover, the number of isolated
super-vertices follows asymptotically a Poisson law. Here we use Stein’s method. Finally, the last part
follows from the first moment method and by showing that in the limit, G(N,K, p) does not contain
components of order m, for 2 ≤ m ≤ N/2.

In the rest of the paper we consider the random graph G(N,K, p) with r ∈ N and

p =
lnN + c(N)

c′n
,

where c′ := min{i : µi > 0}. Additionally, we denote the number of isolated super-vertices in
G(N,K, p) by X and we define the value

β := β(c′) = lim
N→∞

∑

i<c′

ki
N i/c′

if c′ > 1 and β(1) = 0.
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Proof of Theorem 1 (1)

Observe that if the graph has isolated super-vertices, then it is not connected. Therefore, we shall show
that whp isolated super-vertices exist on the graph.

Lemma 1 Assume that either limN→∞ c(N) = −∞, c(N) > − lnN , or c ≡ c(N) ∈ R is a fixed
constant and β =∞.

Then,

lim
N→∞

P(X = 0) = 0. (3)

Proof: Take any arbitrarily order of the super-vertices and let us write X as a sum of indicator random
variables

X =

r∑

i=1

ki∑

k=1

Iik,

where Iik = 1 if the k-th super-vertex of size i is isolated and 0 otherwise. Note that Iik = 1 if the k-th
super-vertex of size i is not connected with any other super-vertex of size i and neither connected with
any other super-vertex of size j 6= i. Since the super-vertices are connected independently of each other,
we have

E(Iik) = (1− pii)ki−1
r∏

j 6=i
(1− pij)kj = (1− p)i2(ki−1)

r∏

j 6=i
(1− p)ijkj = (1− p)i(n−i),

and hence

E(X) =
r∑

i=1

ki∑

k=1

E(Iik) =
r∑

i=1

ki(1− p)i(n−i). (4)

On the other hand, we get

E(X2) = E



(

r∑

i=1

ki∑

k=1

Iik

)2



= E(X)−
r∑

i=1

kiE[I
i
1I
i
2] +

r∑

i,j=1

kikjE[I
i
1I
j
2 ]. (5)

For i 6= j, we obtain

E[Ii1I
j
2 ] = P(Ii1 = 1 | Ij2 = 1)P(Ij2 = 1)

=


(1− pii)ki−1(1− pij)kj−1

r∏

l=1,l 6=i,j
(1− pil)kl


P(Ij2 = 1)

= (1− p)i(n−i)+j(n−j)−ij , (6)
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similarly for i = j we get that E[Ii1I
i
2] = (1 − p)2i(n−i)−i2 . In fact, we will see that E[X] → ∞ and

E[X2]
E2[X] → 1 as N →∞. We will start analyzing E[X]. Note that 1− x = e−x+O(x2/2) if |x| < 1. For any
constants a1, a2 > 0 we can write

(1− p)a1in−a2i2 = exp
(
− a1i

(lnN + c)

c′
+O

( (lnN + c)2

n

))

= exp
(
− a1i

(lnN + c)

c′

)(
1 +O

( (lnN + c)2

n

))
. (7)

Thus by (4) and (7) with a1 = a2 = 1, we have

E(X) =
(
1 +O

( (lnN + c)2

n

)) r∑

i=1

ki exp
(
− i (lnN + c)

c′

)

=
(
1 +O

( (lnN + c)2

n

)) r∑

i=1

ki
N i/c′eic/c′

. (8)

If c = c(N) is such that limN→∞ c(N) = −∞, c(N) > − lnN , then since c′ = min{i : µi > 0}, we

get that (8) is greater or equal to
(
1 +O

(
(lnN+c)2

n

))
kc′
Nec →∞, as N →∞.

In the case that c ∈ R is a fixed constant and β = ∞, we have that there exists an i < c′ such that
limN→∞

ki
Ni/c′ =∞, we also get that (8) goes to infinity as N goes to infinity. Thus, we have that under

the condition of this lemma, E(X)→∞ as N →∞. Now observe that by (5), (6) and (7)

E[X2] = E[X]−
(
1 +O

( (lnN + c)2

n

))( r∑

i=1

ki
N2i/c′e2ic/c′

−
r∑

i,j=1

kikj
N (i+j)/c′e(i+j)c/c′

)
,

and by (4) and (7) E2[X] =
(
1 +O

(
(lnN+c)2

n

))∑r
i,j=1

kikj
N(i+j)/c′e(i+j)c/c′ , so

E(X2)

E2(X)
=

1

E(X)
−

(
1 +O

(
(lnN+c)2

n

))(∑r
i=1

ki
N2i/c′e2ic/c′

−∑r
i,j=1

kikj
N(i+j)/c′e(i+j)c/c′

)

(
1 +O

(
(lnN+c)2

n

))∑r
i,j=1

kikj
N(i+j)/c′e(i+j)c/c′

,

and since c′ = min{i : µi > 0}, then,

0 ≤
∑r
i=1

ki
N2i/c′e2ic/c′∑r

i,j=1
kikj

N(i+j)/c′e(i+j)c/c′

<

∑r
i<c′/2

ki
N2i/c′e2ic/c′

+
∑r
i≥c′/2

ki
N2i/c′e2ic/c′∑r

i<c′/2
k2i

N2i/c′e2ic/c′
+

k2
c′

N2e2c

→ 0.

Thus, E(X2)
E2(X) → 1 and

P(X = 0) ≤ V(X)

E2(X)
−→ 0 as N →∞

✷
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Proof of Theorem 1 (3)

Theorem 1 (3) follows by the next lemma in which we will first prove that if c(N) is such that limN→∞ c(N) =
+∞, then, in the limit G(N,K, p) does not contain isolated super-vertices, and neither components (of
super-vertices) of size m, 2 ≤ m ≤ N/2. This is clearly sufficient since if the graph is disconnected, it
has a component of size between 1 and N/2, but if whp G(N,K, p) does not have isolated vertices, i.e,
components of size 1, then we just need to show that there is neither a connected component of size m for
2 ≤ m ≤ N/2.

Lemma 2 Consider the random graphG(N,K, p) with p = lnN+c(N)
c′n defined as before. If limN→∞ c(N) =

+∞, then
lim
N→∞

P[X = 0] = 1.

Furthermore, whp G(N,K, p) does not have components of order m, for 2 ≤ m ≤ N/2.

Proof: Since c(N)→ +∞, by (4) and (7) we have

E(X) =
(
1 +O

( (lnN + c)2

n

)) r∑

i=1

ki
N i/c′eic/c′

−→ 0, as N →∞. (9)

Thus, by Markov’s inequality we get limN→∞ P(X = 0) = 1.
To prove that whp G(N,K, p) is connected, we still need to see that whp there are no components of

order m, for 2 ≤ m ≤ N/2. Let Sm be the set of all subsets of m super-vertices. For each S ∈ Sm, let
mi := mi(S) be the number of super-vertices of size i in S, and note that m = m1 + · · ·+mr. Note that
if the super-vertices in S form a component in G(N,K, p), the following two events should hold:

1. AS1 := { the super-vertices in S are connected}, and

2. AS2 := { there is not a super-vertex in S connected with a super-vertex in Sc},
where Sc denotes the complement of S. Thus,

P(∃ a component of size m) = P(∪S∈Sm the super-vertices in S form a component in G(N,K, p))
≤

∑

Sm

P(AS1 )P(A
S
2 ). (10)

Since a component of size m contains a tree of order m and pij ≤ ijp ≤ r2p, then

P(AS1 ) ≤ P(S form a tree) ≤ mm−2(r2p)(m−1). (11)

On the other hand, let M :=
∑r
i=1 imi, then

P(AS2 ) = (1− p)M(n−M) < (1− p)M∗(n−M∗∗) < (1− p)nM∗−(M∗∗)2 , (12)

where M∗ := minSm{M} and M∗∗ := maxSm{M}. Hence, by (10), (11) and (12),

P(∃ a component of size m) <

(
N

m

)
mm−2(r2p)(m−1)(1− p)nM∗−(M∗∗)2 . (13)
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We will work the case m = 2 separately. Thus by (13), when m = 2 we have that M ≤ 2r, so

P(∃ a component of size 2) <

(
N

2

)
(r2p)(1− p)nM∗−(M∗∗)2

<
Nr2

2c′
(lnN + c) exp

{−M∗

c′
(lnN + c) +

4r2

c′n
(lnN + c)

}

<
Nr2

2c′
(lnN + c)

1

NM∗/c′

<
r2

2Nc′
(lnN + c)(1 + o(1)) + o(1), (14)

where the last inequality follows by observing that M ≥ 2c′ holds whp since the probability of choosing
at least one super-vertex of sizes i < c′ is smaller than

∑
i<c′

ki
N → 0 as N →∞. In general, for m > 2

we have that M ≥ mc′ holds whp.
Now we will analyze the cases 3 ≤ m ≤ N/2. Again by (13) and using that

(
N
m

)
< (2eN)m

mm+1/2 and the
event M ≥ mc′ holds whp, we have that the probability of a component of size m exists is at most

(2eN)m

mm+1/2
mm−2(r2p)m−1(1− p)nM∗−(M∗∗)2

< Nm−5/2 exp
{
m+m ln 2r2(lnN + c)− M∗(lnN + c)

c′
+

(M∗∗)2(lnN + c)

c′n

}

< Nm−5/2 exp
{
m ln lnN −m lnN

}
(1 + o(1)) + o(1)

< Nm−5/2 exp
{
m lnN3/5 −m lnN

}
(1 + o(1)) + o(1). (15)

Therefore, by (14) and (15) we obtain

N/2∑

m=2

P(∃ a component of size m) <
{
r2

lnN + c

N
+N−1/5

}
(1 + o(1)) + o(1)

= O
( lnN + c

N

)
. (16)

✷

Proof of Theorem 1 (2)

We will start by proving that if c ≡ c(N) ∈ R is a fixed constant, and under some extra conditions, the
number of isolated super-vertices asymptotically follows a Poisson distribution. To this end we will use
Stein’s method, in particular Theorem 6.24 [13]. Write

X =
N∑

k=1

Ik,

where Ik = 1 if the k-th super-vertex is isolated and Ik = 0 otherwise. The random variables {Ik}k are
said to be positively related if for each k, there exists a family of random variables Jlk, l 6= k, such that
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the joint distribution of {Jlk}l equals the conditional distribution of {Il}l given Ik = 1. Furthermore, if
Jlk ≥ Il for every l 6= k. Formally,

L({Jlk}l) = L({Il}l | Ik = 1),

where L({Yl}l) denotes the joint distribution of the random variables {Yl}l.

Theorem 6.24 [13] says that if the random variables {Ik}k are positively related, then

dTV (X,Po(λ)) ≤
V(X)

E(X)
− 1 + 2max

k
{E(Ik)},

where λ = E(X), and dTV (, ) is the total variation distance.

Lemma 3 Consider the random graph model G(N,K, p) with p = lnN+c(N)
c′n defined as before. Assume

that c ≡ c(N) ∈ R is a fixed constant and β <∞. Then, X has asymptotically Poisson distribution with
mean β + µc′e

−c.

Proof: Let Gk(N,K, p) be the random graph G(N,K, p) with all edges from the k-th super-vertex re-
moved, and let Jlk = 1 if the l-th super-vertex is isolated inGk(N,K, p), and Jlk = 0 otherwise. Observe
that

Jlk = (Il | Ik = 1),

then,
L({Jlk}l) = L({Il}l | Ik = 1).

Moreover, we can check that Jlk ≥ Il for every l 6= k, thus the random variables {Ik}k are positively
related and we can apply Theorem 6.24 [13]. To do that we need to calculate the magnitude of V(X) and
E(X).

By Newton’s generalized binomial theorem and since ij ≤ r2 for any i, j ∈ {1, . . . , r} and r is
constant, we have

(1− p)−ij = 1 +O
( lnN

n

)
. (17)

Thus, By (4), (5), (7) and (17) we get after some algebraic manipulations that

V(X) = E[X] +
r∑

i,j=1

kikj(1− p)i(n−i)+j(n−j)[(1− p)−ij − 1]−
r∑

i=1

ki(1− p)2i(n−i)−i
2

= E[X] +
(
1 +O

( (lnN)2

n

))( r∑

i,j=1

O
( lnN

n

) kikj
N (i+j)/c′e(i+j)c/c′

−
r∑

i=1

ki
N2i/c′e2ic/c′

)

= E[X] +
(
1 +O

( (lnN)2

n

)(
O
( lnN

n

)
−O

( 1

N

))

= E[X] +O
( lnN

n

)

and E[X] =
(
1 +O

(
(lnN)2

n

))(∑
i<c′

kie
−ic/c′

Ni/c′ +
∑
i≥c′

kie
−ic/c′

Ni/c′

)
+O

(
lnN
n

)
.
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Furthermore,

E(Ik) =
r∑

i=1

(1− p)i(n−i) =
(
1 +O

( (lnN)2

n

)
O
( 1

N1/c′

)
,

so, max1≤k≤N{E(Ik)} is of magnitude O
(

1
N1/c′

)
. Thus, we can conclude that X has asymptotically

Poisson distribution with mean β + µc′e
−c, where β = limN→∞

∑
i<c′

kie
−ic/c′

Ni/c′ and 0 ≤ β <∞.
Additionally observe that since n =

∑r
j=1 jkj and N =

∑r
j=1 kj , then n

N = 1 + 1
N

∑r
j=2(j − 1)kj .

Thus under the condition that limN→∞
n
N = 1, we have that limN→∞

kj
N = 0, for all j ≥ 2, since r is

fixed. Due to our assumption (2), µ1 = 1 and therefore β = 0. Then if c is a fixed constant what we have
is that X has asymptotically Poisson distribution with mean e−c. ✷

Lemma 4 Consider the random graph model G(N,K, p) with p = lnN+c(N)
c′n as before. Assume that

c ≡ c(N) ∈ R is a fixed constant and β <∞. Then,

lim
N→∞

P[G(N,K, p) is connected] = e−β−µc′e
−c

.

In particular, if limN→∞
n
N = 1 then,

lim
N→∞

P[G(N,K, p) is connected] = e−e
−c

.

Proof: By (16) we know that the probability that G(N,K, p) has a component of order m, for 2 ≤ m ≤
N/2 is smaller than O

(
lnN+c
N

)
. Thus, by Lemma 3 and we conclude

P[G(N,K, p) is connected] = P(X = 0) +O
( lnN + c

N

)
→ e−β−µc′e

−c

.

In particular, if limN→∞
n
N = 1, then µ1 = 1 which implies that β = 0 and

lim
N→∞

P[G(N,K, p) is connected] = e−e
−c

.

✷
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Abstract. In a multi-base representation of an integer (in contrast to, for example, the binary or decimal representa-
tion) the base (or radix) is replaced by products of powers of single bases. The resulting numeral system is usually
redundant, which means that each integer can have multiple different digit expansions. We provide a general asymp-
totic formula for the number of such multi-base representations of a positive integer n. Moreover, we prove central
limit theorems for the sum of digits and the Hamming weight of a random representation.

Keywords: multi-base representations, asymptotic formula, partitions

1 Introduction

A numeral system(i) (also called system of numeration) is a way to represent numbers. The most common
examples are, of course, the ordinary decimal and binary systems, which represent numbers in base 10 and
2, respectively. Beside those “standard” systems, there is an immense number of other numeral systems.

For fast arithmetic, the right choice of numeral system is an important aspect. The algorithms we have
in mind here are, for example, exponentiation in a finite group and the scalar multiplication on elliptic
curves. Both are used in cryptography, and clearly we want to improve on the running time of those
algorithms (which are often based on a Horner scheme, cf. Knuth [Knu98]).

Starting with the binary system, one can improve the performance of the aforementioned algorithms
by adding more digits than needed, and thus making the numeral system redundant, which means that
each element can have a lot of different representations. For instance, using digits 0, 1 and −1 can lead to
a speed-up, cf. Morain and Olivos [MO90] for such a scalar multiplication algorithm on elliptic curves.
To gain back the uniqueness, additional syntax can complement the redundant system. In the example

†Daniel Krenn is supported by the Austrian Science Fund (FWF): P24644-N26, by the Austrian Science Fund (FWF): I1136,
and by the Austrian Science Fund (FWF): W1230, Doctoral Program “Discrete Mathematics”.

‡This material is based upon work supported by the National Research Foundation of South Africa under grant number 70560.
(i) We use the term numeral system rather than number system as it is also called sometimes, since that name is ambiguous. For

example, the system of p-adic numbers or the system of real numbers are called number systems.

1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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using digits 0, 1 and −1, this can be the non-adjacent form, see Reitwiesner’s seminal paper [Rei60].
Generalizations in that direction can be found in [BSS99, Gor98, MOC97, Sol00].

A different way to get a better running time is to use double-base and multi-base numeral systems,
which usually leads to redundancy as well. In a multi-base representation of n (or multi-base expansion),
a positive integer n is expressed as a finite sum

n =
I∑

i=1

aiBi, (1)

such that the following holds.

• The ai (called digits) are taken from a fixed finite digit set (here, we will be using the canonical
digit set {0, 1, . . . , d− 1} for some fixed integer d ≥ 2).

• The Bi are in increasing order (i.e., B1 < B2 < · · · < BI ) and taken from the set

S = {pα1
1 pα2

2 . . . pαm
m : αi ∈ N ∪ {0}}.

The p1, . . . , pm are called the bases (in our setting, these are fixed coprime positive integers).

Double-base numeral systems are used for cryptographic applications, see for example [ADDS06,
DIM08, DJM99]. The typical bases are 2 and 3. With these bases (and digits at least 0 and 1), each
positive integer has a double-base representation, cf. Berthé and Imbert [BI09]. When using general
bases, less is known on the existence, cf. Krenn, Thuswaldner and Ziegler [KTZ13] for some results using
small symmetric digit sets. However, choosing the digit set large enough (so that the numeral system with
only one of the bases can already represent all positive integers), existence can always be guaranteed.
Thus, when each positive integer has a multi-base representation, a natural next question to ask is: How
many representations does each integer have?

This question has also already been studied for redundant single-base representations; see Protasov [Pro00,
Pro04] for recent results involving non-negative digits. When negative digits are used as well (for example
in elliptic curve cryptography), there are usually infinitely many representations of a number, so count-
ing these does not make sense. In this case, expansions with a minimum number of non-zero digits are
of interest, since they lead to fast evaluation schemes. See Grabner and Heuberger [GH06] for a result
counting minimal representations (one minimal representation is the non-adjacent form mentioned above,
cf. also [HK13a, HK13b, Rei60]).

In the following, we will study the number of representations of n in a given multi-base system, which
we denote by P (n) (we suppress the dependence on p1, p2, . . . , pm and d).

Let us start with the double-base system with bases 2 and p, where p > 1 is an odd integer, and digits 0
and 1. We can group terms involving the same powers of p and use the uniqueness of the binary expansion
to show that double-base representations with bases 2 and p are in bijection with partitions into powers p,
i.e., representations of the form

n = n0 + n1p+ n2p
2 + n3p

3 + · · ·

with non-negative integers ni. More generally, the same is true for double-base representations with bases
q and p and digit set {0, 1, . . . , q − 1}. It seems that the first non-trivial approximation of P (n) in this
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special case is due to Mahler [Mah40]. By studying Mordell’s functional equation, he obtained

logP (pn) ≈ (log n)2/(2 log p).

The much more precise result

logP (pn) =
1

2 log p

(
log

n

log n

)2

+

(
1

2
+

1

log p
+

log log p

log p

)
log n

−
(
1 +

log log p

log p

)
log log n+O(1)

was derived by Pennington [Pen53]. The error term in the previous asymptotic formula exhibits a periodic
fluctuation.

For further reference, see A005704 in the On-Line Encyclopedia of Integer Sequences [OEI14] for
more information and see also [DIM08, MD08] for the connection to double-base systems.

The aim of this work is to give an asymptotic formula in a more general set-up. Throughout this paper,
d ≥ 2 and m ≥ 2 are fixed integers, and p1, p2, . . . , pm are integers such that 1 < p1 < p2 < · · · < pm
and (pi, pj) = 1 for i 6= j. As our first main theorem, we prove an asymptotic formula for the number of
representations of n of the form (1). It will be convenient to use the abbreviation

κ =
log d

m!

m∏

i=1

1

log pi
.

Theorem 1. If m ≥ 3, then the number P (n) of distinct multi-base representations of n of the form (1)
satisfies the asymptotic formula

logP (n) = C0(log n)
m + C1(log n)

m−1 log log n+ C2(log n)
m−1 +O

(
(log n)m−2 log log n

)

for n→∞, where

C0 = κ,

C1 = −m(m− 1)κ,

C2 = κm
(
1 + 1

2

m∑

i=1

log pi − 1
2 log d− log(κm)

)
.

In the case that there are precisely two bases, we have the following more precise asymptotic result:

Theorem 2. If m = 2, then the number P (n) of distinct multi-base representations of n of the form (1)
satisfies the asymptotic formula

P (n) = K(n)(log n)K0nK1 exp

(
κ log2

(
n

log n

))
,

for n → ∞, where K(n) is a fluctuating function of n that is bounded above and below by positive
numbers, and

K0 = 1
2 + 2κ

(
log(2κ)− 1

2 (log p1 + log p2 − log d)
)
,

K1 = 2κ
(
1− log(2κ) + 1

2 (log p1 + log p2 − log d)
)
− 1.
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Moreover, we study the distribution of two natural parameters in random multi-base representations,
namely the sum of digits, i.e. a1 + a2 + · · · + aI in the notation of (1), and the Hamming weight (the
number of non-zero coefficients ai):

Theorem 3. The sum of digits in a random multi-base representation of n of the form (1) asymptotically
follows a Gaussian distribution with mean and variance equal to

µn =
κ(d− 1)

2 log d
(log n)m +O

(
(log n)m−1 log log n

)

and

σ2
n =

κ(d− 1)(d+ 1)

12 log d
(log n)m +O

(
(log n)m−1 log log n

)

respectively.

Theorem 4. The Hamming weight of a random multi-base representation of n of the form (1) asymptoti-
cally follows a Gaussian distribution with mean and variance equal to

µn =
κ(d− 1)

d log d
(log n)m +O

(
(log n)m−1 log log n

)

and

σ2
n =

κ(d− 1)

d2 log d
(log n)m +O

(
(log n)m−1 log log n

)

respectively.

The proofs of all these theorems are based on a saddle-point analysis of the associated generating
functions. As it turns out, the tail estimates are most challenging, especially in the case m = 2 (see
Section 3 for details). For the asymptotic analysis of the various harmonic sums that occur, we apply the
classical Mellin transform technique, see [FGD95]. We remark that our approach would also allow us to
prove central limit theorems for other parameters as, for instance, the number of occurrences of a fixed
digit.

2 The Generating Function

We start with a generating function for our problem. Consider the set

S = {pα1
1 pα2

2 · · · pαm
m : αi ∈ N ∪ {0}},

which is exactly the monoid that is freely generated by p1, p2, . . . , pm. Note that the representations of n
correspond exactly to partitions of n into elements of S where each term has multiplicity at most d − 1.
The generating function for such partitions, where the first variable z marks the size n and the second
variable u marks the sum of digits, can be written as

F (z, u) =
∏

h∈S

(
1 + uzh + u2z2h + · · ·+ ud−1z(d−1)h

)
=
∏

h∈S

1− (uzh)d

1− uzh . (2)
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Likewise, we have the following generating function where the second variable marks the Hamming
weight (number of non-zero digits, or equivalently number of distinct parts in a partition):

G(z, u) =
∏

h∈S

(
1 + uzh + uz2h + · · ·+ uz(d−1)h

)
=
∏

h∈S

(
1 + uzh

1− z(d−1)h

1− zh
)
. (3)

Obviously, F (z, 1) = G(z, 1). We would like to apply the saddle point method to these generating
functions. The trickiest part in this regard are the rather technical tail estimates, especially when m = 2,
which will be discussed in the following section. We will also need an asymptotic expansion in the central
region. To this end, we define the two functions

f(t, u) = logF (e−t, u) =
∑

h∈S
log
(
1 + ue−ht + u2e−2ht + · · ·+ ud−1e−(d−1)ht

)

and
g(t, u) = logG(e−t, u) =

∑

h∈S
log
(
1 + ue−ht + ue−2ht + · · ·+ ue−(d−1)ht

)
.

Lemma 5. Suppose that u lies in a fixed bounded, positive interval around 1, e.g. u ∈ [1/2, 2].

1. For certain (real-)analytic functions a1(u), a2(u), . . . , am(u) with

am(u) = log(1 + u+ · · ·+ ud−1)

m∏

k=1

1

log pk
,

we have the following asymptotic formula as t→ 0+ (t positive and real), uniformly in u:

f(t, u) =
am(u)

m!
(log 1/t)m +

am−1(u)

(m− 1)!
(log 1/t)m−1 + · · ·+ a1(u)(log 1/t) +O(1).

Moreover,
∂

∂t
f(t, u) = − am(u)

(m− 1)!t
(log 1/t)m−1 +O

(
t−1(log 1/t)m−2

)

and
∂2

∂t2
f(t, u) =

am(u)

(m− 1)!t2
(log 1/t)m−1 +O

(
t−2(log 1/t)m−2

)
.

Finally, there exists an η > 0 such that for complex t with |Im t| ≤ η, we have

∂3

∂t3
f(t, u) = O

(
(Re t)−3(log 1/(Re t))m−1

)

as Re t→ 0+, again uniformly in u.

2. Likewise, there exist (real-)analytic functions b1(u), b2(u), . . . , bm(u) with

bm(u) = log(1 + (d− 1)u)
m∏

k=1

1

log pk
,
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such that the following asymptotic formula holds as t→ 0+ (t positive and real), uniformly in u:

g(t, u) = bm(u)(log 1/t)m + bm−1(u)(log 1/t)
m−1 + · · ·+ b1(u)(log 1/t) +O(1).

Moreover,
∂

∂t
g(t, u) = −mbm(u)

t
(log 1/t)m−1 +O

(
t−1(log 1/t)m−2

)

and
∂2

∂t2
g(t, u) =

mbm(u)

t2
(log 1/t)m−1 +O

(
t−2(log 1/t)m−2

)
.

Finally, there exists an η > 0 such that for complex t with |Im t| ≤ η, we have

∂3

∂t3
g(t, u) = O

(
(Re t)−3(log 1/(Re t))m−1

)
,

as Re t→ 0+, again uniformly in u.

Proof (Sketch): We apply the classical Mellin transform technique, see the paper of Flajolet, Gourdon
and Dumas [FGD95]. The Mellin transform

Y (s, u) =

∫ ∞

0

log
(
1 + ue−t + u2e−2t + · · ·+ ud−1e−(d−1)t

)
ts−1 dt

can be meromorphically continued, with poles at 0,−1,−2, . . . . The residue at 0 is log(1+u+u2+ · · ·+
ud−1). Moreover, Y (s, u) decays exponentially as Im s → ±∞, uniformly in u. Second, the Dirichlet
series associated with the set S , i.e., D(s) =

∑
h∈S h

−s, can be written as a product of elementary
functions:

D(s) =
m∏

i=1

1

1− p−si
.

Now the Mellin transform of f(t, u) is given by Y (s, u)D(s). We apply the Mellin inversion formula to
get

f(t, u) =
1

2πi

∫ c+i∞

c−i∞
Y (s, u)D(s)t−s ds

for any c > 0. Following Flajolet, Gourdon and Dumas [FGD95], we shift the line of integration, picking
up residues at the poles to obtain the terms in the asymptotic expansion. The derivatives of f as well as
those of g (and g itself) are treated in a similar fashion.

3 Estimating the Tails
For our application of the saddle point method, we need to estimate the tails (i.e., the parts where z is
away from the positive real axis) of the generating functions given in (2) and (3), which is done in the
following sequence of lemmas. First of all, let us introduce some notation: for x > 0, we write S(x) for
S ∩ [1, 1/x] = {h ∈ S, hx ≤ 1}. It is straightforward to prove that

|S(x)| = (log 1/x)m

m!
∏m
j=1 log pj

+O
(
(log 1/x)m−1

)
. (4)

as x→ 0+.
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Lemma 6. Let u be in the interval [ 12 , 2], and let z = e−x+2πiy with x > 0 and y ∈ [− 1
2 ,

1
2 ]. There exists

an absolute constant C such that

F (z, u)

F (|z|, u) ≤ exp

(
− C

∑

h∈S(x)

‖hy‖2
)

and
G(z, u)

G(|z|, u) ≤ exp

(
− C

∑

h∈S(x)

‖hy‖2
)
,

where ‖ · ‖ denotes the distance to the nearest integer.

Proof (Sketch): It is not hard to show that

|1 + aw|2
(1 + a|w|)2 ≤ exp

(
− C1(|w| − Rew)

)

for a ∈ [ 12 , 2] and |w| ≤ 2, where C1 is an absolute constant. An analogous inequality also holds for
|1 + aw + aw2|/(1 + a|w|+ a|w|2). The factors in F (z, u) are of the form

1 + uzh + u2w2 + · · ·+ ud−1z(d−1)h.

We group the terms in pairs (and possibly one triple) and apply the aforementioned estimate to each of
these pairs to get an inequality for each factor in the product that defines F (z, u). Multiplying over all h
then yields the desired result. The proof for G(z, u) is completely analogous.

Next we estimate the sum that occurs in the previous lemma. When m > 2, relatively simple estimates
suffice for our purposes, while we need an additional auxiliary result in the case thatm = 2. The following
lemma provides the necessary estimates. Since the proof (especially in the casem = 2) is rather technical,
it is skipped here.

Lemma 7. Let x > 0 and y ∈ [− 1
2 ,

1
2 ], and set

Σ = Σ(x, y) =
∑

h∈S(x)

‖hy‖2.

For sufficiently small x, we have the following estimates for Σ:

(a) If |y| ≤ x/2, then Σ ≥ A1(y/x)
2(log(1/x))m−1 for some constant A1 (that only depends on m

and the set of bases {p1, p2, . . . , pm}),

(b) If |y| ≥ x/2, then Σ ≥ A2(log(1/x))
m−1 for some constant A2 (that also only depends on m and

the set of bases {p1, p2, . . . , pm}).

Now let m = 2. For any constant K > 0 and any δ > 0, there exists a constant B > 0 depending on
p1, p2,K and δ such that the following holds for sufficiently small x:

(c) Σ ≥ K log(1/x), except when y lies in a certain set E(K,x) of Lebesgue measure at most Bx1−δ .
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4 Application of the Saddle Point Method

We are now ready to apply the saddle point method (see Chapter VIII of [FS09] for an excellent intro-
duction), which gives us asymptotic formulas for the coefficients of the generating functions F (z, u) and
G(z, u). In the following, we use the notations ft(t, u), ftt(t, u), . . . for the derivatives of f with respect
to the first coordinate.

Lemma 8. Let u ∈ [ 12 , 2], and define r > 0 implicitly by the saddle-point equation

n = −ft(r, u).

The coefficients of F (z, u) satisfy the asymptotic formula

[zn]F (z, u) =
1√

2πftt(r, u)
enr+f(r,u)

(
1 +O((log n)−(m−1)/5)

)
,

uniformly in u. Likewise, if we define r > 0 by

n = −gt(r, u),

then the coefficients of G(z, u) satisfy the asymptotic formula

[zn]G(z, u) =
1√

2πgtt(r, u)
enr+g(r,u)

(
1 +O((log n)−(m−1)/5)

)
,

uniformly in u.

Proof (Sketch): Cauchy’s integral formula gives us

[zn]F (z, u) =
1

2πi

∮

C
F (z, u)

dz

zn+1
,

where C is a circle around 0 with radius less than 1. Let r > 0 and perform the change of variables
z = e−t = e−(r+iτ), so that this becomes

[zn]F (z, u) =
1

2π

∫ π

−π
exp

(
nr + f(r + iτ, u) + inτ

)
dτ.

Now we choose r to be the saddle point, as in the statement of the lemma, so that the Taylor expansion in
the central region becomes

nr + f(r + iτ, u) + inτ = nr + f(r, u)− ftt(r, u)
τ2

2
+O

(
|τ |3 sup

|y|≤τ
|fttt(r + iy, u)|

)
. (5)

Lemma 5 shows that r is of order (log n)m−1/n. Now we split the integral into the central part, where
|τ | ≤ r(log 1/r)−2(m−1)/5, and the rest. In the central region, the error term in (5) isO(log(1/r)−(m−1)/5)
by Lemma 5, and we can complete the tails to get a Gaussian integral. The remaining parts of the integral
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are estimated by means of Lemmas 6 and 7. If m > 2, parts (a) and (b) of Lemma 7 already give suffi-
ciently strong bounds. In the case that m = 2, we have to divide the tails further into a small “exceptional
part”, where we apply (b), and the rest, where the stronger bound from (c) holds.

Putting everything together, one arrives at

[zn]F (z, u) =
enr+f(r,u)

2π

∫ ∞

−∞
exp

(
−ftt(r, u)

τ2

2

)
dτ
(
1 +O((log n)−(m−1)/5)

)

=
1√

2πftt(r, u)
enr+f(r,u)

(
1 +O((log n)−(m−1)/5)

)
,

and the proof for G(z, u) is analogous.

5 The Number of Representations

It is straightforward now to prove Theorem 1 and Theorem 2 by specialising u = 1 in Lemma 8, which
gives us

P (n) = [zn]F (z, 1) ∼ 1√
2πftt(r, 1)

enr+f(r,1),

where r is given by the saddle point equation n = −ft(r, 1). Making use of Lemma 5, we get

n =
am(1)

(m− 1)!
(log 1/r)m−1 +O

(
(log 1/r)m−2

)
,

which readily gives us

log 1/r = log n− (m− 1) log log n− log
am(1)

(m− 1)!
+O

(
log log n

log n

)

for n→∞. Now it follows that

nr =
am(1)

(m− 1)!
(log n)m−1

(
1 +O

(
log log n

log n

))
,

and Lemma 5 also yields

f(r, 1) =
am(1)

m!
(log 1/r)m +

am−1(1)

(m− 1)!
(log 1/r)m−1 +O

(
(log n)m−2

)

=
am(1)

m!
(log n)m

(
1− m(m− 1)

log n
log log n− m

log n
log

am(1)

(m− 1)!
+O

(
log log n

(log n)2

))

+
am−1(1)

(m− 1)!
(log n)m−1 +O

(
(log n)m−2 log log n

)
.

Since am(1)/m! = κ and am−1(1)/(m − 1)! = κm(
∑m
i=1 log pi − log d)/2, this readily proves The-

orem 1 (note that the factor ftt(r, 1) only contributes O(log n) to logP (n)). To get the more precise
formula (Theorem 2) in the case m = 2, we only need to expand a little further. In principle, it would
be possible to obtain similar, more precise asymptotic formulas (in terms of log n and log log n) for all
m ≥ 2, but the expressions become very lengthy.
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6 Sum of Digits and Hamming Weight

The central limit theorems for the sum of digits and the Hamming weight (Theorems 3 and 4) now follow
from a general version of the quasi-power theorem (see [FS09, Theorem IX.13]); we only explain how
the asymptotic formulas for mean and variance are obtained. We restrict ourselves to the case of the sum
of digits, since the situation for the Hamming weight is similar. Recall the bivariate generating function

F (z, u) =
∏

h∈S

1− (uzh)d

1− uzh .

In order to obtain the average sum of digits in a random representation of n, we differentiate with respect
to u and set u = 1 as usual: This yields

µn =
1

P (n)
[zn]

∂

∂u
F (z, u)

∣∣∣
u=1

=
1

P (n)
[zn]F (z, 1)

∑

h∈S

(
zh

1− zh −
dzdh

1− zdh
)
,

which gives us the integral representation

µn =
1

2πiP (n)

∮

C
F (z, 1)

∑

h∈S

(
zh

1− zh −
dzdh

1− zdh
)

dz

zn+1
.

Again it is convenient to define a function

J(t) =
∑

h∈S

(
e−ht

1− e−ht −
de−dht

1− e−dht
)
.

We use the saddle point method as in Section 4 to estimate P (n)
(
µn − J(r)

)
, where r is defined as in

the statement of Lemma 8 for u = 1. We have

P (n)
(
µn − J(r)

)
=

1

2π

∫ π

−π
exp

(
nr + f(r + iτ, 1) + inτ

)(
J(r + iτ)− J(r)

)
dτ.

As in Section 4, we can approximate this integral by an integral over a small interval around zero, with an
error term that is smaller than any power of log 1/r. Making use of the same Mellin transform approach as
in the proof of Lemma 5, one verifies easily that the term J(r+ iτ)−J(r) is of order at most (log 1/r)m,
and this estimate holds uniformly for |τ | ≤ π.

Let now c > 0 be a constant satisfying the inequalities 3(m − 1)/7 < c < (m − 1)/2. For |τ | ≤
r(log 1/r)−c, by using more terms in the Taylor approximation of f(r + iτ, 1) we get

ef(r+iτ,1)−f(r,1)+inτ = e−ftt(r,1)
τ2

2

(
1− ifttt(r, 1)

τ3

6
+O

(
(log 1/r)2(m−1)−6c

))
.

Similarly,

J(r + iτ) = J(r) + iJt(r)τ − Jtt(r)
t2

2
+O

(
(log 1/r)m−1−3c

)
.
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We multiply the two expansions and complete the tails of the integral as we did in the proof of Lemma 8.
Evaluating the resulting integrals yields

P (n)
(
µn − J(r)

)
= P (n)

(
fttt(r, 1)Jt(r)− ftt(r, 1)Jtt(r)

2(ftt(r, 1))2
+O

(
(log 1/r)3(m−1)−7c

))
,

which in turn implies

µn = J(r) +
fttt(r, 1)Jt(r)− ftt(r, 1)Jtt(r)

2(ftt(r, 1))2
+O

(
(log 1/r)3(m−1)−7c

)
. (6)

Here, we are also using the asymptotic formula for P (n) from Lemma 8. Similarly, we also have

P (n)σ2
n = [zn]

∂2

∂u2
F (z, u)

∣∣∣
u=1

+ P (n)µn(1− µn).

If we set

L(t) =
∑

h∈S

(
e−ht

(1− e−ht)2 −
d2e−dht

(1− e−dht)2
)
,

then, using the estimate (6), we get the asymptotic formula

σ2
n = L(r) +O

(
(log 1/r)m−1 + (log 1/r)4m−7c−3

)
(7)

for the variance.
Finally, asymptotics for J(r) and L(r) in (6) and (7) are obtained by the same Mellin transform ap-

proach as in Lemma 5 again to obtain the formulas for mean and variance in Theorem 3.
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Abstract.

For a fixed integer base b ≥ 2, we consider the number of compositions of 1 into a given number of powers of b and,
related, the maximum number of representations a positive integer can have as an ordered sum of powers of b.

We study the asymptotic growth of those numbers and give precise asymptotic formulae for them, thereby improving
on earlier results of Molteni. Our approach uses generating functions, which we obtain from infinite transfer matrices.

Keywords: compositions, powers of 2, infinite transfer matrices, asymptotic enumeration

1 Introduction

Representations of integers as sums of powers of 2 occur in various contexts, most notably of course in
the usual binary representation. Partitions of integers into powers of 2, i.e., representations of the form

ℓ = 2a1 + 2a2 + · · ·+ 2an (1.1)

with nonnegative integers a1 ≥ a2 ≥ · · · ≥ an (not necessarily distinct!) are also known as Mahler
partitions (see [2, 11, 14, 18]).

The number of such partitions exhibits interesting periodic fluctuations. The situation changes, how-
ever, when compositions into powers of 2 are considered, i.e., when the summands are arranged in an
order. In other words, we consider representations of the form (1.1) without further restrictions on the
exponents a1, a2, . . . , an other than being nonnegative.

Motivated by the study of the exponential sum

s(ξ) =
τ∑

r=1

ξ2
r

,
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where ξ is a primitive qth root of unity and τ is the order of 2 modulo q (see [15]), Molteni [16] recently
studied the maximum number of representations a positive integer can have as an ordered sum of n powers
of 2. More generally, fix an integer b ≥ 2, let

Ub(ℓ, n) = #{(a1, a2, . . . , an) ∈ ◆n0 | ba1 + ba2 + · · ·+ ban = ℓ} (1.2)

be the number of representations of ℓ as an ordered sum of n powers of b, and let Wb(s, n) be the
maximum of Ub(ℓ, n) over all positive integers ℓ with b-ary sum of digits equal to s. It was shown
in [15] that

W2(s, n)

n!
=

∑

k1,k2,...,kr≥1
k1+k2+···+kr=n

r∏

j=1

W2(1, kj)

kj !
, (1.3)

which generalizes in a straightforward fashion to arbitrary bases b. So knowledge ofWb(1, n) is the key
to understandingWb(s, n) for arbitrary s.

For the moment, let us consider the case b = 2. There is an equivalent characterisation ofW2(1, n) in
terms of compositions of 1. To this end, note that the number of representations of 2hℓ as a sum of powers
of 2 is the same as the number of representations of ℓ for all integers h if negative exponents are allowed
as well (simply multiply/divide everything by 2h). Therefore,W2(1, n) is also the number of solutions to
the Diophantine equation

2−k1 + 2−k2 + · · ·+ 2−kn = 1 (1.4)

with nonnegative integers k1, k2, . . . , kn, i.e., the number of compositions of 1 into powers of 2. This
sequence starts with

1, 1, 3, 13, 75, 525, 4347, 41245, 441675, 5259885, 68958747, . . .

and is A007178 in the On-Line Encyclopedia of Integer Sequences [17].
The main goal of this paper is to determine precise asymptotics for the number of such binary composi-

tions as n→∞. Lehr, Shallit and Tromp [13] encountered these compositions in their work on automatic
sequences and gave a first bound, namely

W2(1, n)/n! ≤ K · 1.8n

for some constant K. It was mainly based on an asymptotic formula for the number of partitions of 1
into powers of 2, which was derived independently in different contexts, cf. [1, 7, 12] for example (or see
the recent paper of Elsholtz, Heuberger and Prodinger [5] for a detailed survey). This bound was further
improved by Molteni, who gave the inequalities

0.3316 · (1.1305)n ≤ W2(1, n)/n! ≤ (1.71186)n−1 · n−1.6

in [15]. Giorgilli and Molteni [9] provided an efficient recursive formula forW2(1, n) and used it to prove
an intriguing congruence property. In his recent paper [16], Molteni succeeded in proving the following
result, thus also disproving a conjecture of Knuth on the asymptotic behaviour ofW2(1, n).

Theorem I (Molteni [16]). The limit

γ = lim
n→∞

(W2(1, n)/n!)
1/n = 1.192674341213466032221288982528755 . . .

exists.
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Molteni’s argument is quite sophisticated and involves the study of the spectral radii of certain matrices.
The aim of this paper will be to present a different approach to the asymptotics of W2(1, n) (and more
generally,W2(s, n)) by means of generating functions that allows us to obtain more precise information.
Our main theorem reads as follows.

Theorem II. There exist constants α = 0.2963720490 . . . , γ = 1.1926743412 . . . (as in Theorem I) and
κ = 2/(3γ) < 1 such that

W2(1, n)

n!
= αγn(1 +O(κn)).

More generally, for every fixed s, there exists a polynomial Ps(n) with leading term αsns−1/(s−1)! such
that

W2(s, n)

n!
= Ps(n) γ

n(1 +O(κn)).

We also prove a more general result for arbitrary bases instead of 2. Consider the Diophantine equation

b−k1 + b−k2 + · · ·+ b−kn = 1. (1.5)

Multiplying by the common denominator and taking the equation modulo b − 1, we see that there can
only be solutions if n ≡ 1 mod b− 1, i.e., n = (b− 1)m+ 1 for some nonnegative integer m. We write
qb(m) for the number of solutions (n-tuples of nonnegative integers satisfying (1.5)) in this case. Note
that qb(m) is also the maximum number of representations of an arbitrary power of b as an ordered sum
of n = (b− 1)m+ 1 powers of b. We have the following general asymptotic formula.

Theorem III. For every positive integer b ≥ 2, there exist constants α = αb, γ = γb and κ = κb < 1
such that the number qb(m) of compositions of 1 into n = (b − 1)m + 1 powers of b, which is also the
maximum numberWb(1, n) of representations of a power of b as an ordered sum of n powers of b, satisfies

Wb(1, n)

n!
=
qb(m)

n!
= αγm(1 +O(κm)).

More generally, the maximum numberWb(s, n) of representations of a positive integer with b-ary sum of
digits s as an ordered sum of n = (b− 1)m+ s powers of b is asymptotically given by

Wb(s, n)

n!
= Pb,s(m) γm(1 +O(κm)),

where Pb,s(m) is a polynomial with leading term αsms−1/(s− 1)!.

The key idea is to equip every partition of 1 into powers of 2 (or generally b) with a weight that
essentially gives the number of ways it can be permuted to a composition, and to apply the recursive
approach that was used to count partitions of 1: if p2(n) denotes the number of such partitions into n
summands, then the remarkable generating function identity

∞∑

n=1

p2(n)x
n =

∑∞
j=0(−1)jx2

j−1
∏j
i=1

x2i−1

1−x2i−1

∑∞
j=0(−1)j

∏j
i=1

x2i−1

1−x2i−1

(1.6)

holds, and this can be generalised to arbitrary bases b, see the recent paper of Elsholtz, Heuberger and
Prodinger [5]. In our case, we do not succeed to obtain a similarly explicit formula for the generating
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function, but we can write it as the quotient of two determinants of infinite matrices and infer analytic
information from it. The paper is organised as follows: we first describe the combinatorial argument that
yields the generating function, a priori only within the ring of formal power series. We then study the
expression obtained for the generating function in more detail to show that it can actually be written as the
quotient of two entire functions. The rest of the proof is a straightforward application of residue calculus
(using the classical Flajolet–Odlyzko singularity analysis [6]).

Finally, we consider the maximum of Ub(ℓ, n) over all ℓ, for which we write

Mb(n) = max
ℓ≥1
Ub(ℓ, n) = max

s≥1
Wb(s, n) .

This means that Mb(n) is the maximum possible number of representations of a positive integer as a sum
of exactly n powers of b. Equivalently, it is the largest coefficient in the power series expansion of

(
x+ xb + xb

2

+ · · ·
)n
.

When b = 2, Molteni [16] obtained the following bounds for this quantity:

(1.75218)n ≪M2(n) /n! ≤ (1.75772)n.

The gap between the two estimates is already very small; we improve this a little further by providing the
precise constant of exponential growth.

Theorem IV. For a certain constant ν = 1.7521819 . . . (defined precisely in Section 5), we have

M2(n) /n! ≤ νn

for all n ≥ 1, and the constant is optimal: we have the more precise asymptotic formula

M2(n) /n! ∼ λn−1/2νn

with λ = 0.2769343 . . ..

Again, Theorem IV holds for arbitrary integer bases b ≥ 2 for some constants ν = νb and λ = λb (it
will be explained precisely how they are obtained). This is formulated as Theorem V in Section 5.

2 The recursive approach

For our purposes, it will be most convenient to work in the setting of compositions of 1, i.e., we are
interested in the number qb(m) of (ordered) solutions to the Diophantine equation (1.5), where n =
(b− 1)m+ 1, as explained in the introduction. Our first goal is to derive a recursion for qb(m) and some
related quantities, which leads to a system of functional equations for the associated generating functions.

Let k = (k1, k2, . . . , kn) be a solution to the Diophantine equation (1.5) with k1 ≥ k2 ≥ · · · ≥ kn.
We will refer to such an n-tuple as a “partition” (although technically the ki are only the exponents in a
partition). We denote by c(k) the number of ways to turn it into a composition. If a0 is the number of
zeros, a1 the number of ones, etc. in k, then we clearly have

c(k) =
n!∏
j≥0 aj !

.
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1
4

1
4

1
4

1
8

1
8

Fig. 2.1: The canonical tree associated with the partition 1 = 3 · 2−2 +2 · 2−3 of 1 into powers of 2. This
partition has weight 1

12 and corresponds to 10 distinct compositions.

The weight of a partition k, denoted by w(k), is now simply defined as

w(k) =
1∏

j≥0 aj !
=

c(k)

n!
.

Now let

Pm =
{
k = (k1, k2, . . . , kn)

∣∣n = (b− 1)m+ 1, b−k1 + b−k2 + · · ·+ b−kn = 1, k1 ≥ k2 ≥ · · · ≥ kn
}

be the set of all partitions of 1 with n = (b− 1)m+ 1 terms and, likewise,

Cm =
{
k = (k1, k2, . . . , kn)

∣∣n = (b− 1)m+ 1, b−k1 + b−k2 + · · ·+ b−kn = 1
}

the set of compositions. We obtain the formula

qb(m) = #Cm =
∑

k∈Pm

c(k) = n!
∑

k∈Pm

w(k)

for their number.
Our next step involves an important observation that is also used to obtain (1.6). Consider an element k

of Pm, and let r be the number of times the greatest element k1 occurs (i.e., k1 = k2 = · · · = kr > kr+1).
This number must be divisible by b (as can be seen by multiplying (1.5) by bkn ) unless k is the trivial
partition, so we can replace them by r/b fractions with denominator bkn−1.

This process can be reversed. Given a partition k in which the largest element occurs r times, we
can replace s, 1 ≤ s ≤ r, of these fractions by bs fractions with denominator bkn+1. This recursive
construction can be illustrated nicely by a tree structure, as in Figure 2.1 in the case b = 2. Each partition
corresponds to a so-called canonical tree (see [5]), and vice versa. Note that if k ∈ Pm, then the resulting
partition k′ lies in Pm+s, and we clearly have

w(k′) = w(k) · r!

(r − s)! (bs)! . (2.1)

Now we can turn to generating functions. Let Pm,r be the subset of Pm that only contains partitions
for which k1 = k2 = · · · = kr > kr+1 (i.e., in (1.5), the largest exponent occurs exactly r times), and
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let Cm,r be the set of compositions obtained by permuting the terms of an element of Pm,r. We define a
generating function by

Qr(x) =
∑

m≥0

#Cm,r
((b− 1)m+ 1)!

xm =
∑

m≥0

∑

k∈Pm,r

c(k)

((b− 1)m+ 1)!
xm =

∑

m≥0

∑

k∈Pm,r

w(k)xm.

In view of the recursive relation described above and in particular (2.1), we haveQ1(x) = 1 andQr(x) =
0 for all other r not divisible by b, and for all s ≥ 1 we obtain

Qbs(x) =
∑

m≥0

∑

k∈Pm,bs

w(k)xm =
∑

r≥s

∑

m≥s

∑

k∈Pm−s,r

w(k)
r!

(r − s)! (bs)!x
m

= xs
∑

r≥s

r!

(r − s)! (bs)!
∑

m≥s

∑

k∈Pm−s,r

w(k)xm−s = xs
∑

r≥s

r!

(r − s)! (bs)! Qr(x) .
(2.2)

This can be seen as an infinite system of linear equations. Define the infinite (column-)vector V(x) =
(Qb(x) , Q2b(x) , Q3b(x) , . . .)

T , and the infinite matrix M(x) by its entries

mij =

{
(bj)! xi

(bj−i)! (bi)! if i ≤ bj,
0 otherwise.

Then the identity (2.2) above turns into the matrix identity

V(x) = M(x)V(x) +
x

b!
e1, (2.3)

where e1 = (1, 0, 0, . . .)T denotes the first unit vector. Within the ring of formal power series, this readily
yields

V(x) =
x

b!
(I−M(x))−1e1, (2.4)

and the generating function

Q(x) =
∑

r≥1

Qr(x) =
∑

m≥0

qb(m)

((b− 1)m+ 1)!
xm

(recall that qb(m) is the number of compositions of 1 into n = (b− 1)m+ 1 powers of b) is given by

Q(x) = 1 + 1TV(x) = 1 +
x

b!
1T (I−M(x))−1e1.

For our asymptotic result, we will need the dominant singularity of Q(x), i.e., the zero of det(I−M(x))
that is closest to 0. It is not even completely obvious that this determinant is well-defined, but the reasoning
is similar to a number of comparable problems.

As mentioned earlier, the determinant T (x) = det(I−M(x)) exists a priori within the ring of formal
power series, as the limit of the principal minor determinants. We can write it as

det(I−M(x)) =
∑

h≥0

(−1)h
∑

1≤i1<i2<···<ih
i1,...,ih∈◆

xi1+i2+···+ih
∑

σ

(sgnσ)

h∏

k=1

(b σ(ik))!

(b σ(ik)− ik)! (bik)!
, (2.5)
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where the inner sum is over all permutations of {i1, i2, . . . , ih}. Using Eaves’ sufficient condition, cf. [4],
we get at least convergence for |x| < 1.

We can even show that the formal power series given by (2.5) defines an entire function. Write n =
i1 + i2 + · · ·+ ih for the exponent of x, and note that

h∏

k=1

(b σ(ik))!

(bik)!
= 1,

which is independent of σ. We also have
∑h
k=1(b σ(ik) − ik) = (b − 1)n. This, combined with the

inequality a! ≥ exp(a(log a− 1)) and the fact that f(x) = x(log x− 1) is a convex function, gives us

h∏

k=1

(b σ(ik)− ik)! ≥ exp

(
b− 1

2
n log n+O(n)

)
.

On the other hand, the number of choices for i1, i2, . . . , ih given n is equal to the number of partitions q(n)
of n into distinct parts, which is well known to be exp

(
π
√
n/3+O(log n)

)
. Finally, since h ≤

√
2n+1

because i1, i2, . . . , ih are all distinct, Stirling’s formula tells us that the number of permutations σ of i1,
i2, . . . , ih is at most exp

(√
n/2 log n+O(

√
n)
)
. It follows that the coefficient of xn in (2.5) is at most

exp

(
−b− 1

2
n log n+O(n)

)
.

Since this bound decays superexponentially, the determinant T (x) = det(I−M(x)) is an entire function.
The same is true (by the same argument) for

S(x) = 1T adj(I−M(x))e1 = det(M∗(x)),

where M∗ is obtained from I−M(x) by replacing the first row by 1. Hence we can write the generating
function Q(x) as

Q(x) = 1 +
x

b!

S(x)

T (x)
, (2.6)

where S(x) and T (x) are both entire functions. The singularities ofQ(x) are thus all poles, and it remains
to determine the dominant singularity, i.e., the zero of T (x) = det(I−M(x)) with smallest modulus.

3 Analysing the generating function

Infinite systems of functional equations appear quite frequently in the analysis of combinatorial problems,
see for example the recent work of Drmota, Gittenberger and Morgenbesser [3]. Alas, their very general
theorems are not applicable to our situation as the infinite matrix M does not represent an ℓp-operator (one
of their main requirements), due to the fact that its entries increase (and tend to∞) along rows. However,
we can adapt some of their ideas to our setting.

The main result of this section is the following lemma, whose proof we only sketch.

Lemma 3.1. For every b ≥ 2, the generating function Q(x) has a simple pole at a positive real point ρb
and no other poles with modulus < ρb + ǫb for some ǫb > 0.
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b α γ
2 0.296372 1.19268
3 0.279852 0.534502
4 0.236824 0.170268
5 0.196844 0.0419317
6 0.165917 0.00834837
7 0.142679 0.00138959
8 0.1249575 0.000198440

Tab. 4.1: Values (numerical approximations) for the constants of Theorem III.

Proof (Sketch): By considering compositions of 1 consisting of b− 1 copies of b−1, b−2, . . . , b1−m and
b copies of b−m, we see that

qb(m) ≥ ((b− 1)m+ 1)!

((b− 1)!)m−1b!
,

which allows us to conclude that the radius of convergence ofQ(x) is at most (b−1)!. Since all coefficients
are positive, Pringsheim’s theorem guarantees that the radius of convergence, which we denote by ρb, is
also a singularity (a pole since Q(x) is meromorphic).

Next we consider wr = limx→ρ−b
(x − ρb)

pQr(x), where p is the pole order of ρb. Multiplying

the matrix equation (2.3) by (x − ρb)p and taking the limit, we see that w = (w1, w2, . . .)
T is a right

eigenvector of M(ρb), and because this matrix has positive entries on and above the main diagonal, all wr
are positive. It follows that all functions Qr(x) have the same pole order (as Q(x)).

Now we split the identity (2.3) appropriately to obtain an equation forQ1(x) only, whose solution takes
the form

Q1(x) =
x

b!
(1−R(x))−1

for some function R(x) which has only positive coefficients. Thus, R(x) = 1 has a unique positive
real solution, which must be ρb (and is a simple zero). Moreover, by the triangle inequality there are no
complex solutions ofR(x) = 1 with the same modulus, which means that there are no further singularities
of Q1(x) (and thus Q(x)) in a circle of radius ρb + ǫb around 0 for suitable ǫb > 0.

4 Getting the Asymptotics

In this section, we prove Theorems II and III, which give us constants αb, γb and κb < 1 such that for
n = (b− 1)m+ 1

Wb(s, n)

n!
= Pb,s(m) γmb (1 +O(κmb ))

holds, where Pb,s(m) is a polynomial with leading term αsbm
s−1/(s − 1)!. Numerical values of the αb

and γb can be found in Table 4.1.
For easier reading, we skip the index b again, i.e., we set α = αb, γ = γb and so on. The proof is the

same for all b, except for the fact that different constants occur. Thus, we restrict ourselves here to b = 2,
where we also give explicit estimates for all the constants involved.
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Proof of Theorem II: By now, we know that the function Q(x) can be written as the quotient of two
entire functions. More specifically,

Q(x) = 1 +
xS(x)

2T (x)
,

and the first few terms of these power series are given by

S(x) = 1T adj(I −M(x))e1 = det(M∗(x)) = 1− 5
12x

2 − 1
6x

3 − 1
24x

4 + 1
45x

5 + · · ·
and

T (x) = det(I −M(x)) = 1− x− 1
2x

2 + 1
6x

3 + 1
8x

4 + 3
40x

5 + · · · .
One can show that T (x) has exactly one zero x0 (which is a simple zero) inside a disk of radius 3

2 around 0.
This is then a simple pole of Q(x), as one checks that S(x0) 6= 0. Thus we can directly apply singularity
analysis [6] in the meromorphic setting (cf. Theorem IV.10 of [8]) to obtain

q2(n)

(n+ 1)!
= [xn]Q(x) = − S(x0)

2T ′(x0)
x−n0 +O((2/3)n) .

In the general case (arbitrary s), we use the relation
∞∑

n=1

Wb(s, n)

n!
xn =

( ∞∑

n=1

Wb(1, n)

n!
xn
)s
,

which follows from Equation (1.3). Once again, we make use of the fact here that the (exponential)
generating function is meromorphic, cf. Section 2. The singular expansion at x = 1/γ is given by

∞∑

n=1

Wb(s, n)

n!
xn =

( α

1− γx +O(1)
)s
,

which has αs/(1−γx)s as a main term. Once again, singularity analysis [6] yields the desired asymptotic
formula with main term as indicated in the statement of the theorem.

We close this section with a remark concerning numerical calculations.
Remark 4.1. We can calculate numerical values (by using interval arithmetic) of all the constants involved
in the statement of our theorems.

Denote the polynomials consisting of the first N terms of S(x) and T (x), by SN (x) and TN (x),
respectively. We get, for instance, that |T ′(x)− T ′

60(x)| ≤ BT ′
60

with BT ′
60

= 8.397 · 10−12. We also
have |S(x)− S60(x)| ≤ BS60

with BS60
= 1.848 · 10−13 for the function in the numerator of Q(x).

We plug x0 into the approximations S60 and T ′
60 and use these bounds to obtain precise values (with

guaranteed error estimates) for all the constants that occur in our formula.
If one does not insist on such explicit error bounds for the numerical approximations, one can get

more precise results. Here, specifically, the first three terms in the asymptotic expansion are as follows
(although the numerical approximations lack the “certifiability” of e.g. those in Table 4.1):

W2(1, n) /n! = 0.296372049053529075588648642133 · 1.192674341213466032221288982529n

+0.119736335383631653495068554245 · 0.643427418149500070120570318509n

+0.0174783635210388007051384381833 · (−0.5183977738993377728627273570710)n

+ · · · .
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b λ θ ν = 1/θ µ σ2

2 0.27693430 0.57071698 1.75218196 0.44867215 0.41775807
3 0.70656285 0.84340237 1.18567368 0.66924459 0.57114748
4 1.70314663 0.95872521 1.04305174 0.87318716 0.37650717
5 4.20099030 0.99167231 1.00839763 0.96645454 0.13477198
6 10.61691472 0.99861115 1.00139078 0.99304650 0.03480989
7 28.28286119 0.99980159 1.00019845 0.99880929 0.00714564
8 80.09108610 0.99997520 1.00002480 0.99982638 0.00121534

Tab. 5.1: Values (numerical approximations) for the constants of Theorem V.

5 Maximum Number of Representations

Let Ub(ℓ, n) and Wb(s, n) be as defined in (1.2) in the introduction. In this section we analyze the
function M(n) =Mb(n), which equals the maximum of Ub(ℓ, n) over all ℓ, i.e., we have

M(n) = max
ℓ≥1
Ub(ℓ, n) = max

s≥1
Wb(s, n) .

This gives the maximum number of representations any positive integer can have as the sum of exactly n
powers of b. We get the following result.

Theorem V. Let W (x) be the generating function

W (x) =
∞∑

n=1

Wb(1, n)

n!
xn.

Let θ be the unique positive real solution of the equation W (θ) = 1, and set ν = 1/θ. Then we have

M(n) /n! ≤ νn (5.1)

for all n ≥ 1, and the constant is optimal: We have the more precise asymptotic formula

M(n) /n! = λn−1/2νn
(
1 +O

(
n−1/2

))

with λ = (b− 1)
(
θW ′(θ)σ

√
2π
)−1

, where σ > 0 is defined by

σ2 =
W ′′(θ)

θW ′(θ)3
− 1

θW ′(θ)
+

1

θ2W ′(θ)2
.

Moreover, the maximum M(n) = maxs≥1 Wb(s, n) is attained at s = µn + O(1) with the constant
µ = (θW ′(θ))−1.

In Table 5.1, we are listing numerical values for the constants of Theorem V.
We start with the upper bound (5.1) of Theorem V, which is easy to obtain. Recall that Equation (1.3)

gives us
∞∑

n=1

Wb(s, n)

n!
xn =

( ∞∑

n=1

Wb(1, n)

n!
xn
)s

=W (x)
s
.
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Since θ > 0 was chosen such that W (θ) = 1, it clearly follows that

∞∑

n=1

Wb(s, n)

n!
θn = 1,

henceWb(s, n) /n! ≤ θ−n for all s and n, and taking the maximum over all s ≥ 1 yields

M(n) /n! = max
s≥1
Wb(s, n) /n! ≤ θ−n = νn,

which is what we wanted to show. It remains to prove the asymptotic formula for M(n). To this end, we
consider the bivariate generating function

G(x, u) = 1 +

∞∑

n=1

∞∑

s=1

Wb(s, n)

n!
xnus =

∞∑

s=0

W (x)
s
us =

1

1− uW (x)
.

In order to get maxs≥1 Wb(s, n), we show that the coefficients varying with s fulfil a local limit law (as
n tends to∞). The maximum is then attained at its mean.

Proof of Theorem V (Sketch): Set

gn(u) =

∞∑

s=1

Wb(s, n)

n!
us.

We extract gn from the bivariate generating function G(x, u), and we would like to determine its largest
coefficient. Note that the coefficient of uk in gn(u) can only be nonzero if k ≡ n mod (b − 1). Now
we proceed as in Theorem IX.9 (singularity perturbation for meromorphic functions) of Flajolet and
Sedgewick [8]. Note that the function G(x, 1) has a dominant simple pole at x = θ. There exists a
nonconstant function θ(u) with the following properties: it is analytic at u = 1, it fulfils θ(1) = θ, and
we have W (θ(u)) = 1/u. Moreover, for some ǫ > 0 and u in a suitable neighbourhood of 1, there is no
x 6= θ(u) with W (x) = 1/u and |x| ≤ θ + ǫ. Finally,

∣∣θ(eiφ)
∣∣ attains its minimum at φ = 2aπ/(b − 1)

(a ∈ {0, 1, . . . , b− 2}) and nowhere else.
By Cauchy’s integral formula and the residue theorem, we obtain

gn(u) =
1

u θ(u)W ′(θ(u))

(
1

θ(u)

)n
+O

(
(θ + ǫ)−n

)

for u in a suitable neighbourhood of 1.
The get the statement of Theorem V, we use the local version of the quasi-power theorem, see Theo-

rem IX.14 of [8] or Hwang’s original paper [10], in a suitably modified version to account for the fact that
only every (b− 1)-th coefficient is nonzero.
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Abstract. The complexity of the algorithm Radix Selection is considered for independent data generated from a
Markov source. The complexity is measured by the number of bucket operations required and studied as a stochastic
process indexed by the ranks; also the case of a uniformly chosen rank is considered. The orders of mean and
variance of the complexity and limit theorems are derived. We find weak convergence of the appropriately normalized
complexity towards a Gaussian process with explicit mean and covariance functions (in the space D[0, 1] of càdlàg
functions on [0, 1] with the Skorokhod metric) for uniform data and the asymmetric Bernoulli model. For uniformly
chosen ranks and uniformly distributed data the normalized complexity was known to be asymptotically normal. For
a general Markov source (excluding the uniform case) we find that this complexity is less concentrated and admits a
limit law with non-normal limit distribution.

Keywords: Radix Selection, Markov source model, complexity, weak convergence, Gaussian process.

1 Introduction

Radix Selection is an algorithm to select an order statistic from a set of data in [0, 1] as follows. An integer
b ≥ 2 is fixed. In the first step the unit interval is decomposed into the intervals, also called buckets,
[0, 1/b), [1/b, 2/b), . . . , [(b−2)/b, (b−1)/b) and [(b−1)/b, 1] and the data are assigned to these buckets
according to their value. If the bucket containing the datum with rank to be selected contains further data
the algorithm is recursively applied by again decomposing this bucket equidistantly and recursing. The
algorithm stops once the bucket containing the rank to be selected contains no other data. Assigning a
datum to a bucket is called a bucket operation and the algorithm’s complexity is measured by the total
number of bucket operations required.

Radix Selection is especially suitable when data are stored as expansions in base (radix) b, the case
b = 2 being the most common on the level of machine data. For such expansions a bucket operation
breaks down to access a digit (or bit).

In this extended abstract we study the complexity of Radix Selection in a probabilistic model. We
assume that n data are modeled independently with b-ary expansions generated from a Markov chain on
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the alphabet {0, . . . , b − 1}. For the ranks to be selected we use two models. First, we consider the
complexity of a random rank uniformly distributed over {1, . . . , n} and independent from the data. This
is the model proposed and studied (for independent, uniformly over [0, 1] distributed data) in Mahmoud,
Flajolet, Jacquet and Régnier [15]. The complexities of all ranks are averaged in this model and, in
accordance with the literature, we call it the model of grand averages. Second, all possible ranks are
considered simultaneously. Hence, we study the stochastic process of the complexities indexed by the
ranks 1, . . . , n. We choose a scaling in time and space which asymptotically gives access to the complexity
to select quantiles from the data, i.e., ranks of the size tn with t ∈ [0, 1]. We call this model for the ranks
the quantile-model.

The main results of this extended abstract are on the asymptotic orders of mean and variance and limit
laws for the complexity of Radix Selection for our Markov source model both for grand averages and
for the quantile-model. For the quantile-model we find Gaussian limit processes for the uniform model
(defined below) for the data as well as for the asymmetric Bernoulli model (defined below). For the
general Markov source model with b = 2 we identify the first asymptotic term of the mean complexity.
For grand averages and uniform data it was shown in Mahmoud et al. [15] that the normalized complexity
is asymptotically normal. We find that for Markov sources (with b = 2) other than uniform the limit
distribution is no longer normal and the complexity is less concentrated. An explanation of this behavior
is given at the end of section 3.2.

We present our analysis separately for uniform data in section 2 and for Markov sources different from
the uniform model in section 3, where the quantile-model is discussed in section 3.1, the grand averages
in section 3.2.

A general reference on bucket algorithms is Devroye [5]. A large body of probabilistic analysis of
digital structures is based on methods from analytic combinatorics, see Flajolet and Sedgewick [7], Knuth
[13] and Szpankowski [18]. For an approach based on renewal theory see Janson [10] and the references
given there. Our Markov source model is a special case of the model of dynamical sources, see Clément,
Flajolet and Vallée [4].

We close this introduction defining the Markov source model explicitly, fixing some standard notation
and stating corresponding results for the related Radix Sorting algorithm.

The Markov source model: We model data strings over the alphabet Σ = {0, . . . , b− 1} with a fixed in-
teger b ≥ 2 generated by a homogeneous Markov chain. The data strings s = (si)i≥1 are also interpreted
as b-ary expansions of a real number s ∈ [0, 1] via the identification

s =
∞∑

i=1

sib
−i.

Conversely, if to s ∈ [0, 1) a b-ary expansion s = (si)i≥1 is associated, to avoid ambiguity, we chose the
expansion such that we have si < b−1 for infinitely many i ∈ N. (For s = 1 we use the expansion where
si = b− 1 for all i ∈ N.) The most important case is b = 2 where the data are binary strings.

In general, a homogeneous Markov chain on Σ is given by its initial distribution µ =
∑b−1
ℓ=0 µℓδℓ on

Σ and the transition matrix (pij)i,j∈Σ. Here, δx denotes the Dirac measure in x ∈ R. Hence, the initial
state is ℓ with probability µℓ for ℓ = 0, . . . , b − 1. We have µℓ ∈ [0, 1] and

∑b−1
ℓ=0 µℓ = 1. A transition

from state i to j happens with probability pij , i, j ∈ Σ. Now, a data string is generated as the sequence of
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states taken by the Markov chain. In our Markov source model assumed subsequently all data strings are
independent and identically distributed according to the given Markov chain.

We always assume that pij < 1 for all i, j ∈ Σ. Note that we do not necessarily assume the Markov
chain to converge to a stationary distribution nor that it starts in a stationary distribution.

The case pij = µi = 1/b for all i, j ∈ Σ is the case where all symbols within all data are independent
and uniformly distributed over Σ. Then the associated numbers are independent and uniformly distributed
over [0, 1]. We call this the uniform model. For b = 2 the uniform model is also called symmetric Bernoulli
model. The asymmetric Bernoulli model for b = 2 is the case where pi1 = µ1 = p for i = 0, 1 and a
p ∈ (0, 1) with p 6= 1

2 .

Notation. We write
d−→ for convergence in distribution and

d
= for equality in distribution. By B(n, p)

with n ∈ N and p ∈ [0, 1] the binomial distribution is denoted, by B(p) the Bernoulli distribution with
success probability p, by N (µ, σ2) the normal distribution with mean µ ∈ R and variance σ2 > 0. The
Bachmann–Landau symbols are used.

Radix Sorting. The Radix Sorting algorithm consists of assigning all data to the buckets as for Radix
Selection. Then the algorithm recurses on all buckets containing more than one datum. Clearly, this
leads to a sorting algorithm. The complexity of Radix Sorting is also measured by the number of bucket
operations. It has thoroughly been analyzed in the uniform model with refined expansions for mean and
variance involving periodic functions and a central limit law for the normalized complexity, see Knuth
[13], Jacquet and Régnier [9], Kirschenhofer, Prodinger and Szpankowski [11] and Mahmoud et al. [15].

For the Markov source model (with b = 2 and 0 < pij < 1 for all i, j = 1, 2) the orders of mean
and variance and a central limit theorem for the complexity of Radix Sorting were derived in Leckey,
Neininger and Szpankowski [14].

2 The uniform model — selection of quantiles

In this section our model consists of independent data, identically and uniformly distributed over [0, 1].
We fix b ≥ 2 and consider bucket selection using b buckets in each step. The number Yn(ℓ) of bucket
operations needed by bucket selection to select rank ℓ ∈ {1, . . . , n} in a set of n such data is studied as a
process in 1 ≤ ℓ ≤ n. We write Yn := (Yn(ℓ))1≤ℓ≤n. For a refined asymptotic analysis we normalize the
process in space and time and consider Xn = (Xn(t))0≤t≤1 defined for n ≥ 1 and t ∈ [0, 1] by

Xn(t) :=
Yn(⌊tn⌋+ 1)− b

b−1n√
n

, (1)

where we set Yn(n + 1) := Yn(n). The process Xn has càdlàg paths and is considered as a random
variable in D[0, 1] endowed with the Skorokhod metric dsk, see Billingsley [2, Chapter 3].

Subsequently, we use prefixes of b-ary expansions. For s, t ∈ [0, 1] based on their b-ary expansions
s =

∑∞
i=1 si · b−i, t =

∑∞
i=1 ti · b−i with si, ti ∈ {0, . . . , b − 1} with the conventions stated in the

introduction we denote the length of the longest common prefix by

j(s, t) := max{i ∈ N | (s1, . . . , si) = (t1, . . . , ti)} (2)

with the conventions max ∅ := 0 and maxN :=∞.
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Theorem 2.1 Let b ∈ N with b ≥ 2. Consider bucket selection using b buckets on a set of independent
data uniformly distributed on [0, 1]. For the process Xn = (Xn(t))0≤t≤1 of the normalized number of
bucket operations Yn(ℓ) as defined in (1) we have weak convergence, as n→∞, in (D[0, 1], dsk):

Xn
d−→ G.

Here, G = (G(t))t∈[0,1] is a centered Gaussian process (depending on b) with covariance function

E[G(s)G(t)] =
b

(b− 1)2
− b+ 1

(b− 1)2
b−j(s,t), s, t ∈ [0, 1],

where j(s, t) is the length of the longest common prefix defined in (2) and b−∞ := 0.

Theorem 2.1 implies the asymptotic behavior of the worst case complexity maxℓ=1,...,n Yn(ℓ) of Radix
Selection:

Corollary 2.2 For the worst case complexity of Radix Selection in the model and notation of Theorem 2.1
we have, as n→∞, that

1√
n

(
sup

1≤ℓ≤n
Yn(ℓ)−

b

b− 1
n

)
d−→ sup

t∈[0,1]

G(t).

For the Gaussian process G in Theorem 2.1 we have the following results on the tails of its supremum
and regarding the continuity of its paths.

Theorem 2.3 For the supremum S = supt∈[0,1]G(t) of the Gaussian process G in Theorem 2.1 we have
for any t > 0 that

P(|S − E[S]| ≥ t) ≤ 2 exp

(
− (b− 1)2

2b
t2
)
.

In the Euclidean topology on [0, 1] (induced by absolute value) the Gaussian process G in Theorem 2.1
does not have continuous paths. Typically, in the study of Gaussian processes a metric on the index set is
derived from the covariance function. We consider

d(s, t) :=
√
E[(G(t)−G(s))2] =

√
2(b+ 1)

b− 1
· b−j(s,t)/2, s, t ∈ [0, 1].

The subsequent results in this section are stated with respect to the (topologically) equivalent metric

db(s, t) := b−j(s,t), s, t ∈ [0, 1].

Theorem 2.4 (Modulus of continuity) For the Gaussian process G = (G(t))t∈[0,1] in Theorem 2.1 we
have, almost surely,

2

√
log b√
b− 1

≤ lim sup
n→∞

sup
s,t∈[0,1],

db(s,t)=b
−n

|G(t)−G(s)|√
nb−n

≤ 2

√
2 log b√

b− 1(1− b−1/2)
.
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Theorem 2.5 (Hölder continuity) For any β < 1/2, almost surely, the paths of the Gaussian process
G = (G(t))t∈[0,1] in Theorem 2.1 are Hölder continuous with exponent β with respect to db. For any
β > 1/2, almost surely, the paths of G are nowhere pointwise Hölder continuous with exponent β with
respect to db.

Outline of the analysis: We outline the analysis leading to Theorems 2.1–2.5. To set up a recurrence
for the process Yn := (Yn(ℓ))1≤ℓ≤n we denote by In = (In1 , . . . , I

n
b ) the numbers of elements in the b

buckets after distribution of all n elements in the first partitioning stage. We abbreviate Fn0 := 0 and

Fnr :=
r∑

j=1

Inj , 1 ≤ r ≤ b.

Note that we have Fnb = n. Then, after the first partitioning phase, the element of rank ℓ is in bucket r if
and only if Fnr−1 < ℓ ≤ Fnr . This implies the recurrence

Yn
d
=

(
b∑

r=1

1{Fn
r−1<ℓ≤Fn

r }Y
r
Inr

(
ℓ− Fnr−1

)
+ n

)

1≤ℓ≤n

, (3)

where (Y 1
j ), . . . , (Y

b
j ), I

n are independent and the Y rj have the same distribution as Yj for all j ≥ 0 and
r = 1, . . . , b.

By the model of independent and uniformly distributed data we have that the vector In has the multi-
nomial M(n; 1

b , . . . ,
1
b ) distribution. Hence, we have 1

nI
n → ( 1b , . . . ,

1
b ) almost surely as n→∞ and

In − 1
b (n, . . . , n)√
n

→ (N1, . . . , Nb),

where (N1, . . . , Nb) is a multivariate normal distribution N (0,Ω) with mean zero and covariance ma-
trix Ω given by Ωij = b−1

b2 if i = j and Ωij = − 1
b2 if i 6= j. Note that for b = 2 we have N2 = −N1.

Below, we denote by
N = (N1, . . . ,Nb)

a vector with distribution b
b−1 (N1, . . . , Nb). Hence (N1, . . . ,Nb) has a multivariate normal distribution

with mean zero and covariance matrix Υ = (Υij)i,j∈Σ given by

Υij =





1
b−1 , if i = j,

− 1
(b−1)2 , if i 6= j.

(4)

For the normalized processes Xn in (1) we thus obtain

Xn
d
=

(
b∑

r=1

1{Fn
r−1<⌊tn⌋+1≤Fn

r }

√
Inr
n
Xr
Inr

(
nt− Fnr−1

Inr

)

+
b∑

r=1

1{Fn
r−1<⌊tn⌋+1≤Fn

r }
b

b− 1

Inr − 1
bn√
n

)

0≤t≤1

, (5)
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with conditions on independence and identical distributions as in (3).
To associate to recurrence (5) a limit equation in the spirit of the contraction method we introduce the

indicator functions

Ir(x) := 1[r−1,r)(x) for r = 1, . . . , b− 1, Ib(x) := 1[b−1,b](x)

and the sawtooth function sb : [0, 1]→ [0, 1]

sb(t) :=

{
bt− ⌊bt⌋, 0 ≤ t < 1,

1, t = 1.

Moreover, we use the transformations Ar : D[0, 1]→ D[0, 1] for r = 1, . . . , b with

f 7→ Ar(f), Ar(f)(t) = Ir(tb)f(sb(t)) for t ∈ [0, 1],

and B : Rb → D[0, 1] with (for v = (v1, . . . , vb))

v 7→ B(v), B(v)(t) =
b∑

r=1

Ir(tb)vr for t ∈ [0, 1].

Then we associate the limit equation

X
d
=

b∑

r=1

1√
b
Ar(X

r) +B(N ), (6)

where X1, . . . , Xb,N are independent, the Xr are identically distributed (D[0, 1], dsk)-valued random
variables with the distribution of X , and N has the centered multivariate normal distribution with covari-
ance matrix Υ given in (4).

A distributional fixed-point equation related to (6) appeared in Sulzbach et al. [17], see the map T
in equation (2.5) of [17]. The proof of our Theorem 2.1 can be carried out analogously to the proof in
sections 2.1, 2.2 and 3.3 of [17]. Note that in analogy to Lemma 2.3 in [17] our fixed-point equation (6)
characterizes the Gaussian limit process G in Theorem 2.1 as the unique fixed-point of (6) subject to
the constraint E[‖X‖2+ε∞ ] < ∞ for any ε > 0 and, hence, in the analysis one has to adapt exponents
appropriately. The proofs of our Theorems 2.3–2.5 can be carried out as the corresponding results in
section 4 of [17] which are related to and partly based on fundamental work on Gaussian processes, see
Dudley [6], Talagrand [19], Adler [1] and Boucheron, Lugosi and Massart [3].

3 The Markov source model

Now the Markov source model is considered for the data. For the rank to be selected the quantile-model
is studied in section 3.1, the model of grand averages in section 3.2. We restrict ourselves to the study of
Radix Selection using b = 2 buckets.
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3.1 Selection of quantiles

We consider the complexity of Radix Selection with b = 2 buckets assuming the Markov source model
for the data and the quantile-model for the rank to be selected. We first define functions mµ : [0, 1] →
(0,∞) which appear in the average complexity. For n ≥ 1 and i = 0, 1 we recursively define sets
Din = {sin,k | k = 0, . . . , 2n} as follows: For n = 1 we set (si1,0, s

i
1,1, s

i
1,2) := (0, pi0, 1) for i = 0, 1.

Further, for all n ≥ 1, i = 0, 1 and 0 ≤ k ≤ 2n we set

sin+1,k :=





sin,k/2, if k mod 4 ∈ {0, 2},
p00s

i
n,(k+1)/2 + p01s

i
n,(k−1)/2, if k mod 4 = 1.

p10s
i
n,(k+1)/2 + p11s

i
n,(k−1)/2, if k mod 4 = 3,

We further defineDi∞ := ∪∞n=1Din. Note that for each n ≥ 1 the setDin decomposes the unit interval into
2n sub-intervals. For t ∈ [0, 1] \ Di∞ we denote by λin(t) the length of the (unique) sub-interval of this
decomposition that contains t. Then, for i = 0, 1 and t ∈ [0, 1] \ Di∞ we set

mi(t) := 1 +
∞∑

n=1

λin(t).

Further, for an initial distribution µ = µ0δ0 + µ1δ1 with µ0 ∈ [0, 1] we denote

Dµ∞ := µ0D0
∞ ∪

(
µ0 + µ1D1

∞
)

and, for t ∈ [0, 1] \ Dµ∞,

mµ(t) :=





µ0m0

(
t
µ0

)
+ 1, if t < µ0,

(1− µ0)m1

(
t−µ0

1−µ0

)
+ 1, if t > µ0.

We have the following asymptotic behavior of the average complexity:

Theorem 3.1 Let Y µn (ℓ) denote the number of bucket operations of Radix Selection with b = 2 selecting
a rank 1 ≤ ℓ ≤ n among n independent data generated from the Markov source model with initial
distribution µ = µ0δ0 + µ1δ1 where µ0 ∈ [0, 1] and transition matrix (pij)i,j∈{0,1} with pij < 1 for all
i, j = 0, 1. Then, for all t ∈ [0, 1] \Dµ

∞ as n→∞, we have

E[Y µn (⌊tn⌋+ 1)] = mµ(t)n+ o(n). (7)

Outline of the analysis: We denote by Y 0
n = (Y 0

n (ℓ))1≤ℓ≤n and Y 1
n = (Y 1

n (ℓ))1≤ℓ≤n the number of
bucket operations for a Markov source model as in Theorem 3.1 for initial distributions p00δ0+p01δ1 and
p10δ0 + p11δ1 respectively. Then we have the system of recursive distributional equations, for n ≥ 2,

Y in
d
=
(
1{ℓ≤Ji

n}Y
0
Ji
n
(ℓ) + 1{ℓ>Ji

n}Y
1
n−Ji

n
(ℓ− J in) + n

)
1≤ℓ≤n

, i = 0, 1, (8)

where Y 0
0 , . . . , Y

0
n , Y

1
0 , . . . , Y

1
n , J

0
n, J

1
n are independent (the independence between J0

n and J1
n is not re-

quired) and we have that J in is B(n, pi0) distributed for i = 0, 1. Moreover, for general initial distribution
µ we further have

Y µn
d
=
(
1{ℓ≤Kn}Y

0
Kn

(ℓ) + 1{ℓ>Kn}Y
1
n−Kn

(ℓ−Kn) + n
)
1≤ℓ≤n , (9)
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where Y 0
0 , . . . , Y

0
n , Y

1
0 , . . . , Y

1
n ,Kn are independent and Kn has the binomial B(n, µ0) distribution.

The proof of Theorem 3.1 is based on k times iterating the system (8) with k = k(n) = Θ(log n)
chosen appropriately. The contributions of the toll functions within these k iterations yield the main con-
tribution, the other terms are asymptotically negligible.

A distributional analysis of the quantile-model is left for the full paper version of this extended abstract
as well as the behavior at the t ∈ Dµ∞. For these t the expansion (7) still holds when defining mµ(t) as
the average of the left-hand and right-hand limit of mµ at t.

A special case where the analysis is simplified considerably is the asymmetric Bernoulli model dis-
cussed next where we obtain a functional limit law as for the uniform model in Theorem 2.1.

The asymmetric Bernoulli model: The data model called asymmetric Bernoulli model consists of all data
being independent and having independent bits all identically distributed over Σ = {0, 1} with Bernoulli
B(p) distribution for a fixed p ∈ (0, 1) with p 6= 1

2 . Note that this can also be considered as a special case
of the Markov source model by choosing µ0 = p00 = p10 = 1 − p and µ1 = p01 = p11 = p. Here,
the analysis simplifies considerably compared to the general Markov source model due to the fact that the
mean function m corresponding to m0,m1,mµ in Theorem 3.1 becomes an affine function. We have the
following results:

Theorem 3.2 Consider bucket selection using b = 2 buckets on a set of n independent data generated
from the asymmetric Bernoulli model with success probability p ∈ (0, 1) \ { 12}. For the process XasyB

n =
(XasyB

n (t))0≤t≤1 of the normalized number of bucket operations Y asyB
n (ℓ) defined by

XasyB
n (t) :=

Y asyB
n (⌊tn⌋+ 1)−m(t)n√

n
, t ∈ [0, 1],

with Y asyB
n (n+ 1) := Y asyB

n (n) and

m(t) =
2p− 1

p(1− p) t+
1

p
, t ∈ [0, 1],

we have weak convergence, as n→∞, in (D[0, 1], dsk):

XasyB
n

d−→ GasyB.

Here, GasyB = (GasyB(t))t∈[0,1] is a centered Gaussian process (depending on p) with covariance func-
tion given, for s, t ∈ [0, 1], by

E[GasyB(s)GasyB(t)] = −
r(s,t)∏

k=1

p[g(t, k)] +

r(s,t)∑

k=1

∏k
j=1 p[g(t, j)]

p[1− g(t, k)] ,

where p[0] := 1 − p, p[1] := p and the functions r : [0, 1]2 → N0 ∪ {∞} and g : [0, 1] × N0 → {0, 1}
are defined as follows:

r(s, t) = max{n ∈ N0|g(s, ℓ) = g(t, ℓ), 1 ≤ ℓ ≤ n}
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and g and h : [0, 1]×N0 → [0, 1] are recursively defined by g(t, 0) = 0, h(t, 0) = t for t ∈ [0, 1] and for
k ≥ 1 by

g(t, k) =

{
0, if h(t, k − 1) < 1− p,
1, if h(t, k − 1) ≥ 1− p, h(t, k) =

{
h(t,k−1)

1−p , if h(t, k − 1) < 1− p,
h(t,k−1)−(1−p)

p , if h(t, k − 1) ≥ 1− p.

For the maximum of the complexities we obtain the following corollary:

Corollary 3.3 In the model and notation of Theorem 3.2 we have, as n→∞, that

1√
n

(
sup

1≤ℓ≤n

(
Y asyB
n (ℓ)−m

(
ℓ

n

)
n

))
d−→ sup

t∈[0,1]

GasyB(t).

Theorem 3.4 For the supremum S′ = supt∈[0,1]G
asyB(t) of the Gaussian process GasyB in Theorem 3.2

we have for any t > 0 with p∨ := max{p, 1− p} that

P(|S′ − E[S′]| ≥ t) ≤ 2 exp

(
− (1− p∨)2

2p∨
t2
)
.

3.2 Selection of a uniform rank

We now consider the complexity of Radix Selection with b = 2 buckets assuming the Markov source
model for the data and the model of grand averages for the rank. We have the following asymptotic
behavior:

Theorem 3.5 Let Wn denote the number of bucket operations of Radix Selection with b = 2 selecting
a uniformly distributed rank independent from n independent data generated from the Markov source
model with initial distribution µ = µ0δ0 + µ1δ1 where µ0 ∈ [0, 1] and transition matrix (pij)i,j∈{0,1}
with pij < 1 for all i, j = 0, 1. Then, as n→∞, we have

E[Wn] = κµn+ o(n)

with κµ > 0 given in (15) and

Wn

n

d−→ Zµ,

where the convergence also holds with all moments. The distribution of Zµ is given by

Zµ
d
= Bµ0µ0Z

0 + (1−Bµ0)(1− µ0)Z
1 + 1, (10)

where Bµ0 , Z
0, Z1 are independent and Bµ0 has the Bernoulli distribution B(µ0). The distributions of

Z0 and Z1 are the unique integrable solutions of the system (12).

Outline of the analysis: We denote byWµ
n :=Wn the complexity as stated in Theorem 3.5 and, for initial

distributions pi0δ0 + pi1δ1, write W i
n := W pi0δ0+pi1δ1

n for i = 0, 1. We have the system of distributional
recurrences, for n ≥ 2,

W i
n
d
= BiiW

0
Ji
n
+ (1−Bii)W 1

n−Ji
n
+ n, i = 0, 1, (11)
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where W 0
1 , . . . ,W

0
n ,W

1
1 , . . . ,W

1
n and (J0

n, J
1
n, B00, B11) are independent and we have that J in is Bino-

mial B(n, pi0) distributed and Bii is mixed Bernoulli distributed with distribution B(J in/n) for i = 0, 1.
We normalize

Zin :=
W i

n
, n ≥ 1, i = 0, 1

and obtain, for all n ≥ 2 that

Zin
d
= Bii

J in
n
Z0
Ji
n
+ (1−Bii)

n− J in
n

Z1
n−Ji

n
+ 1, i = 0, 1,

with independence relations as in (11). This leads to the limit system

Zi
d
= Bpi0pi0Z

0 + (1−Bpi0)(1− pi0)Z1 + 1, i = 0, 1, (12)

where Z0, Z1 and Bpi0 are independent and Bpi0 has the Bernoulli B(pi0) distribution for i = 0, 1. It
is easy to show that subject to E[|Zi|] < ∞ the limit system (12) has a unique solution; cf. Knape and
Neininger [12, section 5]. Also, the convergences Zin → Zi can be shown by a contraction argument
in any Wasserstein ℓp metric with p ≥ 1. From the limit system (12) we obtain for the expectations
κi := E[Zi] for i = 0, 1 that

κ0 =
1 + p201 − p211

2(p00 + p11)(1 + p00p11)− 2(p00 + p11)2
> 0, (13)

κ1 =
1 + p210 − p200

2(p00 + p11)(1 + p00p11)− 2(p00 + p11)2
> 0. (14)

Now, for a general initial distribution µ we have

Wµ
n

d
= BµµW

0
Kn

+ (1−Bµµ)W 1
n−Kn

+ n,

where W 0
1 , . . . ,W

0
n ,W

1
1 , . . . ,W

1
n , (Kn, Bµµ) are independent, Kn has the binomial B(n, µ0) distribu-

tion and Bµµ has the mixed Bernoulli B(Kn/n) distribution. This implies for the limit Zµ of Wµ
n /n the

representation

Zµ
d
= Bµ0

µ0Z
0 + (1−Bµ0

)(1− µ0)Z
1 + 1,

where Bµ0 , Z
0, Z1 are independent and Bµ0 has the Bernoulli distribution B(µ0). Hence, we obtain for

κµ := E[Zµ] the representation

κµ = µ2
0κ0 + (1− µ0)

2κ1 + 1, (15)

with κ0, κ1 given in (13) and (14). The claims of Theorem 3.5 follow from this outline by an application
of the contraction method within the Wasserstein metrics.
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A remark on concentration for grand averages: Note that for the special case pij = µi =
1
2 for i = 0, 1

the Markov source model reduces to the uniform model. In this case it was shown (together with more
refined results) in Mahmoud et al. [15] that the complexity Wn in Theorem 3.5 as n→∞ satisfies

Wn − 2n√
2n

d−→ N (0, 1). (16)

Our Theorem 3.5 also applies: We find that for the uniform model system (12) is solved deterministically
by Zi = 2 almost surely for i = 0, 1, hence plugging in into (10) we also obtain Zµ = 2 and thus
Wn/n → 2, which is, although only a law of large numbers, consistent with (16). (The full limit law in
(16) is a corollary to our Theorem 2.1.)

However, for (p00, p01, p10, p11) 6= ( 12 ,
1
2 ,

1
2 ,

1
2 ) the system (12) does no longer solve deterministically,

so that Wn/n then has a nondeterministic limit and is less concentrated, typical fluctuations are of linear
order compared to

√
n for the uniform model. This behavior becomes transparent when looking at the

quantile-model: In the uniform model we have the same leading linear term 2n in the expansion of the
means of all quantiles, which implies that a uniformly chosen rank conditional on its size will always lead
to a complexity of the same linear order 2n. This does no longer hold for a non-uniform Markov model.
The constantmµ(t) in the linear growthmµ(t)n of the complexity depends on the quantiles t ∈ [0, 1], see
Theorem 3.1. This implies that the complexity can no longer remain concentrated: The fluctuations are
now forced to be at least of linear order since different choices of the ranks lead to different linear orders.
This is consistent with the fact that in Theorem 3.5 we then find a non-deterministic limit for Wn/n and
a variance of the order Θ(n2). Further note, that this also implies a simple representation of the limit
distribution of Zµ in Theorem 3.5 as

Zµ
d
= mµ(U),

with mµ as in Theorem 3.1 und U uniformly distributed on [0, 1].
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The k-th Total Path Length and the Total

Steiner k-Distance for Digital Search Trees

Chung-Kuei Lee1

1Department of Applied Mathematics, National Chiao Tung University, Hsinchu, 300, Taiwan

Abstract. The total Steiner k-distance and the k-th total path length are the sum of the size of Steiner trees and
ancestor-trees over sets of k nodes of a given tree, respectively. They are useful statistics with many applications.
Consequently, they have been analyzed for many different random trees, including increasing trees, binary search
trees, generalized m-ary search trees and simply generated trees.

In this paper, we investigate the two parameters for digital search trees, which are fundamental data structures in com-
puter science with wide applications. We derive the means, covariances and variances for the total Steiner k-distances
and the k-th total path lengths by the “Poisson-Laplace-Mellin Method”. Moreover, results about the limiting distri-
butions are obtained as well.

Keywords: internal path length, Wiener index, total Steiner k-distance, digital search trees, Steiner tree

1 Introduction

Digital search trees (DSTs) are fundamental data structure in computer science first introduced by Coff-
man and Eve [CJE70]. They have attracted considerable attention due to their wide applications, espe-
cially their close connection to the famous Lempel-Ziv compression scheme [JS95]. In a DST, strings
are stored in the nodes of a binary tree under the following rules. Given a series of binary strings, we
place the first string in the root and the other strings are distributed to the right or the left subtree of the
root depending on whether their first symbol is ”0” (left) or ”1” (right). This process will be recursively
applied to the subtrees but with the removal of the first bits when comparison is completed. The resulting
tree will be called a DST. See Figure 1 hereafter as an illustration.

Many parameters of DSTs, including depth, height, total path length, peripheral path length, Wiener
index, fillup level and expected profile, have been analyzed, see [DS11], [FHZ10] and [FL] for details
and many references. In this paper, we are interested in two parameters, the k-th total path length and the
total Steiner k-distance, which have not been analyzed yet. We equip DSTs with the so-called Bernoulli
model which assumes that every bit of the string is independent and admits a Bernoulli distribution with
the probability p of being 0. In order to make the analysis more brief and simpler, we consider in this
paper only the symmetric case. In other words, the probability p for the Bernoulli model will be 1/2 for
the entire paper.

For a given tree T with vertex set V and a subset M ⊂ V , the smallest spanning tree containing M is
called the Steiner tree for M in T while the smallest subtree containing M and the root is the so-called

1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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000100 · · ·

Fig. 1: A DST built from 7 keys.

ancestor-tree for M in T . The size of the Steiner tree for M in T (denoted by SM (T )) and the size of the
ancestor-tree for M in T (denoted by DM (T )) are called the Steiner distance and the |M |-th path length,
respectively. Furthermore, for the given tree T and integer k ∈ N, the k-th total path length Pk(T ) and
the Steiner k-distance Wk(T ) are defined as

Pk(T ) =
∑

|M |=k
DM (T ) and Wk(T ) =

∑

|M |=k
SM (T ).

Steiner trees and ancestor trees have many real-life applications, e.g. in transportation and multiproces-
sor networks [PP04], circuit layouts, internet communication [PS02] and many others. Consequently,
the Steiner distance and the |M |-th path length are useful statistics. For example, when comparing the
efficiency of communication potential of different networks, the Steiner distance can be used [DOS96].
Moreover, the Steiner distance and k-th total path length have also applications to Multiple Quickselect
algorithm [PP04] and the efficiency of certain traceroute algorithms [GR09].

In the last decade, several papers dedicated to the analysis of the two parameters in various random
trees, including random increasing tree [PP04], random binary search tree [MPP04], generalized ran-
dom m-ary search tree [Pan04b], recursive trees [Mun10, Pan04a] and random simply generated trees
[Mun10, Pan04a] have been published. As mentioned in [Mun10], the size of a Steiner tree is related to
the communication potential of its nodes. Thus, it is of interest to study the Steiner k-distance of differ-
ent data structures, such as DSTs. In this paper, we use the ”Laplace-Mellin Method” which was first
proposed in [FHZ10] to obtain the means, variances and covariances of the k-th total path length and the
total Steiner k-distance for DSTs under the Poisson model. With the help of the JS-admissibility language
from [FHZ10] and then analytical depoissonization, which was first proposed by P. Jacquet and W. Sz-
pankowski, we can get the means, variances and covariances under the above Bernoulli model directly
from the results under the Poisson model. Limit laws for the two parameter are derived as well. In the
rest of the paper, we use P [k]

n and S[k]
n to denote the k-th total path length and total k-th Steiner distance

of random digital search trees built on n strings, respectively. Also, we use the common notation for the
constant Qm =

∏m
j=1

(
1− 2−j

)
and Q∞ = limm→∞Qm. The main results of this paper are:
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Theorem 1 We have that for k ≥ 2,

E
(
P [k]
n

)
∼ E

(
S[k]
n

)
∼ nk log2 n

(k − 1)!
.

Moreover, the variance and covariance of P [k]
n and S[k]

n are given by

Var
(
P [k]
n

)
∼ Var

(
S[k]
n

)
∼n2k−1 2

2−2k

Q2
k−1

(Ckps +̟kps(log2 n)) ,

Cov
(
P [k1]
n , P [k2]

n

)
∼ Cov

(
S[k1]
n , P [k2]

n

)
∼nk1+k2−1 22−k1−k2

Qk1−1Qk2−1
(Ckps +̟kps(log2 n)) .

where Ckps and ̟kps are defined in Theorem 2.1 of [FHZ10].

Theorem 2 Let

X [k]
n =

P
[k]
n − E(P

[k]
n )√

Var(P
[k]
n )

and Y [k]
n =

S
[k]
n − E(S

[k]
n )√

Var(S
[k]
n )

.

We have that for any k ≥ 2,
(
X [1]
n , . . . , X [k−1]

n , Y [k]
n

)
d−→ (X, . . . ,X),

where X is the standard normal distributed random variable and
d−→ denotes weak convergence.

Remark 1 The asymptotics of S[k]
n can be explained intuitively. It is well-known that the expected value

of the depth of a node is of order log2 n. For a Steiner tree, the size will be more or less the sum of the
depth of the k chosen nodes. Thus, for k chosen nodes, the expected size of the Steiner tree will be of
order k log2 n. Since there are

(
n
k

)
ways to choose the k nodes, the mean of the total Steiner k-distance

will be roughly
(
n
k

)
k log2 n ∼ nk log2 n

(k−1)! .

Remark 2 As we have seen, the leading terms for the asymptotics of k-th total path length and Steiner
k-distance are the same. This is not surprising, intuitively speaking, because the k-subsets which are most
relevant are those contain vertices from both subtrees for which the ancestor tree and the Steiner tree will
be the same. This is similar to the distance between two random nodes (see [ALM05, ALM06]) which is
also twice the depth, because the most relevant cases are again those include the root.

Remark 3 In fact, we can find more terms in the asymptotic of the means, variances and covariances for
P

[k]
n and S[k]

n by the same method applied in the following sections. For example, let χm = 2mπi/ log 2,
we have that

E
(
P [k]
n

)
∼ E

(
S[k]
n

)
+D[k]nk ∼ nk log n

(k − 1)!
+

nk

(k − 1)!


ck +

ek
k

+
1

log 2

∑

m∈Z\{0}

Gk(χm)nχm

Γ(k + 1 + χm)


 .

where

Gk(χm) = Γ(k + 1− χm)Γ(−1− χm), D[k] =
1

k!(2k−1 − 1)
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and the constant ck is given by

ck =
γ − 1

log 2
+

1

2
−
∑

j≥1

(k − 1)!

2j − 1
+

(k − 1)!dk
log 2

.

In the expression, dk is defined recursively as d1 = 0 and

dk =
1

2k−1 − 1

k−1∑

r=1

dk−r
r!
− 2k−1

2k−1 − 1

log 2

(k − 1)!
.

Also, the sequence {ek}k≥1 is defined recursively as e1 = 0 and

ek =
1

2k−1 − 1

k−2∑

r=1

k!

r!
ek−r +

2k − 1

2k−1 − 1
, for k ≥ 2.

We state the main result in the form of Theorem 1 because the leading term is the most interesting part and
it would be enough for proving the central limit theorem. Also, computing more terms can be extremely
complicated. As we see from the above statements, the difference between the asymptotics of the two
shape parameters is nk

k!(2k−1−1)
. This can be explained heuristically. Let d[k]n be the difference of the two

shape parameters, then d[k]n ∼ 2d
[k]
n/2+2

(n
2
k

)
since the size of both subtrees will be roughly n/2 under the

Bernoulli model. Iterating it, we get d[k]n = Θ(nk), which matches the difference above.

Remark 4 Note that the Steiner k-distance is a generalization of the Wiener index, namely, for k = 2 we
obtain the Wiener index. Thus, Theorem 2 of [FL] is actually a special case of Theorem 2 of this paper
with k = 2.

The paper is organized as follows. In Section 2, we derive the means, covariances and variance of the
k-th total path length for DSTs. In Section 3, we give the asymptotics of the means, covariances and
variances of the total Steiner k-distance. We also explain how to prove Theorem 2 in Section 3.

Notation 1 For a given function f , we use L [f ; s] and M [f ;ω] to denote the Laplace transform and
Mellin transform of f , respectively. Moreover, ǫ is an arbitrarily small positive number.

2 k-th Total Path Length

In this section, we start with the recurrence under the Bernoulli model and then use it to get the differential-
functional equation of the Poisson model. The rest of the analysis will focus on the Poisson model, since
the depoissonization is standard, see [FHZ10]. The method we use in the analysis of the Poisson model
is the ”Laplace-Mellin Method” which uses a combination of the Laplace and Mellin transform; see [FL]
for a summary of the method and [FGD95] for a comprehensive introduction to the Mellin transform and
its properties.
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2.1 Mean of the k-th Total Path Length of DSTs

First, we start with deriving a distributional recurrence relation for the k-th total path length. Recall the
notation P [k]

n for the k-th total path length from the introduction. Moreover, we will use the notation

Bn
d
=Binom(n, 12 ). Let a DST with n+ 1 nodes given. Depending on how the k nodes are chosen, there

are 4 cases:

1. All k nodes are from one subtree.

The contribution to the k-th total path length will be

P
[k]
Bn

+ P
[k]∗
n−Bn

+

(
Bn
k

)
+

(
n−Bn
k

)
,

where P [k]
Bn

is independent of P [k]∗
n−Bn

and P [k]
Bn

d
=P

[k]∗
n−Bn

.

2. The k nodes are chosen from both subtrees and the root is not chosen.

We will have the contribution

k−1∑

r=1

((
n−Bn
k − r

)
P

[r]
Bn

+

(
Bn
r

)
P

[k−r]∗
n−Bn

+ 2

(
Bn
r

)(
n−Bn
k − r

))
.

3. The root is chosen, the other k − 1 nodes are all from one subtree.

It will contribute

P
[k−1]
Bn

+ P
[k−1]∗
n−Bn

+

(
n−Bn
k − 1

)
+

(
Bn
k − 1

)
.

4. The root is chosen, the other k − 1 nodes are from both subtrees.

The contribution will be

k−2∑

r=1

((
n−Bn
k − r − 1

)
P

[r]
Bn

+

(
Bn
r

)
P

[k−r−1]∗
n−Bn

+ 2

(
Bn
r

)(
n−Bn
k − r − 1

))
.

Combining all four cases, we get that for n+ 1 ≥ k ≥ 1:

P
[k]
n+1

d
=P

[k]
Bn

+ P
[k]∗
n−Bn

+ P
[k−1]
Bn

+ P
[k−1]∗
n−Bn

+
k−1∑

r=1

((
n−Bn
k − r

)
P

[r]
Bn

+

(
Bn
r

)
P

[k−r]∗
n−Bn

)

+ 2

(
n

k

)
+ 2

(
n

k − 1

)
+
k−2∑

r=1

((
n−Bn
k − r − 1

)
P

[r]
Bn

+

(
Bn
r

)
P

[k−r−1]∗
n−Bn

)

−
(
n−Bn
k

)
−
(
Bn
k

)
−
(
n−Bn
k − 1

)
−
(
Bn
k − 1

)
.

Note that from the above equation, we see that the k-th total path length depends on the 1-st, 2-nd,. . . , (k−
1)-th total path length. Thus, we actually have a system of recurrences. The initial conditions are P [0]

n = 0

for all n and P [k]
n = 0 for all k > n.
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Let f̃ [k](z) = e−z
∑

n≥0

E(P [k]
n )

zn

n!
which is the mean in the Poisson model. Then, from the recurrence

relation above, we get

f̃ [k](z) + f̃ [k]
′

(z) =2f̃ [k]
(z
2

)
+ 2f̃ [k−1]

(z
2

)
+ 2

k−1∑

r=1

(
z
2

)r

r!
f̃ [k−r]

(z
2

)
+ 2

k−2∑

r=1

(
z
2

)r

r!
f̃ [k−r−1]

(z
2

)

+ 2

(
zk − ( z2 )

k

k!
+
zk−1 − ( z2 )

k−1

(k − 1)!

)
.

Note that when k = 1, the above equation will be exactly the same as the one derived in [FHZ10] and
hence the order of f̃ [1](z) is known. Thus, by induction and the closure properties of JS-admissibility
from [FHZ10], we get that

f̃ [k](z) =

{
O(zk+ǫ), as z →∞;
O(zk), as z → 0+

uniformly for z with | arg z| ≤ π
2 − ǫ, where ǫ > 0 is an arbitrary small constant. Applying Laplace

transform, we get the differential-functional equation

(1 + s)L [f̃ [k]; s] =4L [f̃ [k]; 2s] + 4L [f̃ [k−1]; 2s] + 4
k−1∑

l=1

(−1)l
l!

L
(l)[f̃ [k−l]; 2s]

+ 4

k−2∑

l=1

(−1)l
l!

L
(l)[f̃ [k−l−1]; 2s] + 2

(
1 + s

sk+1
− 1 + 2s

2ksk+1

)
,

where L (l)[f̃ [k−l]; s] is the l-th differentiation of L [f̃ [k−l]; s]. Let

Q(−s) =
∏

j≥1

(
1− s

2j

)
and L̄ [f̃ [k]; s] =

L [f̃ [k]; s]

Q(−s)

and divide both sides of above equation by Q(−2s). This yields

L̄ [f̃ [k]; s] =4L̄ [f̃ [k]; 2s] + 4L̄ [f̃ [k−1]; 2s] + 4
k−1∑

l=1

(−1)l
l!

L̄
(l)[f̃ [k−l]; 2s] + 4

k−2∑

l=1

(−1)l
l!

L̄
(l)[f̃ [k−l−1]; 2s]

+ 2

(
1

sk+1Q(−s) −
1 + 2s

2ksk+1Q(−2s)

)
− 4

k−1∑

l=1

l−1∑

r=0

(−1)l
r!(l − r)!2

r−l
L

(r)[f̃ [k−l]; 2s]h(l−r)(s)

− 4

k−2∑

l=1

l−1∑

r=0

(−1)l
r!(l − r)!2

r−l
L

(r)[f̃ [k−l−1]; 2s]h(l−r)(s),

where h(s) = 1
Q(−2s) and h(n)(s) is the n-th derivative of h(s). From the bound for 1/Q(−2s) obtained

in [FHZ10]
1

Q(−2s) =

{
O(s−b), as s→∞;
O(1), as s→ 0,
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where b can be arbitrarily large, we obtain the bounds

L̄ [f̃ [k]; s] =

{
O(|s|−b), as s→∞;
O(|s|−(k+1+ǫ)), as s→ 0+

and h(n)(s) =

{
O(|s|−b), as s→∞;
O(1), as s→ 0+

uniformly for s with | arg(s)| ≤ π − ǫ. We let

R[k](s) =− 4
k−1∑

l=1

l−1∑

r=0

(−1)l
r!(l − r)!2

r−l
L

(r)[f̃ [k−l]; 2s]h(l−r)(s)

− 4
k−2∑

l=1

l−1∑

r=0

(−1)l
r!(l − r)!2

r−l
L

(r)[f̃ [k−l−1]; 2s]h(l−r)(s).

Then, by Ritt’s Theorem (Theorem 4.2 of [Olv74]), we derive the bounds

R[k](s) =

{
O(|s|−b), as s→∞;
O(|s|−(k+ǫ)), as s→ 0+

uniformly for s with | arg z| ≤ π − ǫ. Thus, we may apply the Mellin transform:

M [L̄ [k];ω] =
22−ω

1− 22−ω
M [L̄ [k−1];ω] +

22−ω

1− 22−ω

k−1∑

l=1

∏l
i=1(ω − i)

l!
M [L̄ [k−l];ω − l]

+
22−ω

1− 22−ω

k−2∑

l=1

∏l
i=1(ω − i)

l!
M [L̄ [k−l−1];ω − l]

+
2

1− 22−ω
Q(2ω−k−1)

Q(1)
Γ(k − ω)Γ(ω − k + 1)(1− 2−k)

+
2

1− 22−ω
Q(2ω−k)

Q(1)
Γ(k + 1− ω)Γ(ω − k)(1− 21−k) +

M [R[k];ω]

1− 22−ω
,

where for convenience, we use the notation M [L̄ [k];ω] for M [L̄ [f̃ [k]; s];ω]. The fundamental strip of
the above expression will be the half plane ℜ(ω) > k + 1. To apply the inverse Mellin transform, we
need to figure out all the singularities of the above expression. Since the case k = 1 is already solved in
[FHZ10] and the general case k will be determined by 1, . . . , k − 1, we get that for k ≥ 2 the expression
can be simplified as

M [L̄ [k];ω] =
22−ω

1− 22−ω

k−1∑

r=1

∏r
i=1(ω − i)

r!
M [L̄ [k−r];ω − r]

+
1

1− 22−ω
Q(2ω−k−1)

Q(1)
Γ(k − ω)Γ(ω − k + 1)(2− 21−k) + ḡk(ω)

where ḡk(ω) is the sum of all the remaining terms in the expression. From the bound we derived for
R[k](s) and L̄ [f̃ [k]; s] and the properties of the Mellin transform [FGD95], we get that if α is a singularity
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of ḡk(ω), then ℜ(α) ≤ k. From [FHZ10], we have that

M [L̄ [1];ω] =
G1(ω)

1− 22−ω
,

where

G1(ω) =
Q(2ω−2)

Q(1)
Γ(ω)Γ(1− ω).

Plugging this into the recurrence and iterating, we get that for k ≥ 2

M [L̄ [k];ω] =

∏k−1
i=1 (ω − i)

1− 2k+1−ω G1(ω − k + 1)Ak(ω) + Tk(ω)G1(ω − k + 1) + gk(ω)

where gk(ω) is defined recursively by g1(ω) = 0, g2(ω) = ḡ2(ω) and

gk(ω) =
22−ω

1− 22−ω

k−1∑

r=1

∏r
i=1(ω − i)

r!
gk−r(ω − r) + ḡk(ω).

Again, by similar argument as above, we have that if α is a singularity of gk(ω), then ℜ(α) ≤ k. The

function Ak(ω) is defined recursively as A1(ω) = 1, A2(ω) =
1

2ω−2 − 1
and

Ak(ω) =
22−ω

1− 22−ω

k−1∑

r=1

Ak−r(ω − r)
r!

.

Also, Tk(ω) is defined recursively as T1(ω) = 0, T2(ω) = 6
4(1−22−ω) and

Tk(ω) =
22−ω

1− 22−ω

k−1∑

r=1

∏k−1
i=1 (ω − i)

r!
Tk−r(ω − r) +

2(1− 2−k)

1− 22−ω
.

Note that one can easily prove that

Ak(k + 1 + χm) = Ak(k + 1) =
1

(k − 1)!

for χm =
2iπm

log 2
, m ∈ Z by induction. Moreover, the Laurent series of Ak(ω) at ω = k+1+χr is given

as

Ak(ω) =
1

(k − 1)!
+ dk(ω − k − 1) +O((ω − k − 1)2),

where {dk}k≥1 is a sequence which is defined recursively as d1 = 0 and

dk =
1

2k−1 − 1

k−1∑

r=1

dk−r
r!
− 2k−1

2k−1 − 1

log 2

(k − 1)!
.
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Because we have the explicit form of G1(ω), we rewrite the expression as

M [L̄ [k];ω] =
Q(2ω−k−1)

(1− 2k+1−ω)Q(1)
Γ(ω)Γ(k − ω)Ak(ω) + gk(ω).

Finally, applying the inverse Mellin transform and collecting residues, we get that

L̄ [f̃ [k]; s] = ks−(k+1) log2
1

s
+ s−(k+1)


c′k + ek +

1

log 2

∑

m∈Z\{0}

Gk(χm)

(k − 1)!
s−χm


+O(|s|−k−ǫ)

where Gk(χm) is introduced in previous section, ek = Tk(k + 1) and

c′k = k


Hk − 1

log 2
+

1

2
−
∑

j≥1

(k − 1)!

2j − 1
+

(k − 1)!dk
log 2


 .

Note that the asymptotic hold uniformly as |s| → 0 with | arg(s)| ≤ π − ǫ. Finally, we apply Proposition
1 of [FHZ10] and obtain that, as z →∞,

f̃ [k](z) =
zk log z

(k − 1)!
+

zk

(k − 1)!


ck +

ek
k

+
1

log 2

∑

m∈Z\{0}

Gk(χm)zχm

Γ(k + 1 + χm)


+O(zk−1+ǫ).

2.2 Variance and Covariance of the k-th Total Path Length

Next, let us consider the variance. Here we introduce the poissonized variance and covariance as

Ṽ [k](z) =f̃
[k]
2 (z)− f̃ [k](z)2 − zf̃ [k]′(z)2,

C̃ [k1,k2](z) =f̃
[k1,k2]
2 (z)− f̃ [k1](z)f̃ [k2](z)− zf̃ [k1]′(z)f̃ [k2]′(z),

where

f̃
[k]
2 (z) = e−z

∑

n≥0

E
(
P [k]2
n

) zn
n!

and f̃
[k1,k2]
2 (z) = e−z

∑

n≥0

E
(
P [k1]
n P [k2]

n

) zn
n!
.

For detailed explanation of why we choose them this way, see [FHZ10]. Note that when k1 = k2 = k,
Ṽ [k](z) = C̃ [k1,k2](z). Thus, we will consider only C̃ [k1,k2](z) in this section.

With the help of computer algebra systems, we get that

C̃ [k1,k2](z) + C̃ [k1,k2]
′

(z) =2

k1∑

r1=1

k2∑

r2=1

(z
2

)k1+k2−r1−r2
C̃ [k1,k2]

(z
2

)
+ g̃[k1,k2](z).

Because the exact expression of g̃[k1,k2]2 (z) is way too complicated, we do not list the whole expres-

sion here. To apply the Poisson-Laplace-Mellin method, we only need the property that g̃[k1,k2]2 (z) =
O(zk1+k2−2) as z →∞. Since the process of using the Poisson-Laplace-Mellin method is already shown
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and the computations for the variance and covariance will be more or less the same as for the mean, we
will not show the details of computation here. Note that in the previous section, we used the well-known
expression of M [L̄ [f̃ [1]; s];ω] in the recurrence. For variance and covariance, we also use the expression
of M [L̄ [C̃ [1,1]; s];ω] from [FHZ10].

Similar computation will eventually yield that

C̃ [k1,k2](z) = zk1+k2−1Ck1,k2 (Ckps +̟kps(log2 n)) +O(|z|k1+k2−2+ǫ),

where Ck1,k2 = 22−k1−k2

Qk1−1Qk2−1
. In particular,

Ṽ [k](z) =
z2k−1

log 2
Ck,k (Ckps +̟kps(log2 n)) +O(|z|2k−2+ǫ)

as z →∞.

Remark 5 Note that from the expression of Ck1,k2 , we have C2
k1,k2

= Ck1,k1Ck2,k2 . Thus,

ρ(P [k1]
n , P [k2]

n ) =
Cov(P

[k1]
n , P

[k2]
n )√

Var(P
[k1]
n )Var(P

[k2]
n )

n→∞−→ 1.

Remark 6 Since we already know that P [1]
n satisfies a central limit theorem [JS95], together with the

result in the above remark and applying similar argument as of [FL], we obtain that


P

[1]
n − E(P

[1]
n )√

Var(P
[1]
n )

, . . . ,
P

[k]
n − E(P

[k]
n )√

Var(P
[k]
n )


 d−→ (X, . . . ,X),

where X is a standard normal distributed random variable and
d−→ denotes weak convergence.

3 Total Steiner k-distance

Let S[k]
n be the Steiner k-distance. Then, using the same idea as for the k-th total path length, we consider

four cases:

1. All k nodes are from one subtree.

S
[k]
Bn

+ S
[k]∗
n−Bn

.

2. The k nodes are chosen from both subtrees and the root is not chosen.
k−1∑

l=1

((
n−Bn
k − l

)
P

[l]
Bn

+

(
Bn
l

)
P

[k−l]∗
n−Bn

+ 2

(
Bn
l

)(
n−Bn
k − l

))
.

3. The root is chosen, the other k − 1 nodes are all from one subtree.

P
[k−1]
Bn

+ P
[k−1]∗
n−Bn

+

(
n−Bn
k − 1

)
+

(
Bn
k − 1

)
.



The k-th Total Path Length and the Total Steiner k-Distance for Digital Search Trees 275

4. The root is chosen, the other k − 1 nodes are from both subtrees.
k−2∑

l=1

((
n−Bn
k − l − 1

)
P

[l]
Bn

+

(
Bn
l

)
P

[k−l−1]∗
n−Bn

+ 2

(
Bn
l

)(
n−Bn
k − l − 1

))
.

Note that as for the k-th total path length, here we have a system of recurrences for the Steiner k-distance.
Similar to the analysis of the k-th total path length, we let g̃[k](z) be the Poisson generating function of the
mean of the total Steiner k-distance, W̃ [k1,k2](z) be the Poissonized covariance of the total k1-th Steiner

distance and the total k2-th total path length and Ṽ [k]
S (z) be the variance of the k-th Steiner distance. With

the help from computer algebra systems, we get the differential-functional equations

g̃[k](z) + g̃[k]
′

(z) =2g̃[k]
(z
2

)
+ 2f̃ [k−1]

(z
2

)
+ 2

k−1∑

r=1

( z2 )
r

r!
f̃ [k−r]

(z
2

)

+ 2
k−2∑

r=1

( z2 )
r

r!
f̃ [k−r−1]

(z
2

)
+

2zk − 4( z2 )
k

k!
+

2zk−1 − 2( z2 )
k−1

(k − 1)!
,

W̃ [k1,k2](z) + W̃ [k1,k2]
′

(z) =2

k2∑

r=1

(z
2

)k2−r
W̃ [k1,r]

(z
2

)
+ 2

k1−1∑

r1=1

k2∑

r2=1

(z
2

)k′−r1−r2
C̃ [r1,r2]

(z
2

)

+ h̃
[k1,k2]
2 (z)

and

Ṽ
[k]
S (z) + Ṽ

[k]′

S (z) =2Ṽ
[k]
S

(z
2

)
+ 4

k−1∑

r=1

(z
2

)k−r
W̃ [k,r]

(z
2

)
+ 4

k−1∑

r=1

(z
2

)k−r
W̃ [k,r]

(z
2

)

+ 2
k−1∑

r1=1

k−1∑

r2=1

(z
2

)2k−r1−r2
C̃ [r1,r2]

(z
2

)
+ h̃

[k]
S (z).

We use h̃[k1,k2]2 (z) and h̃[k]S (z) to denote the lower order terms. Because the rest of the analysis will be
very similar to the one with the k-th total path length, we skip the details and list only the results

E
(
S[k]
n

)
=
nk log n

(k − 1)!
+

nk

(k − 1)!


ck +

ek
k
−D[k] +

1

log 2

∑

r∈Z\{0}

Gk(χr)n
χr

Γ(k + 1 + χr)




+O(nk−1+ǫ),

Cov
(
S[k1]
n , P [k2]

n

)
=
nk1+k2−1

log 2
Ck1,k2 (Ckps +̟kps(log2 n)) +O(nk1+k2−2),

Var
(
S[k]
n

)
=
n2k−1

log 2
Ck,k (Ckps +̟kps(log2 n)) +O(n2k−2).

Since the leading terms are exactly the same as for the k-th total path length, the same arguments as for
P

[k]
n gives us the results stated in Theorem 2.
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Abstract. Motivated by the problem of graph structure compression under realistic source models, we study the
symmetry behavior of preferential and uniform attachment graphs. These are two dynamic models of network growth
in which new nodes attach to a constant number m of existing ones according to some attachment scheme. We prove
symmetry results for m = 1 and 2, and we conjecture that for m ≥ 3, both models yield asymmetry with high
probability. We provide new empirical evidence in terms of graph defect. We also prove that vertex defects in the
uniform attachment model grow at most logarithmically with graph size, then use this to prove a weak asymmetry
result for all values of m in the uniform attachment model. Finally, we introduce a natural variation of the two
models that incorporates preference of new nodes for nodes of a similar age, and we show that the change introduces
symmetry for all values of m.

Keywords: preferential attachment, symmetry, automorphism, random graphs

1 Introduction

Study of the asymptotic behavior of the symmetries of random graphs, originally motivated by combina-
torial problems, has relatively recently found a new application in the problem of compression of graph
structures. The basic problem can be formulated as follows: given a probability distribution on labeled
graphs, determine an encoding of graph structures (that is, unlabeled graphs) so as to minimize expected
description length.

[CS12] studied this problem in the setting of Erdős-Rényi graphs. They showed that, under any dis-
tribution giving equal probability to isomorphic graphs, the entropy of the induced distribution on graph
structures (i.e., isomorphism classes of graphs) is less than the entropy of the original distribution by an
amount proportional to the expected logarithm of the number of automorphisms. Thus the solution to the
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above problem is intimately connected with the symmetries of the random graph model under considera-
tion.

Study of symmetries is further motivated by their connection to various measures of information con-
tained in a graph structure. For instance, the topological entropy of a random graph, studied by [Ras55]
and [Tru56], measures the uncertainty in the orbit class (i.e., the set of nodes having the same long-term
neighborhood structure) of a node chosen uniformly at random from the node set of the graph. If the
graph is asymmetric with high probability, then the topological entropy is maximized: if n is the size of
the graph, then the topological entropy is, to leading order, log n. In general, if the symmetries of the
graph can be characterized precisely, then so can the topological entropy. Furthermore, tools developed
here will allow us to study and compare topological information of nodes (i.e., by how many bits a graph
view of one node differs from another).

The present paper is a first step toward the goal of extending graph structure compression results to
other random graph models. In particular, many real-world graphs, such as biological and social networks,
exhibit a power law degree distribution (see [Dur06]). To explain this phenomenon, [AB02] proposed the
preferential attachment mechanism, in which a graph is built one vertex at a time, and each new vertex t
attaches to a given old vertex v with probability proportional to the current degree of v. Thus, we study
a variant of a preferential attachment model. The primary problem appears to be difficult, so we also
study a closely related model in which attachment is uniform, in the hope that the proof techniques used
there may be generalized. In both uniform and preferential attachment models, we prove that when each
new vertex chooses only one previous vertex as a neighbor, there is symmetry with high probability, and
when each new vertex makes two choices, there is a positive probability of symmetry. In addition, we
determine the asymptotic behavior of a quantity known as the defect of a vertex, introduced by [KSV02],
which measures the extent to which the neighborhood of the vertex contributes to asymmetry of the graph.
We then use this to prove a weak asymmetry result for the uniform attachment case.

We also introduce the sliding window model, a dynamic model in which new vertices choose neigh-
bors from within windows of expected size uniformly bounded above by a constant, the purpose being
to exhibit a “natural” mechanism that, coupled with a quite general attachment scheme that includes
preferential and uniform attachment as special cases, results in symmetry with asymptotically positive
probability.

Study of the asymptotic behavior of the automorphism group of a random graph started with [ER63],
wherein Erdős-Rényi graphs with constant connection probability were shown to be asymmetric with
high probability, a result motivated by the combinatorial question of determining the asymptotics of the
number of unlabeled graphs on n vertices for n → ∞. A similar question motivated the investigation of
symmetry properties of random regular graphs by [Bol82] and [KSV02]. In the latter paper, the authors
precisely characterized the range for which Erdős-Rényi graphs are asymmetric by proving concentration
results for random variables defined in terms of vertex defect. They then proved an asymmetry result for
random regular graphs using the previous result.

For general models, symmetry and asymmetry results can be nontrivial to prove, due to the non-
monotonicity of the properties considered. Furthermore, the particular models considered here present
more difficulties not seen in the Erdős-Rényi case: there is significant dependence between edge events,
and graph sparseness makes derivation of concentration results difficult.

The rest of the paper is organized as follows: in Section 2, we formally state the models and the main
problem; we then state the main results, along with a discussion of their significance. We also present some
empirical validation of the symmetry results, as well as evidence in support of the asymmetry conjecture.
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Finally, in Section 3, we give sketches of some proofs.

2 Main Results

In this section, we state the main problems, introduce the models that we consider, and formulate the
main results. First, we introduce some standard graph-theoretic terminology and notation. We start with
the notion of structure-preserving transformations between labeled graphs: given two graphs G1 and G2

with vertex sets V (G1) and V (G2), a mapping φ : V (G1)→ V (G2) is said to be an isomorphism if it is
bijective and preserves edge relations; that is, for any x, y ∈ V (G1), there is an edge between x and y if
and only if there is an edge in G2 between φ(x) and φ(y). When such a φ exists, G1 and G2 are said to
be isomorphic; that is, they have the same structure.

An isomorphism from the vertices of a graph G to itself is called an automorphism or symmetry. The
set of automorphisms of G, together with the operation of function composition, forms a group, which
is called the automorphism group of G, denoted by Aut(G). Note that the image of G under any of its
symmetries is G, the same labeled graph.

We then say that G is symmetric if it has at least one nontrivial symmetry and that G is asymmetric if
the only symmetry of G is the identity permutation. Intuitively, G is symmetric if and only if there are
at least two vertices whose graph perspectives are the same; that is, their neighborhoods at any distance
have the same structure.

The main problem can then be stated as follows: given a random graph process {Gn}n≥1, characterize
the behavior of its automorphism group for n→∞.

2.1 Definitions of Models

In what follows, vertices of an n-vertex graph are the elements of the set [n] := {1, 2, . . . , n}.
A preferential attachment model is a dynamic model of network growth in which new vertices, when

they choose vertices already in the graph as neighbors, have a preference for a given vertex that is pro-
portional to its current degree, see [AB02]. Thus, nodes with high degree tend to be preferred for new
connections. The following definition formalizes this. (A slightly different formalization of the Barabási–
Albert model is given by [BR04].)

Definition 1 (Preferential attachment model) A preferential attachment graph P(n,m) on n vertices,
with parameterm, is constructed as follows: at time t = 1, a single vertex with name 1 and attractiveness
att1(1) = 0 is added. For each time 1 < t ≤ n, a vertex with name t is added, andm vertices ct1, . . . , ctm
in [t− 1] are chosen with replacement such that

Pr[ctj = v] =
attv(t− 1)∑t−1
w=1 attw(t− 1)

=
attv(t− 1)

2m(t− 2)
.

(Here we adopt the convention that 0/0 = 1.) An edge between t and v is added if and only if cti = v for
some i. For each v ∈ [t− 1], we set attv(t) = attv(t− 1) + |{j|ctj = v}|. Finally, we set attt(t) = m.

Another way to express this is to first construct a growing multigraph, where we at each step add one
new vertex and m edges from it, with the other endpoints chosen at random with replacement as above;
then attv(t) equals the degree of v at time t. We then reduce any set of multiple edges to a single edge to
obtain the simple graph P(n,m).
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We will also consider a variation, which we call the uniform attachment model, with the only change
being that vertex choices are now equiprobable; that is, we now fix attv(t−1) = 1 for all t and v ∈ [t−1].
(For m = 1 this yields the well-known random recursive tree (see [SM95]).) The rationale for studying
this simpler model is that solving our symmetry problems poses many of the same challenges for both
models: both, for example, generate sparse graphs, which seems to rule out an approach to proving asym-
metry based on defect (discussed below); furthermore, in both models, in considering a neighborhood of
a vertex, one must distinguish between incoming and outgoing vertices, which complicates other possible
approaches to asymmetry proofs. On the other hand, the uniform attachment model is advantageous, in
that we need not deal with the dependence resulting from the preferential attachment mechanism.

We also study another practical variant of the attachment model called the sliding window model that
we define next.

Definition 2 (Sliding window model) The sliding window model with random window size works as fol-
lows: at time 1, vertex 1 is added. At time t > 1, vertex t is added, and a window size Wt, taking values
in {2, . . . , t− 1}, is chosen according to the distribution function Ft, independent of anything else. Then,
m vertices are chosen with replacement from the set [t−Wt, t− 1] (which we call the window of vertex
t), with the distribution of each choice ctj determined by the ratio of the attractiveness of any node in the
window to the total attractiveness of the window. That is,

Pr[ctj = v|Wt = w] =
attv(t− 1)∑t−1

k=t−w attk(t− 1)
.

Here, attv(x) denotes the attractiveness of vertex v at time x. In the preferential attachment sliding
window model, attv(x) is given by

attv(x) = m+

x−1∑

k=1

m∑

j=1

[ckj = v].

In the uniform attachment version, attv(x) = 1.

2.2 Statement of Results

The first result characterizes the expected vertex defect for the uniform attachment model. Vertex, per-
mutation, and graph defect were introduced by [KSV02] in order to prove asymmetry for Erdős-Rényi
graphs. The definitions are as follows.

Definition 3 (Defect) Fix a graph G on n vertices. Given a permutation π ∈ Sn and u ∈ [n], we define
the defect of u with respect to π to be Dπ(u) = |N(π(u))△π(N(u))|, where N(x) denotes the set of
neighbors of vertex x, and△ denotes the symmetric difference of two sets. We define the defect of π to be
Dπ(G) = maxu∈[n]Dπ(u). Finally, we define the defect of G to be D(G) = minπ 6=IDD(π).

Some simple consequences of these definitions are as follows: for a graph G on n vertices and a
permutation π ∈ [n], π is an automorphism of G if and only if Dπ(G) = 0, which is equivalent to non-
existence of a vertex u ∈ [n] such that Dπ(u) 6= 0; G has nontrivial symmetries if and only if D(G) = 0.
Thus, vertex defect measures the extent to which a given vertex’s neighborhood structure breaks the
symmetry of π, permutation defect measures the number of edges adjacent to any particular vertex that



On Symmetry of Uniform and Preferential Attachment Graphs 281

(a) (b)

Fig. 1: The shapes on which we focus for the proof of Theorem 3.

need to be modified in order to make π a symmetry of G, and graph defect measures the number of edges
adjacent to any vertex that need to be modified in order to introduce a nontrivial symmetry into G.

For a nontrivial permutation π ∈ Sn and any u ∈ [n], define ω(π, u) = min{u, π(u)}. We also define
ω(π) to be the minimum vertex not fixed by π (where we say that π fixes a vertex w if π(w) = w).

Theorem 1 (Expected defect for a vertex) Fix m ∈ N in the uniform attachment model. For any n
sufficiently large, π 6= ID, π ∈ Sn, and u ∈ [n] not fixed by π,

log

(
n

max{ω(π, u) + 2, (2m+ 2)}

)
≤ E[Dπ(u)] ≤ 1 + 4m

(
2 + log

(
n

ω(π, u)

))
.

This theorem is significant for two reasons: it plays a central role in the proof of Theorem 2, and it gives
an indication that an approach to an asymmetry proof via defects, as used in the setting of Erdős-Rényi
graphs (see [KSV02]), may not be fruitful. A key difference between the Erdős-Rényi model and the
uniform and preferential attachment ones is that the expected defect in the former is Θ(np(1 − p)) for
p, 1− p≫ logn

n , which is essential for the proof technique used for that model to work.
The previous theorem can be used to derive a weak asymmetry result for the uniform attachment model

as follows: for a given sequence of permutations πn 6= ID, to show that πn /∈ Aut(Gn) with high
probability, it is sufficient to exhibit a sequence of vertices un such that limn→∞ Pr[Dπn

(un) = 0] = 1.
In particular, we can choose un = ω(πn), the minimum non-fixed vertex of πn. We prove the following
result.

Theorem 2 (Probability of vertex defect being 0) Fix m ≥ 1 and consider a sequence of graphs in
the uniform attachment model Gn∼U(n,m). Let {πn}∞n=1, πn ∈ Sn − {ID}, and, for each n, let
un = ω(πn). Then

Pr[Dπn(un) = 0]
n→∞−−−−→ 0,

so that the asymptotic probability that πn ∈ Aut(Gn) is 0.

We remark that we call this a weak asymmetry result because it is a statement about which permutations
are not in the automorphism group of Gn: any given sequence of permutations (or small sets of permu-
tations) is asymptotically not likely to be in the automorphism group of a growing uniform attachment
graph. Thus, this result has the flavor of an asymmetry result.

Observe that Theorem 2 does not prove asymmetry of a uniform attachment model. For this we would
need to prove that the graph defect D(G) > 0 whp. However, we are able to make some statements about
symmetry/asymmetry of this model. We discuss it next.
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In the case m = 1, both the uniform and preferential attachment process yield trees. In such trees,
we find Θ(n) leaves with high probability, so that the probability of vertex n choosing a parent of a
leaf, thereby forming a pair of sibling leaves which may be swapped (which some authors have called a
cherry as shown in Figure 1(a)), is positive. Results on random recursive trees allow this argument to be
strengthened to symmetry with high probability in the uniform attachment case.

The case m = 2 is midway between the high-probability symmetry of the m = 1 case and the con-
jectured asymmetry of the m ≥ 3 case. Examining the asymptotic probability of two vertices making
the same choices and being unchosen by subsequent vertices yields the following results as shown in
Figure 1(b).

Theorem 3 (Symmetry results for m = 1, 2) Fix m = 1, 2, and let Gn∼U(n,m) or Gn∼P(n,m).
Then there exists a constant C > 0 such that, for n sufficiently large,

Pr[|Aut(Gn)| > 1] > C.

For both models, in the result for m = 1, we can strengthen the statement to symmetry with high proba-
bility (that is, the statement is true for all C < 1).

We conjecture that for m = 2, in both models, Pr[|Aut(Gn)| > 1] converges to a constant strictly less
than 1.

The result for m = 2 is particularly interesting in light of the fact that empirical investigations of the
symmetries of U(n, 2) graphs with insufficiently many samples may lead to the incorrect conclusion that
there is asymmetry with high probability in this case.

For fixed m ≥ 3, we propose the following conjecture.

Conjecture 1 (Asymmetry conjecture) Fix m ≥ 3 and let Gn∼U(n,m) or Gn∼P(n,m). Then

Pr[|Aut(Gn)| > 1]
n→∞−−−−→ 0.

That is, graphs drawn according to the specified distributions are asymmetric with high probability.

Empirical evidence in support of this conjecture abounds. For instance, [MA06] give plots of number
of automorphisms as n increases for sampled graphs, which show initial increase and then swift decay to
1. We contribute defect-based evidence here.

Figure 2 shows growth of a graph defect estimate as n, the number of vertices of the sampled graphs,
grows large, for a few values of m. As only a small subset of permutations could be sampled due to
time and space constraints, the pictured defect estimates only give upper bounds on the true defects. For
m = 1, the estimate quickly drops to 0, due to the presence of automorphisms that are swaps of two
vertices, as the proof of Theorem 3 indicates. For m = 2, the estimate grows away from 0, but this does
not give a complete picture of the situation in this case: it fails to capture the phenomenon of symmetry
with asymptotically nonzero (but quite small) probability predicted by Theorem 3. For m ≥ 3, the graph
defect exhibits logarithmic growth, which is in keeping with the statement of Theorem 1. Furthermore,
since the defect grows away from 0, the evidence is in keeping with the asymmetry conjecture (though
the small permutation sample size prevents us from claiming it as strong evidence of the conjecture).

We also give some weak supporting evidence in the form of a theorem about probability of automor-
phism group membership for sequences of permutations, that of Theorem 2.

Finally, we discuss the sliding window model, that could naturally capture the behavior of dynamic
networks in which new nodes are very unlikely to attach to old ones, but whose attachment policy is
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Fig. 2: Plots showing minimum/maximum vertex defects for certain classes of permutations.

otherwise quite general. (For example, one may think of a social network whose nodes are people admitted
to a university and whose edges represent friendships formed after admission, and then, except with
small probability, nodes will choose neighbors in a window of bounded size.) The next result deals with
symmetry in the sliding window model. If windows are restricted to be of expected length less than a
constant bound, then considering the event that nodes n − 1 and n form a cherry shows that symmetry
results with nonzero probability.

Theorem 4 (Symmetry results for sliding window model) In the sliding window model with random
window size, for any m, if there exists a constant w such that E[Wi] ≤ w for all i, then the probability of
symmetry is asymptotically positive. If there exists w such that, for all i, Wi ≤ w with probability 1, then
a graph drawn according to this distribution is symmetric with high probability.

3 Some Proofs

In this section, we fix some useful notation, then give proofs only of Theorems 1 and 3 leaving the other
proofs to the full version of the paper. Given two vertices u and v, we write E[u, v] for the event that there
is an (undirected) edge between u and v. For vertex u ∈ [n] and permutation π, we can write the defect
Dπ(u) as:

Dπ(u) =
n∑

v=1

Bu,π(v),

where we define Bu,π(v) to be 1 if v ∈ N(π(u))△π(N(u)) and 0 otherwise. We can express each such
indicator in terms of edge events:

Bu,π(v) = (E[v, π(u)] ∩ ¬E[π−1(v), u]) ∪ (¬E[v, π(u)] ∩ E[π−1(v), u]).

Note that the two conjunctions are disjoint.
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3.1 Proof of Theorem 1

We now assume uniform attachment model. First, we state some useful lemmas about probabilities of
edge events. We omit the simple proofs.

Lemma 1 For all i, q, j, r such that i < j and q < r, if j < r, then Pr[E[i, j]] > Pr[E[q, r]].

Lemma 2 For all i < j,
1

j
≤ Pr[E[i, j]] ≤ 2m

j
.

Lemma 3 For all i, q, j, r such that i < j, q < r, r ≥ 2m+ 1, and either i 6= q or j 6= r,

Pr[E[i, j] ∩ ¬E[q, r]] ≥ Pr[E[i, j] ∩ E[q, r]].

Lemma 4 For all x ≥ 1,
∑x
i=1 Pr[E[i, x]] ≤ 2m.

Lemma 5 (Harmonic Sum Log Sandwich) For all n and j ∈ Z such that 1 ≤ j ≤ n,

log
n

j
≤

n∑

i=j

1

i
≤ 1

j
+ log

n

j
.

Now we move on to the proof of the main result. Throughout, we assume that u < π(u); the case
u > π(u) follows from this by noting that Dπ−1(π(u)) = Dπ(u). First, we derive the lower bound. We
start by lower bounding the probability of event Bu,π(i) by the probability of an edge. For any vertex i
such that π−1(i) ≥ 2m+ 1 and i 6= u, π(u) (so all but a constant number of them), we have

Pr[Bu,π(i)] = Pr[E[i, π(u)] ∩ ¬E[π−1(i), u]] + Pr[¬E[i, π(u)] ∩ E[π−1(i), u]]

(a)

≥ Pr[E[i, π(u)] ∩ E[π−1(i), u]] + Pr[E[π−1(i), u] ∩ ¬E[i, π(u)]]

= Pr[E[π−1(i), u]].

Here, (a) is a result of Lemma 3 since max{π−1(i), u} ≥ 2m+ 1. Hence,

n∑

i=1

Pr[Bu,π(i)] ≥
n∑

π−1(i)=max{ω(π,u)+1,(2m+1)}
Pr[Bu,π(i)]

(a)

≥
n∑

π−1(u) 6=π−1(i)=max{ω(π,u)+1,(2m+1)}
Pr[E[π−1(i), u]]

(b)

≥
n∑

π−1(u) 6=π−1(i)=max{ω(π,u)+1,(2m+1)}

1

π−1(i)

(c)

≥ log

(
n

max{ω(π, u) + 2, (2m+ 2)}

)
,

where (a) is a consequence of the previous inequality, (b) is an invocation of Lemma 2, and (c) is a result
of Lemma 5 and the observation that, if π−1(u) ≥ max{ω(π, u) + 1, 2m + 1}, then its contribution to
the sum is 1

π−1(u) ≤ 1
max{ω(π,u)+1,2m+1)} . This completes the proof of the lower bound.
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Now we prove the upper bound. We start by upper bounding the probability of Bu,π(i):

Pr[Bu,π(i)] = Pr[E[i, π(u)] ∩ ¬E[π−1(i), u]] + Pr[¬E[i, π(u)] ∩ E[π−1(i), u]]

(a)

≤ Pr[E[i, π(u)]] + Pr[E[π−1(i), u]],

where (a) is a consequence of two applications of monotonicity of probabilities. Hence

n∑

i=1

Pr[Bu,π(i)]
(a)

≤
n∑

i=1

Pr[E[i, π(u)]] +
n∑

π−1(i)=1

Pr[E[π−1(i), u]]

(b)

≤ 1 + 2
n∑

π−1(i)=1

Pr[E[π−1(i), u]]

≤ 1 + 2

ω(π,u)∑

π−1(i)=1

Pr[E[π−1(i), u]] + 2
n∑

π−1(i)=ω(π,u)

Pr[E[π−1(i), u]]

(c)

≤ 1 + 4m+ 2
n∑

π−1(i)=ω(π,u)

Pr[E[π−1(i), u]],

where (a) follows from the previous inequality, (b) from Lemma 1, and (c) from Lemma 4. The justifica-
tion for (b) is slightly more complicated: it follows from the fact that,

Pr[E[i, π(u)]] ≤ Pr[E[i, u]], i 6= u,

which can be seen as follows: for u 6= i < π(u), it follows from Lemma 1. If i = π(u), then the left-hand
side is 0, so the inequality holds. Finally, if i > π(u) > u, then the two probabilities are equal, due to the
uniformity of the attachment process. For the case i = u, the inequality fails, and we instead upper bound
that term by 1.

Thus, we can upper bound some more:

n∑

π−1(i)=ω(π,u)

Pr[E[π−1(i), u]]
(a)

≤ 2m
n∑

π−1(i)=ω(π,u)

1

π−1(i)

(b)

≤ 2m

(
1 + log

n

ω(π, u)

)
,

where (a) follows from Lemma 2 and (b) from Lemma 5. This completes the proof.

3.2 Proof of Theorem 3

CASE m = 1.
Though we are able to prove symmetry with high probability in both models, we leave it for the journal
version of this paper. Here, for simplicity, we shall only prove asymptotically positive probability of sym-
metry. In order to do so, we examine the probability of the nth node resulting in at least one cherry after
making its choice of parent. To bound this probability below, we start by conditioning on the event that,
after node n− 1 has been added and its choice is made, there are at least Cn leaves, for an appropriately
chosen constant C. This happens with high probability in both the uniform and preferential attachment
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model. Now, we split into three cases: there are no cherries, there is exactly one cherry, and there are at
least two cherries.

In the case of no cherries, there are exactly as many parents of leaves as there are leaves, so that there are
at least Cn leaf parents. In order to form a cherry, node n must choose a parent of a leaf, which happens
with asymptotically positive probability: each leaf parent has degree exactly 2, so that the probability that
n chooses such a node is at least

2Cn

2(n− 1)
∼ C

in the case of preferential attachment and
Cn

n− 1
∼ C

in the case of uniform attachment. In the case where there is exactly one cherry, the only way in which
Gn can contain no cherries is by n choosing one of the leaves of the cherry. These leaves have total
attractiveness 2 (in either model), so that the conditional probability that n destroys the cherry is at most

2
(n−1) , which implies that Gn contains a cherry with conditional probability at least 1− 2

n−1 . In the final
case, in which there are at least two cherries, the addition of node n cannot destroy more than one cherry,
so that, with conditional probability 1, a cherry exists after nmakes its choice. Putting everything together
proves the positive probability claim.

In the uniform attachment case (i.e., for a random recursive tree), it follows from Example 3.2 of
[Ald91], see also Theorem 1 of [FM10], that the number of cherries with high probability is linear in n;
in particular, with high probability there is at least one cherry and thus a symmetry.

CASE m = 2
We will show that, with positive probability, in both models, there is at least one diamond (i.e., a pair
of nodes that choose the same parents and that are not chosen by any subsequent nodes) as shown in
Figure 1(b). The details are technically more intricate than in the m = 1 case, and the argument there
does not work in this case, because node n must choose, from a set of size Θ(n2) (pairs of vertices),
one of O(n) elements (previously chosen pairs). We thus rely on a birthday paradox-style argument to
show that there is a positive probability of two vertices making the same choices, then condition on the
lexicographically smallest such pair to complete the proof.

Let A(u, v) be the event that vertices u and v choose the same pair of parents, and let B(u, v) be the
event that u and v are both unchosen. Now, define N(k) to be the number of pairs u, v of vertices such
that k < u < v and A(u, v) and B(u, v) simultaneously hold. Define NA(k) and NB(k) analogously for
pairs for which events A and B hold, respectively. Finally, denote by S>x the set {k ∈ [n]|k > x}. We
then aim to prove that Pr[N(0) > 0] > C > 0 for some constant C and n large enough. For any x, we
have

Pr[N(x) > 0] = Pr[N(x) > 0 ∩NA(x) > 0] = Pr[N(x) > 0|NA(x) > 0] · Pr[NA(x) > 0],

where the first equality is from the fact that [N(x) > 0] ⊆ [N(x)A > 0]. The goal now is bound the
remaining probabilities below by positive constants. We do this in the next two lemmas, which hold for
both uniform and preferential attachment graphs. We will prove them in the uniform case, then explain
the modifications needed to extend them to the preferential case.
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Lemma 6 (Probability of two vertices picking the same pair) There exists a positive constant C such
that

Pr[NA(n/2) > 0] > C

for all n sufficiently large.

Proof: To show this, we will instead compute Pr[NA(n/2) = 0] and bound it above by a constant less
than 1. The condition NA(n/2) = 0 means that all vertices > n/2 choose distinct pairs. This is given by

Pr[NA(n/2) = 0] =

n/2∏

k=1

(
1− k − 1

(n2 + k − 1)2

)

≤
n/2∏

k=1

(
1− k − 1

n2

)
≤

n/2∏

k=n/4+1

(
1− k − 1

n2

)

≤
n/2∏

k=n/4+1

(
1− n

4n2

)
=

(
1− (1/4)

n

)n
4

n→∞−−−−→ e−
1
16 < 1.

In the preferential attachment case, the proof is similar, except that we apply the fact that the attractive-
ness of any vertex v < t at time t is at least m

2m(t−2) =
1

2(t−2) . ✷

Lemma 7 (Conditional probability of two vertices with the same neighborhood) There exists a posi-
tive constant C such that

Pr[N(n/2) > 0|NA(n/2) > 0] > C

for all n sufficiently large.

Proof: We condition on the lexicographically smallest pair X from S>n/2 such that A(X) holds. Let
D(u, v) be the event that the pair (u, v) is the smallest pair from S>n/2 for which A holds. Then

Pr[N(n/2) > 0|NA(n/2) > 0] =
∑

u<v∈S>n/2

Pr[N(n/2) > 0|D(u, v)] Pr[D(u, v)|NA(n/2) > 0]

≥
∑

u<v∈S>n/2

Pr[B(u, v)|D(u, v)] Pr[D(u, v)|NA(n/2) > 0]

≥ C
∑

u<v∈S>n/2

Pr[D(u, v)|NA(n/2) > 0] = C.

Here, the equalities are simply due to the law of total probability, and the first inequality is because the
event B(u, v) is a subset of the event N(n/2) > 0. The second inequality is by direct computation. Note
first that D(u, v) means that all lexicographically smaller pairs choose distinct pairs, and u and v choose
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the same pair (so that v cannot choose u). So

Pr[B(u, v)|D(u, v)] =
v∏

j=u+1

Pr[j avoids u|D(u, v)]
n∏

j=v+1

Pr[j avoids v, u|D(u, v)]

≥
v−1∏

j=u+1

(
(j − 1)2 − 2j − u

(j − 1)2

)
· 1 ·

n∏

j=v+1

(
(j − 1)2 − 4j − 2u

(j − 1)2

)

≥
v−1∏

j=u+1

(
1− c

n

) n∏

j=v+1

(
1− c

n

)
≥
(
1− c

n

)n
,

where c > 0 is some constant. Here, the first inequality results from bounding the numerators below by
giving upper bounds for the number of pairs that vertex j must avoid in order to avoid u and v and for the
number of pairs that j must avoid in order to pick a pair that is distinct from the choices of all vertices
x such that (x, j) is lexicographically smaller than (u, v). The 1 between the products is from the fact
that v avoids u with probability 1, due to the conditioning by D(u, v). The second inequality holds for
all n sufficiently large, since j > n

2 . The last inequality is because all factors are bounded above by 1.
Finally, by taking n sufficiently large, the last value can be made arbitrarily close to e−c. The proof in the
preferential case is again similar, relying on the previously stated lower bound on vertex attractiveness. ✷
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Abstract. We consider a random interval splitting process, in which the splitting rule depends on the empirical
distribution of interval lengths. We show that this empirical distribution converges to a limit almost surely as the
number of intervals goes to infinity. We give a characterization of this limit as a solution of an ODE and use this to
derive precise tail estimates. The convergence is established by showing that the size-biased empirical distribution
evolves in the limit according to a certain deterministic evolution equation. Although this equation involves a non-
local, non-linear operator, it can be studied thanks to a carefully chosen norm with respect to which this operator is
contractive.

In finite-dimensional settings, convergence results like this usually go under the name of stochastic approximation
and can be approached by a general method of Kushner and Clark. An important technical contribution of our work
is the extension of this method to an infinite-dimensional setting.

Keywords: Stochastic approximation, interval fragmentation, empirical distribution function, Kakutani model

1 Introduction

Consider the following stochastic process on the unit circle. At its initiation, finitely many distinct points
are placed on the circle in any arbitrary configuration. This configuration of points subdivides the circle
into a finite number of intervals. At each time step, two points are sampled uniformly from the circle.
Each of these points lands within some pair of intervals formed by the previous configuration. Add the
point that falls in the larger interval to the existing configuration of points, and discard the other. If there
is a tie, break it by flipping a fair coin, and continue adding points to the circle ad infinitum. We call
this process the max-2 process. If instead of keeping the points that fall in the larger intervals, we keep
the points that fall in the smaller intervals, we call this process the min-2 process. If we simply choose
between the two points uniformly at random, then we recover standard i.i.d. sampling of points from the
circle, which we call the uniform process.

Heuristically, the effect of having the two choices in the max-2 process should be to more evenly
distribute the points around the circle than the uniform process. In effect, the points repulse each other, as
short intervals will be subdivided less frequently and large intervals will be subdivided more frequently.
In the min-2 process, on the other hand, points should have some tendency to clump together, so as to
cause abnormally dense regions on the circle. Nevertheless, we conjecture that in all cases, the limiting
distribution of points is uniform on the circle (see paragraph “Open problems” below).
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Main result

In this article, we focus on the evolution of the law of a typical interval length. We first formalize the
dynamics of the process. Let I(n)1 , I

(n)
2 , . . . , I

(n)
n+n0

denote the lengths of the intervals after n steps of the
process (started with n0 intervals). Define the size-biased empirical distribution function by

D̃n(x) =

n+n0∑

i=1

I
(n)
i 1

{
I
(n)
i ≤ x

}
.

This function is now defined to evolve according to Markovian dynamics as follows. Given D̃n, at the
(n+1)-st step we choose an interval at random, with length ℓn = D̃−1

n (u),where u is sampled from a law
on (0, 1] whose cumulative distribution function we denote by Ψ. This randomly chosen interval is now
subdivided into two pieces at a point chosen uniformly inside the interval. This produces a new sequence
of interval lengths I(n+1)

1 , I
(n+1)
2 , . . . , I

(n+1)
n+n0+1 and the process is repeated. We call the resulting process

the Ψ-process. Note that the max-2, uniform and min-2 processes are Ψ-processes with Ψ(u) = u2, u
and 1− (1− u)2, respectively.

For n ≥ 0, denote by µn the empirical distribution of the rescaled interval lengths, i.e.

µn =
1

n+ n0

n+n0∑

i=1

δ
(n+n0)I

(n)
i
.

Set Dn(x) = D̃n(x/(n + n0)) for n ≥ 0, x ≥ 0, so that Dn(x) =
∫ x+
0

y µn(dy). Our main theorem is
the following:

Theorem 1.1 Assume that Ψ is continuous and satisfies 1 − Ψ(u) ≥ c(1 − u)κΨ for some c > 0 and
κΨ ∈ [1,∞), for all u ∈ (0, 1). Then there is an absolutely continuous probability measure µΨ on (0,∞)
with mean 1, independent of the initial configuration, such that Dn converges pointwise to the function
FΨ(x) =

∫ x
0
y µΨ(dy), almost surely as n → ∞. In particular, µn (weakly) converges to µΨ, almost

surely as n→∞. The function FΨ is the same as in Lemma 2.2.

A remark on the assumptions in Theorem 1.1: we believe that continuity of Ψ is not necessary for
the theorem to hold. It is probably possible to extend our proof to cover the cases of discontinuous
Ψ, at the expense of greater technicalities. However, we have not worked out the details. As for the
second assumption, we first remark that a necessary condition for the theorem to hold is Ψ(x) < 1 for all
x < 1. Under this condition, however, the entropy bounds (see below) would fail to hold, so some more
restrictive estimates are fundamental for the current proof to work. The theorem might still be true with
only the above condition, although the almost sure convergence might have to be replaced by convergence
in probability.

Theorem 1.1 implies in particular that the max-2 process and the min-2 process have empirical interval
distributions that converge, regardless the starting configuration, to a limit after rescaling (see Figure 1).
This theorem also covers the analogous max-k processes and min-k processes for natural numbers k, de-
fined by first choosing k points and then selecting the point in the largest or smallest interval respectively.

We also study properties of the the limiting distribution F = FΨ. It is shown to be characterized by
the following integro-differential equation

F ′(x) = x

∫ ∞

x

1

z
dΨ(F (z)),
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Fig. 1: Empirical density of interval lengths in simulation of max-10, max-2, uniform, min-2 and min-5 processes
with 109 points. For the plot, the x-axis has been discretized into 1024 equally sized bins.

which allows us to derive tail estimates for many choices of Ψ. Note that fΨ(x) = F ′(x)/x is the density
of the (non-size-biased) empirical distribution. For the max-k process, it is shown that fΨ(x) ∼ Cke

−kx

as x → ∞ for some (implicit) Ck, while for the min-k process the tail satisfies fΨ(x) ∼ (ck/(k −
1))x−2−1/(k−1) for some explicit ck which satisfies ck → 1 as k →∞. See Propositions 3.2 and 3.4 for
more precise statements. For comparison, in the uniform process, it is a a classical theorem of [Wei55]
that the limiting interval distribution is the exponential distribution of parameter 1. Theorem 1.1 gives a
new, complete proof of this fact. Many other precise results exist for the uniform splitting model, see for
example [Dev81, Dev82, Deh82].

Additionally, this theorem should be compared to results for the Kakutani interval splitting procedure
(see [Loo77], [vZ78] and [Slu78] for results and further background on this process; note the correc-
tion [Slu82] to the latter paper). In its simplest form, this can be described by always taking ℓn to be the
largest interval and then subdividing this interval by a uniformly chosen point. Alternatively, it can be
defined by letting Ψ(u) = 1 {u ≥ 1} in the above definition (this case is not covered by Theorem 1.1, but
the proof could be adapted). By a theorem of [Pyk80], the interval distribution of the Kakutani procedure
converges to a Unif[0, 2] variable. Indeed, we can see that the max-k process for large k resembles the
Kakutani process more and more, and in fact Fu

k

converges as k →∞ to the function FU (x) = x2/4∧1,
which is the size-biased distribution function of a Unif[0, 2] variable (see Proposition 3.5).

Methodology

We begin by embedding the discrete-time process Dn(x) into a continuous time process At(x) in such a
way that n ≈ et. This continuous time process At essentially evolves according to a stochastic evolution
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equation

∂tAt(x) = −x∂xAt(x) + x2
∫ ∞

x

1

y
dΨ(At(y)) + Ṁt(x) (1)

for some centered noise Mt(x). This equation is both nonlinear and nonlocal, and thus it requires very
specialized analysis. First off, we transform the problem to studying an integrated form of the evolution,
given by

At(x) = A0(e
−tx) +

∫ t

0

(es−tx)2
[∫ ∞

es−tx

1

z
dΨ(As(z))

]
ds+Mt(x).

This allows to us to write A = S Ψ(A) +M , with S Ψ an operator acting on time-indexed distributions
(here and throughout, we use boldface letters to denote function-valued processes indexed by time). Fixed
points of S Ψ solve the following deterministic evolution equation:

Ft(x) = F0(e
−tx) +

∫ t

0

(es−tx)2
[∫ ∞

es−tx

1

z
dΨ(Fs(z))

]
ds. (2)

Second, we show that (2) has strong ergodicity properties. The key to this is the following carefully
selected norm,

‖f‖x−2 =

∫ ∞

0

x−2|f(x)| dx,

with respect to which the evolution operator associated to (2) quite surprisingly turns out to be a con-
traction (see Proposition 2.1). This assures that there is a unique distribution FΨ so that for any starting
distribution, the large-time limit of the evolution is FΨ (Lemma 2.2).

Third, we show how for any Ψ satisfying the hypotheses of Theorem 1.1, we can control the entropy of
the size-biased empirical interval distribution. The aim of bounding the entropy is to establish tightness
of the family of distribution functions {At}t≥0. One ingredient for this is an estimate for the size of the
largest interval, which is shown to be smaller than n−α for large n, for every α < (κΨ + 1)−1 (and
under more restrictive conditions on Ψ, for every α < κ−1

Ψ ). We obtain these estimates by comparing the
Ψ-process with the Kakutani process or the uniform process.

Finally, in order to show that At converges to FΨ despite the presence of noise, we adapt the Kushner–
Clark method (see [KC78]), which was developed for the study of stochastic approximation algorithms.
To do so, we show that the sequence of shifted evolutions A(n)

t = At+n is almost surely precompact
in a suitable topology, using the previously established tightness of the family {At}t≥0 together with an
equicontinuity result. We then show that the limit points of this sequence are fixed points of the operator
S Ψ, from which we can conclude that the unique limit is the stationary evolution F ∗ ≡ FΨ. This yields
almost sure convergence of the stochastic evolution A.

We remark that there exists a fairly extensive literature dealing with stochastic approximation in infinite-
dimensional spaces (see e.g. [Wal77, Yin92, CCZ13] and the references therein). However, the results
obtained there seem to be substantially too restrictive to apply to our setting. The most serious difficulty
arises from the fact that the norm ‖·‖x−2 , which is our only tool to study convergence of the (deterministic)
evolution, is very sensitive to perturbations, due to the absolute value appearing inside the integral. As a
consequence, we are not able to directly control the stochastic evolution A or the noise M in terms of
this norm. For this reason, our proof of Theorem 1.1 does not yield any bounds on the rate of convergence
of Dn to FΨ, although simulations indicate that this convergence is quite fast, possibly polynomial in n
(see Figure 1, in which the noise is completely invisible despite the high resolution of the data).
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Fig. 2: Empirical density of points in the unit interval in simulation of max-2, uniform and min-2 processes with 106

points (left) and 109 points (right). For the plot, the x-axis has been discretized into 128 equally sized bins.

Discussion

The max-k choice and min-k choice models are inspired by the general paradigm known as the “power
of 2 choices,” which has seen considerable attention in the computer science and random graph litera-
ture (see [ABKU99, ADS09, RW12]). Suppose one throws n balls into n bins, each uniformly at random,
it is a simple exercise to see the maximum load (i.e. the number of balls in the fullest bin) is about
log n/ log log n. In [ABKU99], n balls are thrown into n bins, but for each ball, two bins are selected
uniformly at random and the ball is placed in the bin with fewer balls. This is seen to reduce the max-
imal number of balls in a bin to log2 log n, a considerable decrease from the same model without the
two choices (if one instead chooses the bin with the larger load, one can easily see heuristically that the
maximum load still is about log n/ log log n). Similar considerations by [MP13] show that the same con-
clusions hold in the min-choice case if the bins are sampled in a size-biased manner. For another model,
similar in spirit, see [DKM07].

It is not clear to us whether there is a direct correspondence between the balls-and-bins model and our
interval splitting process. However, in both models, the evolution of the large objects (the bins with high
load/the large intervals) is simply accelerated by a factor of 2 in the max-version, whereas it is substantially
slowed down in the min-version. To wit, in the uniform splitting model, the size of the largest interval is
≈ log n/n (see [Dar53] and [Whi97]). In the max-2 process, the tail of the interval distribution is of order
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e−2x, which suggests that the size of the largest interval is≈ 1
2 log n/n. In the min-2 process on the other

hand, the size of the largest interval is n−1/2+o(1) and thus on a completely different scale, mirroring what
occurs in the balls-and-bins model (without size biasing).

There are many other interval subdivision models that are related directly or indirectly to the Ψ-process.
[BD87] study a model where each interval evolves independently, and an interval of lengthL is subdivided
with rate Lα. This is exactly the uniform process in the case α = 1, and they show that the empirical
interval distribution converges to a distribution with density proportional to e−y

α

. This work in turns sits
within the larger class of fragmentation processes, see [Ber06] for a comprehensive account. Another,
fairly different, interval split-merge model arises in the study of compositions of random transpositions,
see [DMWZZ04, Sch05].

Open questions

As mentioned above, Theorem 1.1 does not yield any information about the rate of convergence to the
limiting interval distribution which therefore remains an open question. One could even expect a central
limit theorem to hold.

The size of the largest interval in the process is a natural object to study. Here, we only have very crude
estimates. One might expect that its magnitude can be deduced from the limiting interval distribution:

it should be of the order of F
−1

(1/n)/n, where F is the tail of the (non-size-biased) limiting interval
distribution.

Another interesting open problem is to study the spatial positions of the points in the Ψ-process. We
believe that the limiting empirical distribution is always uniform (although the min-k choice process
displays extremely slow convergence, see Figure 1). This is indeed the case for the above-mentioned
Kakutani process ([Loo77, vZ78, Slu78]), but the methods do not carry over. One of the motivations for
proving Theorem 1.1 is that it could help resolve that question. We are actively working on this problem.

The problem of the spatial positions of the points originates with a problem posed to us by I. Benjamini
about a similar, albeit technically quite different problem. Once again, consider throwing pairs of points
on the circle. Now, keep the point that is farthest from other points and discard the point which is closest.
One can similarly define a process that does the reverse. The evolution of the interval distribution in
this case now becomes substantially more complicated, and simulations give very strong evidence that
the limiting interval distributions are different. Nevertheless, we expect that the points are almost surely
equidistributed on the circle. This problem can be naturally generalized to other classes of homogeneous
spaces.

Structure of this document

The remainder of this extended abstract consists of two sections. Section 2 contains the proof of the
geometric ergodicity of the deterministic evolution equation, which is based on an algebraic “miracle”
due to the choice of the norm ‖·‖x−2 . Section 3 on the other hand contains statements of the results on the
limiting empirical distribution in Theorem 1.1.

A full version of this article with complete proofs has been submitted elsewhere and is available on the
arXiv, see [MP14].
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2 Proof of ergodicity of the deterministic evolution equation

In this section, we prove the geometric ergodicity of the deterministic evolution equation mentioned in
the introduction. We consider functions from [0,∞) to the space of distribution functions satisfying the
following equation for every t ≥ 0:

Ft(x) = F0(e
−tx) +

∫ t

0

(es−tx)2
[∫ ∞

es−tx

1

z
dΨ(Fs−(z))

]
ds. (3)

We have the following proposition:

Proposition 2.1 Let F ,G satisfy (3). For every t ≥ 0, we have

‖Ft −Gt‖x−2 ≤ e−t ‖F0 −G0‖x−2 .

The most central consequence of this proposition is that all solutions to (3) share a common large t limit.

Lemma 2.2 Suppose there exists a solution F = (Ft)t≥0 to (3), such that ‖F0‖x−2 = 1. Then there is a
unique distribution function FΨ so that for any solution F to (3),

∥∥FΨ − Ft
∥∥
x−2 ≤ 2e−t, ∀t ≥ 0.

Furthermore, setting F ∗ ≡ FΨ, then F ∗ solves (3). Finally, FΨ is continuous.

In order to prove Proposition 2.1, we first define F̃t(x) = Ft(e
tx) and G̃t(x) = Gt(e

tx). Then F̃ =

S̃ Ψ(F̃ ) and G̃ = S̃ Ψ(G̃), where the operator S̃ Ψ is defined through

S̃
Ψ(F̃ )t(x) = F̃0(x) +

∫ t

0

esx2
[∫ ∞

x

1

z
dΨ(F̃s−(z))

]
ds.

In particular, for every x ≥ 0, the map t 7→ S̃ Ψ(F̃ )t(x) is differentiable and its derivative is given by

∂tS̃
Ψ(F̃ )t(x) = etx2

∫ ∞

x

1

z
dΨ(F̃t−(z)). (4)

We now claim the following:

Lemma 2.3 For every t ≥ 0, we have
∥∥∥F̃t − G̃t

∥∥∥
x−2
≤
∥∥∥F̃0 − G̃0

∥∥∥
x−2

.

Proof: It is enough to show that

∂t

∥∥∥F̃t − G̃t
∥∥∥
x−2

=

∫ ∞

0

x−2∂t|F̃t(x)− G̃t(x)| dx ≤ 0, ∀t ≥ 0. (5)

We start from (4) and write for each x ≥ 0 the dynamics for the difference F̃t(x)− G̃t(x) as

∂t(F̃t(x)− G̃t(x)) = etx2It(x),
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where

It(x) =

∫ ∞

x

∂z(Ψ(F̃t(z))−Ψ(G̃t(z)))

z
dz.

Multiply through both sides by sgn(F̃t − G̃t) to get

e−t∂t|F̃t(x)− G̃t(x)| = x2

{
sgn(F̃t(x)− G̃t(x))It(x) if F̃t(x) 6= G̃t(x)

|It(x)| if F̃t(x) = G̃t(x).

Apply integration by parts to the integral, so that

It(x) = −x−1(Ψ(F̃t(x))−Ψ(G̃t(x))) +

∫ ∞

x

(Ψ(F̃t(z))−Ψ(G̃t(z)))

z2
dz.

Now note that Ψ is a non-decreasing function, so that F̃t(x)− G̃t(x) and Ψ(F̃t(x))−Ψ(G̃t(x)) have the
same sign as long as Ψ(F̃t(x)) 6= Ψ(G̃t(x)). The previous two equations therefore yield

e−t∂t|F̃t(x)− G̃t(x)| ≤ −x|Ψ(F̃t(x))−Ψ(G̃t(x))|+ x2
∫ ∞

x

|Ψ(F̃t(z))−Ψ(G̃t(z))|
z2

dz.

Multiply both sides by x−2 and integrate in x from 0 to infinity:

e−t
∫ ∞

0

x−2∂t|F̃t(x)− G̃t(x)| dx ≤ −
∫ ∞

0

|Ψ(F̃t(x))−Ψ(G̃t(x))|
x

dx

+

∫ ∞

0

∫ ∞

x

|Ψ(F̃t(z))−Ψ(G̃t(z))|
z2

dz dx.

The magic is that the last two integrals are actually equal. By the Fubini–Tonelli theorem,

∫ ∞

0

∫ ∞

x

|Ψ(F̃t(z))−Ψ(G̃t(z))|
z2

dz dx =

∫ ∞

0

|Ψ(F̃t(z))−Ψ(G̃t(z))|
z2

[∫ z

0

1 dx

]
dz

=

∫ ∞

0

|Ψ(F̃t(z))−Ψ(G̃t(z))|
z

dz.

This implies (5) which concludes the proof of the lemma. ✷

Proof of Proposition 2.1: Recall that we have Ft(x) = F̃t(e
−tx) and Gt(x) = G̃t(e

−tx) for every t ≥ 0
and x ≥ 0. This gives for every t ≥ 0,

‖Ft −Gt‖x−2 =

∫ ∞

0

x−2|F̃t(e−tx)− G̃t(e−tx)| dx = e−t
∥∥∥F̃t − G̃t

∥∥∥
x−2

.

The statement then follows from Lemma 2.3. ✷
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3 Properties of limiting profile

In this section, we study properties of the distribution function F = FΨ from Lemma 2.2, i.e. the dis-
tribution function of the size-biased empirical measure of interval lengths in the limit as the number of
intervals goes to infinity. We have the following lemma:

Lemma 3.1 Let F = FΨ be the limiting distribution function from Lemma 2.2. Then F ∈ C1(R+, [0, 1])
and satisfies the equation

F ′(x) = x

∫ ∞

x

1

z
dΨ(F (z)). (6)

If furthermore the function Ψ is continuously differentiable with derivative ψ, then F ∈ C2(R+, [0, 1])
and satisfies the following ordinary differential equation:

xF ′′(x)− F ′(x) + xF ′(x)ψ(F (x)) = 0. (7)

Furthermore, these two equations have unique increasing solutions subject to the boundary conditions
F (0) = 0 and F (+∞) = 1.

In what follows, we write F = FΨ to denote the distribution function from Lemma 2.2. We first study
its right tail.

Proposition 3.2 Assume that Ψ is absolutely continuous with derivative ψ satisfying limu→1 ψ(u) =
ψ(1) > 0.

1. For every a < ψ(1), we have F ′(x) ≤ e−ax for large x.

2. If furthermore there exists β > 1/ψ(1), such that |ψ(1)−ψ(1− u)| ≤ | log u|−β for small enough
u, then as x→∞,

F ′(x) ∼ Cx exp(−ψ(1)x),
for some C > 0.

Corollary 3.3 In the max-k process (i.e. Ψ(u) = uk), there existsC > 0, such thatF ′(x) ∼ Cx exp(−kx)
as x→∞.

In contrast to the case treated in Proposition 3.2, the case limu→1 ψ(u) = ψ(1) = 0 is more delicate.
Here we were only able to give a satisfying answer for the min-k process, i.e. ψ(u) = k(1 − u)k−1 for
k > 1. In this case, we are able to transform equation (7) into the following autonomous differential
equation by setting F (x) = 1−G(log x1/(k−1))/x1/(k−1):

G′′ −G′ − (2k − 1− k(k − 1)Gk−1)(G′ −G) = 0. (8)

This equation can then be studied by standard phase plane analysis (see e.g. [Arn92]), yielding the fol-
lowing result:

Proposition 3.4 Assume Ψ(u) = 1− (1− u)k for some k > 1. Then, as x→∞,

1− F (x) ∼ ck
x1/(k−1)

and F ′(x) ∼ ck
(k − 1)x1+1/(k−1)

,

where ck = ((2k − 1)/k(k − 1))1/(k−1).
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Lastly, we study the asymptotics when the measure dΨ converges weakly to δ1 (which corresponds to
the Kakutani process as mentioned in the introduction). Formally, the function F satisfies in this case the
equation

xF ′′ − F ′ + xF ′(x−)δ1(F (x)) = 0,

which implies that F is of the form F (x) = Cx2 ∧ 1 for some C > 0. Since F ′(x)/x is the density of
the interval distribution, we have with x0 = 1/

√
C,

1 =

∫ ∞

0

F ′(x)/x dx = 2Cx0 = 2
√
C ⇒ C = 1/4.

The following proposition makes this argument rigorous and is proved by compactness methods.

Proposition 3.5 Let (Ψn)n≥0 be a sequence of distribution functions of measures on (0, 1] with Ψn(x)→
0 for all x ∈ (0, 1). Assume that for all these Ψn, there are distribution functions Fn satisfying

Fn(x) =

∫ x

0

y

∫ ∞

y

1

z
dΨn(Fn(z)) dy (9)

for all x ≥ 0. Then Fn(x)→ x2/4 ∧ 1 pointwise as n→∞.
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On variance of an additive function with

respect to a generalized Ewens probability
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Abstract. An additive function defined on the symmetric group is a sum of dependent random variables when a
permutation is taken according to a generalized Ewens probability. We establish an upper bound of its variance via
a sum of variances of the summands. The idea of our approach goes back to a paper by A. Biró and T. Szamuely
generalizing the Turán-Kubilius inequality for number-theoretic functions.

Keywords: Random permutation, cycle structure, Ewens Sampling Formula, separable statistics

1 Introduction

Let Sn be the symmetric group of permutations of order n ∈ N. If the canonical representation of σ ∈ Sn
into a product of independent cycles has kj(σ) ∈ N0 := N ∪ {0} cycles of length 1 ≤ j ≤ n, then we
define the so-called cycle vector k̄(σ) =

(
k1(σ), . . . , kn(σ)

)
satisfying a relation ℓ(k̄(σ)) = n for each

σ ∈ Sn. Here and afterwards
ℓ(s̄) := 1s1 + · · ·+ nsn,

where s̄ = (s1, . . . , sn) ∈ N0
n; moreover, always i, j, k, l, r ∈ N while s ∈ N0. Further, given a real

two-dimensional array {hj(s)}, where 1 ≤ j ≤ n and s ≥ 0, such that hj(0) = 0 for all j ≤ n, we define
an additive function h : Sn → R by setting

h(σ) =
∑

j≤n
hj
(
kj(σ)

)
. (1)

Apart from the most popular example of the number-of-cycles function w(σ) = k1(σ) + · · · + kn(σ),
they appear in many algebraic and combinatorial problems. In the so-called Erdős-Turán problem they are
used to approximate the logarithm of group theoretical order of σ ∈ Sn (see [22], [10] and the references
therein). Particular additive functions appear in physical models as a part of Hamiltonians in the Bose gas
theory (see, e.g., [3]). Moreover, one may mention additive functions related to a permutation matrix

M(σ) :=
(
mij(σ)

)
, 1 ≤ i, j ≤ n, σ ∈ Sn.
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Heremij(σ) = 1 if i = σ(j) andmij(σ) = 0 otherwise. It is known (see, e.g., [23]) that the characteristic
polynomial is

Zn(x;σ) := det
(
I − xM(σ)

)
=
∏

j≤n
(1− xj)kj(σ).

Let e2πiϕj(σ), where ϕj(σ) ∈ [0, 1) and j ≤ n, be its eigenvalues. A lot of work has been done on
log |Zn(x;σ)|, ℑ logZn(x;σ) or the trace-related mappings

∑

j≤n
f
(
ϕj(σ)

)
=
∑

j≤n
kj(σ)

∑

0≤s≤j−1

f
(s
j

)
, (2)

where f : [0, 1] → R is an arbitrary function. We just mention [1], [21], [23], and [8] to name but a
few. The papers confirm a need to examine the value distribution of general additive functions (separable
statistics, as the authors of [10] propose) as n → ∞ if σ is taken at random. One can also observe the
recent trend to do this with respect to a generalized Ewens probability measure endowed in Sn (see, e.g.,
[4], [19], [18], [8], [6]). The measure has been introduced in 2002 [13] where some limit theorems for
additive functions have been proved. Later this line of research was continued in a few of the first author’s
papers.

Let θj ≥ 0, 1 ≤ j ≤ n, be an arbitrary, maybe, dependent on n, and not identical to zero sequence,
then the generalized Ewens probability measure is defined by

ν(θ̄)n ({σ}) = (n!Q(n))−1
∏

j≤n
θ
kj(σ)
j , Q(n) :=

∑

ℓ(s̄)=n

∏

j≤n

(θj
j

)sj 1

sj !
, σ ∈ Sn.

If θj ≡ θ > 0, some fixed constant, then ν(θ̄)n =: ν
(θ)
n is the classical Ewens measure on Sn. In this case

Q(n) = Θ(n) :=

(
θ + n− 1

n

)

and the cycle vector has a distribution

ν(θ)n (k̄(σ) = s̄) = 1{ℓ(s̄) = n}Θ(n)−1
∏

j≤n

1

sj !

(
θ

j

)sj
= Pn({s̄}), (3)

where s̄ ∈ Ωn :=
{
s̄ ∈ N0

n : ℓ(s̄) = n
}

. The expression of probabilities Pn({s̄}) ascribed to s̄ ∈ Ωn
is well known as the Ewens Sampling Formula (see [9]).

Expressions of power moments of an additive function E
(θ̄)
n h(σ)r, r > 0, with respect to ν(θ̄)n , except

the mean value presented below in formula (11), are fairly complicated (see, for example, [2]). Upper
and lower bounds can shed some light on their behaviour. In the present note, we focus on the estimates

of the variance which we denote by V
(θ̄)
n h(σ). This seemingly simple problem concerns a sum of de-

pendent random variables (r.vs); therefore, an estimate of its variance in terms of a sum of variances of
the summands is not that easy if general weights θj , j ≤ n, are involved. Even for the Ewens measure,
if θj ≡ θ < 1, we had not any result so far. The simpler case with θ ≥ 1 has been dealt with in [12].
As the corollary of Theorem 3 shows, variance estimates imply the law of large numbers (see also [12]).
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Together with the total variation approximation of the distribution of the first cycle vector coordinates
by independent r.vs (see [16]), they comprise an instrument allowing to estimate the error appearing by
truncating sums over long cycles (see, e..g., [7]).

Our first theorem is for simplicity stated for a completely additive function defined via hj(s) = saj

with arbitrary aj ∈ R, where j ≤ n and s ≥ 0, and for the Ewens probability. Let E(θ)
n g(σ) and V

(θ)
n g(σ)

be the mean value and the variance with respect to ν(θ)n of a r.v. g : Sn → R and

B2
n := B2

n(h) := θ
∑

j≤n

a2j
j

Θ(n− j)
Θ(n)

.

We will establish in Section 2 that

Rn :=
∑

j≤n
V(θ)
n

(
ajkj(σ)

)
−B2

n = O
(
n−min{1,θ}B2

n

)
(4)

if n→∞. This motivates the application ofBn in the inequalities below and its use as a scaling sequence
in limit theorems for h(σ) as well. As it has been shown in [1], for a particular class of additive functions

h(σ), the relation V
(θ)
n h(σ) ∼ B2

n(h) as n → ∞ holds but this is not the case in general. A complete
characterization of the additive functions h(σ) satisfying the latter relation for variances seems to be an
uneasy problem.

Theorem 1 There exists an absolute constantC > 1 such that, for any completely additive function h(σ),
θ > 0, and for any n ≥ 1,

V(θ)
n h(σ) ≤ CB2

n. (5)

If θ ≥ 1, one can take C = 2. For large n, even smaller constants can be obtained. Indeed, if

τn(θ) := sup
{
V(θ)
n h(σ)Bn(h)

−2 : h 6= 0
}
,

then τn(1) = 3/2 +O(n−1) and τn(2) = 4/3 +O(n−1) (see [14] and [17]).

Problem. Find the remaining asymptotical values for τn(θ) as n→∞.

To simplify B2
n, one can apply the asymptotic formula

Θ(n− j)/Θ(n) = (1− j/n)θ−1
(
1 +OT

(
(n− j)−1)

)
, 1 ≤ j ≤ n− 1, (6)

following from the well known Darboux type estimate

Θ(m) = [zm](1− z)−θ = mθ−1

Γ(θ)

(
1 +OT

( 1

m

))

where Γ(z) denotes the Euler gamma-function, 0 < θ ≤ T and m ≥ 1. This is implemented in the next
inequality valid in a more general case. However, now the dependence on θ of the appearing constant is
more involved.
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Theorem 2 For an arbitrary real additive function given in (1) and all n ≥ 1, there exists a constant
C(θ) > 0 depending on θ only and such that

V(θ)
n h(σ) ≤ C(θ)

∑

jk≤n

(θ
j

)k hj(k)2
k!

(
1− jk

n+ 1

)θ−1

.

The variance V
(θ̄)
n h(σ) with respect to the generalized Ewens probability measure will be estimated in

terms of the quantity

D2
n := D2

n(h) :=
∑

jk≤n

(θj
j

)k hj(k)2
k!

Q(n− jk)
Q(n)

.

By virtue of (6), Theorem 2 will follow from the next result.

Theorem 3 Assume that 0 < α ≤ θj ≤ β < ∞ for all j ≤ n. Then, for an arbitrary real additive
function given in (1) and all n ≥ 1, there exists a positive constant C1 depending only on α and β such
that

V(θ̄)
n h(σ) ≤ C1D

2
n(h). (7)

Corollary 1 If the conditions of Theorem 3 are satisfied, then

ν(θ̄)n

(∣∣h(σ)−E(θ̄)
n h(σ)

∣∣ ≥ uDn(h)
)
≤ C1u

−2

for an arbitrary u > 0.

As it has been shown in Lemma 1 of [13], under conditions of Theorem 3, we have

Q(n) ≍ exp

{∑

i≤n

θi − 1

i

}
, (8)

where a ≍ b means that a = O(b) and b = O(a) with constants depending on α and β. This allows to
change the ratio Q(n− jk)/Q(n) in D2

n by other quantities.
Do the obtained inequalities give the right order of the variance? Yes, except for functions proportional

to the completely additive function L(σ) := ℓ
(
k̄(σ)

)
≡ n. Evidently, V(θ̄)

n L(σ) = 0 but D2
n(L) 6= 0. So,

the estimate
V(θ̄)
n h(σ) = min

λ∈R
V(θ̄)
n

(
h(σ)− λL(σ)

)
≤ C1 min

λ∈R
Dn(h− λL)

is better in the cases when the eliminating of the deterministic part is available. In particular, if θ = 1,
then the latter can be rewritten as

V(1)
n h(σ) ≤ C1 min

λ∈R

∑

jk≤n

(
hj(k)− λjk

)2

jkk!
.

On the other hand, we have the following lower estimate

V(1)
n h(σ) ≥ cmin

λ∈R

∑

jk≤n−n0

(
hj(k)− λjk

)2

jkk!
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obtained in [15]. Here c > 0 is a constant, n ≥ n0, and n0 is a sufficiently large number. Here omitting
of the summands over n−n0 < jk ≤ n is essential. For example, the values like h1(n− 1) never appear
in any moment expression because of ℓ

(
k̄(σ)

)
= n and there is no a permutation with k1(σ) = n− 1. In

other words, the variance can not be a bound for a sum of such values.
The deterministic component appears for the function mentioned in (2). Let hα(σ) count the eigenval-

ues of the permutation matrix M(σ) on the arc of the unit circumference between the points 1 and e2παi

where 0 < α < 1 is fixed. Then (see [21])

hα(σ) = αn−
∑

j≤n
{αj}kj(σ).

Here {u} denotes the fractional part of u ∈ R. Consequently,

E(1)
n hα(σ) = αn− c1 log n+ o(log n)

and
V(1)
n hα(σ) = B2

n(hα − αL) +O(1) = c2 log n+ o(log n),

where

cr = lim
n→∞

1

n

∑

j≤n
{αj}r, r = 1, 2.

So, c1 = 1/2 and c2 = 1/3 for an irrational number α and c1 = (q−1)/2q and c2 = (q−1)(2q−1)/(6q2)
for a rational number α = p/q where p and q are co-prime natural numbers. Theorem 1 gives the exact

order of growth of V(1)
n hα(σ) as n→∞.

Proofs of Theorem 1 and 2 are presented in the two subsequent sections. The existing analogy between
additive functions defined on natural numbers and permutations has been very helpful for us. We have
gained an idea of the proof of Theorem 3 from paper [5] by A. Biró and T. Szamuely.

2 Proof of Theorem 1

We will use the following particular cases of Watterson’s formula [20]:

E(θ)
n kj(σ) =

θ

j

Θ(n− j)
Θ(n)

, j ≤ n;

E(θ)
n kj(σ)

(
kj(σ)− 1

)
=
θ2

j2
Θ(n− 2j)

Θ(n)
, j ≤ n/2;

and

E(θ)
n ki(σ)kj(σ) = 1{i+ j ≤ n}θ

2

ij

Θ(n− i− j)
Θ(n)

, i 6= j, i, j ≤ n.

Now, to verify the already mentioned relation (4), we have

Rn = θ2
∑

j≤n/2

a2j
j2

[
Θ(n− 2j)

Θ(n)
− Θ(n− j)2

Θ(n)2

]
− θ2

∑

n/2<j≤n

a2j
j2

Θ(n− j)2
Θ(n)2

.



306 E. Manstavičius, and V. Stepanauskas

Applying a rough form of (6), we can evaluate the last sum by

1

n

∑

n/2<j≤n

a2j
j

Θ(n− j)
Θ(n)

(
1− j

n+ 1

)θ−1

= O
(
n−min{1,θ}B2

n

)
.

The same estimate holds for the partial sum in Rn over n/4 < j ≤ n/2. Finally, combining (1− x)u =
1− ux+O(x2) where 0 ≤ x ≤ 1/2 and u = θ − 1, with the asymptotical formula (6), we obtain

∑

j≤n/4

a2j
j2

[
Θ(n− 2j)

Θ(n)
− Θ(n− j)2

Θ(n)2

]
= O

(
n−1B2

n

)
.

Collecting the above estimates we obtain (4).
Returning to the moments of h(σ), we have

E(θ)
n h(σ) = θ

∑

j≤n

aj
j

Θ(n− j)
Θ(n)

,

and

E(θ)
n h(σ)2 = B2

n + θ2
∑

i+j≤n

aiaj
ij

Θ(n− i− j)
Θ(n)

.

Hence

V(θ)
n h(σ) = E(θ)

n h(σ)2 −
(
E(θ)
n h(σ)

)2

= B2
n − θ2

∑

i,j≤n
i+j>n

aiaj
ij

Θ(n− i)Θ(n− j)
Θ(n)2

+θ2
∑

i+j≤n

aiaj
ij

[
Θ(n− i− j)

Θ(n)
− Θ(n− i)Θ(n− j)

Θ(n)2

]
. (9)

It is worth to point out that an analysis of the maximal eigenvalues of matrices of the last two quadratic
forms with respect to aj , j ≤ n, as n→∞ yielded the above mentioned asymptotical formulas for τn(θ)
if θ = 1 or 2.

Proving upper estimates we firstly observe that it suffices to deal with aj ≥ 0, j ≤ n, only and later
apply the result for positive and negative parts of h(σ) separately. Secondly, we may omit the non-positive
terms on the right-hand side of (9). If θ ≥ 1, the difference in brackets of the last sum is non-positive.
So we can get rid of the last two sums in (9). This yields the desired inequality if θ ≥ 1 as has been also
observed in [12].

Let us examine the more delicate case θ < 1. We now have

V(θ)
n h(σ) ≤ B2

n + θ2
∑

i+j≤n

aiaj
ij

[
Θ(n− i− j)

Θ(n)
− Θ(n− i)Θ(n− j)

Θ(n)2

]+

≤ B2
n + θ2

∑

j<n

a2j
j

∑

i≤n−j

1

i

[
Θ(n− i− j)

Θ(n)
− Θ(n− i)Θ(n− j)

Θ(n)2

]+
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by the inequality xy ≤ (x2 + y2)/2 for x, y ∈ R. Here x+ denotes the positive part of x ∈ R. We now
see that an inequality

∆(m) :=

( ∑

i≤m/2
+

∑

m/2<i≤m

)
1

i

[
Θ(n)Θ(m− i)−Θ(n− i)Θ(m)

]+

=: ∆1(m) + ∆2(m) ≤ (C2/θ)Θ(n)Θ(m), (10)

where m := n− j ≥ 1 and C2 > 0 is an absolute constant, suffices to complete the proof. We have

θ∆2(m) ≤ 2θΘ(n)

m

m∑

k=0

Θ(k) =
2θΘ(n)

m

(
θ +m

m

)
=

2(θ +m)

m
Θ(n)Θ(m) ≤ 4Θ(n)Θ(m).

The sum ∆1(m) over i ≤ m/2 can be estimated by the use of asymptotic formula (6) which is valid with
an absolute constant in the symbol O(·) if θ ≤ 1. Indeed, applying it twice, we have

∆1(m) =
∑

i≤m/2

1

i

[
Θ(n)Θ(m− i)−Θ(n− i)Θ(m)

]+

≤ Θ(n)Θ(m)
∑

i≤m/2

1

i

[(
1− i

m

)θ−1
(
1 +O

( 1

m

))
−
(
1− i

n

)θ−1
(
1 +O

( 1
n

))]+

= Θ(n)Θ(m)
∑

i≤m/2

1

i
O
( i
m

)
≤ C3Θ(n)Θ(m),

where C3 > 0 is an absolute constant. In the step we have applied the inequality (1 − x)−u − 1 ≤ 2x
if 0 < u < 1 and 0 ≤ x ≤ 1/2. Adding the estimates of ∆1(m) and ∆2(m) we obtain (10) with
C2 = 4 + C3.

Theorem 1 is proved.

3 Proof of Theorem 3

The idea is to reduce the problem to the key inequality (12) concerning only the weight which defines

probability measure ν(θ̄)n . Let

Q(j)(n) :=
∑

ℓ(s̄)=n
sj=0

∏

i≤n

(θi
i

)si 1

si!
, Q(i,j)(n) :=

∑

ℓ(s̄)=n
si=sj=0

∏

r≤n

(θr
r

)sr 1

sr!
,

where i 6= j.
We begin with the mean value

E(θ̄)
n h(σ) =

1

Q(n)n!

∑

σ∈Sn

h(σ)
∏

r≤n
θkr(σ)r .
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There are n!
∏
r≤n

(
rsrsr!

)−1
permutations in a class corresponding to the vector s̄ ∈ Ωn. Therefore

grouping over the classes, we obtain

E(θ̄)
n h(σ) =

1

Q(n)

∑

ℓ(s̄)=n

∑

j≤n
hj(sj)

∏

r≤n

(θr
r

)sr 1

sr!

=
1

Q(n)

∑

jk≤n

θkj hj(k)

jkk!

∑

ℓ(s̄)=n−jk
sj=0

∏

r≤n−jk

(θr
r

)sr 1

sr!

=:
∑

jk≤n

θkj hj(k)

jkk!

Q(j)(n− jk)
Q(n)

. (11)

Here we have changed the order of summation taking sums firstly over natural numbers j and sj =: k and
used the property jsj = jk ≤ n.

Similarly,

Q(n)E(θ̄)
n h2(σ) =

∑

ℓ(s̄)=n

∑

j≤n
hj(sj)

∑

i≤n
hi(si)

∏

r≤n

(θr
r

)sr 1

sr!

=
∑

jk≤n

θkj h
2
j (k)

jkk!

∑

ℓ(s̄)=n−jk
sj=0

∏

r≤n−jk

(θr
r

)sr 1

sr!

+
∑

jk+il≤n
i 6=j

θkj θ
l
ihj(k)hi(l)

jkk!ill!

∑

ℓ(s̄)=n−il−jk
si=sj=0

∏

r≤n−il−jk

(θr
r

)sr 1

sr!

=
∑

jk≤n

θkj h
2
j (k)

jkk!
Q(j)(n− jk) +

∑

jk+il≤n
i 6=j

θkj θ
l
ihj(k)hi(l)

jkk!ill!
Q(i,j)(n− jk − il).

As in the proof of Theorem 1, it suffices to deal with the nonnegative h(σ) only. Omitting a part of
summands we have

(
E(θ̄)
n h(σ)

)2
≥

∑

jk+il≤n

θkj hj(k)

jkk!

Q(j)(n− jk)
Q(n)

θlihi(l)

ill!

Q(i)(n− il)
Q(n)

.

Hence

Vθ̄
nh(σ) ≤ D2

n +
∑

jk+il≤n

θkj hj(k)θ
l
ihi(l)

jkk!ill!

×
(
Q(i,j)(n− il − jk)

Q(n)
− Q(j)(n− jk)Q(i)(n− il)

Q(n)2

)+

.
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By virtue of ab ≤ (1/2)(a2 + b2), this implies

Vθ̄
nh(σ) ≤ D2

n

+
∑

jk<n

θkj h
2
j (k)

jkk!

∑

il≤n−jk

θli
ill!

(
Q(i,j)(n− il − jk)

Q(n)
− Q(j)(n− jk)Q(i)(n− il)

Q(n)2

)+

.

It remains to estimate the inner sum, namely, we have to prove that

∑

il≤m

θli
ill!

(
Q(n)Q(i,j)(m− il)−Q(j)(m)Q(i)(n− il)

)+
≤ C4Q(n)Q(m), (12)

where 1 ≤ m := n− jk < n and C4 = C4(α, β) > 0 is a constant.
It is easy to get rid of the sum over m/2 < il ≤ m on the left-hand side. Indeed,

∑

m/2<il≤m

θli
ill!

(
Q(n)Q(i,j)(m− il)−Q(j)(m)Q(i)(n− il)

)+

≤ Q(n)
∑

m/2<il≤m

θli
ill!

Q(i)(m− il) = Q(n)
∑

m/2<il≤m

θli
ill!

∑

ℓ(t̄)=m−il
ti=0

∏

r≤m−il

(θr
r

)tr 1

tr!

≤ Q(n)Q(m).

In the last step, we observed that the double summation is over the vectors s̄ satisfying ℓ(s̄) = m and
having a unique decomposition s̄ = t̄ + lēi ∈ N0

m with t̄ ⊥ ēi, where ēi := (0, . . . , 1, . . . , 0) ∈ N0
m

with the only 1 at the ith place andm/2 < il ≤ m, whileQ(m) sums up the summands over all s̄ ∈ N0
m

satisfying the condition ℓ(s̄) = m.
Observe that Q(i,j)(m − il) ≤ Q(m − il) ≍ Q(m) for il ≤ m/2 by estimate (8). Consequently, if

0 < δ < 1/2 is an arbitrary fixed number, then

∑

δm<il≤m/2

θli
ill!

(
Q(n)Q(i,j)(m− il)−Q(j)(m)Q(i)(n− il)

)+

≤ C5Q(n)Q(m)
∑

δm<il≤m/2

θli
ill!
≤ C6(δ)Q(n)Q(m),

where C5 = C5(α, β) and C6(δ) = C6(δ, α, β) are positive constants.
To estimate the remaining sum in (12) over il ≤ δm, we analyze the quantities involved in

R(i, l) := Q(n)Q(i,j)(m− il)−Q(j)(m)Q(i)(n− il).

In contrast to the proof of Theorem 1, Q(n) can be irregular as n→∞ if only the condition α < θj < β,
j ≤ n, is assumed; therefore, we apply the comparative analysis of the Taylor coefficients of two power
series proposed in [13]. In this way, we derive the following relations:

Q(j)(m) = exp

{
− θj

j

}
Q(m)

(
1 +O

(
1

mε

))
,
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Q(i)(n− il) = exp

{
− θi

i

}
Q(n)

(
1 +O

(( il
n

)ε))
,

and

Q(i,j)(m− il) = exp

{
− θi

i
− θj

j

}
Q(m)

(
1 +O

(( il
m

)ε))
,

where 0 < ε < 1 is a constant depending at most on α and β, provided that il ≤ δm and δ is a
sufficiently small constant depending at most on α and β. Actually, the first of the relations is a corollary
of Proposition 1 in [13]. The other two have been proved in a similar way. We omit a bit lengthy details.
Fixing further such a δ, we also achieve that the previous estimate with C6(δ) depends only on α and β.

The relations imply R(i, l) = O
(
Q(n)Q(m)(il/m)ε

)
and further

∑

il≤δm

θli
ill!

R(i, l) ≤ C7Q(n)Q(m)
∑

i≤δm

( i
m

)ε∑

l≥1

(β
i

)l lε
l!

≤ C8Q(n)Q(m)
1

m

∑

i≤δm

( i
m

)ε−1

≤ C9Q(n)Q(m),

where the constants C7, C8 and C9 depend at most on α and β.
The obtained estimates of partial sums show that (12) holds. Theorem 3 is proved.
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312 E. Manstavičius, and V. Stepanauskas



AofA’14 Paris DMTCS proc. BA, 2014, 313–324

Asymptotic lattice path enumeration using

diagonals
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Abstract. This work considers restricted lattice path models in any dimension such that the defining step set is
highly symmetric. Combining the kernel method with multivariate generating function analysis, we determine general
formulas for the dominant asymptotics of counting sequences of walks restricted to the first orthant. The step sets
under consideration are symmetric with respect to each axis, which is a strong condition, however the resulting
formulas are very straightforward. The exponential growth of each model is given by the number of steps, while
the sub-exponential growth depends only on the dimension of the underlying lattice and the number of steps moving
forward in each coordinate. These expressions are derived by analyzing the singular variety of a multivariate rational
function whose diagonal counts the lattice paths in question.

Keywords: Lattice path enumeration, D-finite, diagonal, analytic combinatorics in several variables

1 Introduction

Lattice path models in restricted regions, having been studied in many contexts since the nineteenth cen-
tury, are currently an active area of research. The recent interest has been driven by novel applications of
algebra and analysis, along with new computational techniques, and has focused on exact and asymptotic
enumeration. Furthermore, there seems to be a correlation between combinatorial properties of a given
model and the nature of the corresponding generating function; in particular whether it is: rational, al-
gebraic, or transcendental D-finite(i), or none of these. These connections are intriguing, and not wholly
understood.

The specific context of lattice paths classes which restrict walks to the positive quadrant and take only
“small” steps forms a little universe which demonstrates many interesting phenomena. One key predictor
of the nature of the generating function is the order of a group that is associated to each model. This group
has its origins in the probabilistic study random walks (see Fayolle et al. (1999)) and can, in many cases
when it is finite, be used to determine explicit expressions for generating functions as the positive part of
a multivariate rational Laurent series. This group was explored in a combinatorial context by Bousquet-
Mélou and Mishna (2010), and also appears to be correlated to properties of the asymptotic number of
walks returning to the origin (see Bostan et al. (2014)). We give a d-dimensional analogue in this case.

(i) satisfies a linear differential equation with polynomial coefficients

1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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Indeed, here we give an appropriate group for models of higher dimensions whose set of allowable
directions (the defining step set) are highly symmetric, that is they are symmetric with respect to each
axis. We then perform an asymptotic analysis of the coefficients of counting generating functions using
techniques from the study of analytic combinatorics in several variables, and consequently link some of
the combinatorial symmetries in a walk model to both analytic properties of the generating function and
geometric properties of an associated variety.

More precisely, the lattice path models we consider are restricted as follows. For a fixed dimension d,
we define a model by its step set S ⊆ {±1, 0}d \ {0} and say that S is symmetric about the xk axis if
(i1, . . . , ik, . . . , id) ∈ S implies (i1, . . . ,−ik, . . . , id) ∈ S . We further impose a non-triviality condition:
for each coordinate there is at least one step in S which moves in the positive direction of that coordinate
(this implies that for each coordinate there is a walk in the model which moves in that coordinate).

The number of walks taking steps in S which are restricted to the positive orthant Zd≥0 are studied
by expressing the counting generating functions of such models as positive parts of multivariate rational
Laurent series, which are then converted to diagonals of rational functions in d + 1 variables. A first
consequence is that all of these models have D-finite generating functions (since D-finite functions are
closed under the diagonal operation, and rational functions are D-finite). This result is not particularly
surprising in view of an analysis of symmetric two dimensional models by Bousquet-Mélou (2002). In
fact, following her reasoning may allow for more general results on the D-finiteness of symmetric func-
tions with larger steps in higher dimensions; we address the difficulties in dealing with larger steps in the
conclusion.

After the above manipulations, these models are very well suited to the asymptotic enumeration meth-
ods for diagonals of rational functions outlined in Pemantle and Wilson (2013), in particular the cases
which were developed in Pemantle and Wilson (2002) and Raichev and Wilson (2008). Following these
methods, we study the singular variety of the denominator of this rational function to determine related
asymptotics. The condition of having a symmetry across each axis ensures that the variety is smooth
and allows us to calculate the leading asymptotic term explicitly. This is not generally the case, in our
experience, and hence we focus on this particular kind of restriction.

Our main result is the following theorem, which appears as Theorem 2.

Main Theorem. Let S ⊆ {−1, 0, 1}d\{0} be a set of unit steps in dimension d. If S is symmetric with
respect to each axis, and S takes a positive step in each direction, then the number of walks of length n
taking steps in S , beginning at the origin, and never leaving the positive orthant has asymptotic expansion

sn ∼
[(
s(1) · · · s(d)

)−1/2

π−d/2|S|d/2
]
· n−d/2 · |S|n,

where s(k) denotes the number of steps in S which have kth coordinate 1.

This formula is easy to compute explicitly for any given model, and for certain infinite families as well.

Example 1 Let S = {−1, 0, 1}d \ {0}, the full set of possible steps. This is symmetric across each axis.
We compute that |S| = 3d − 1, and s(j) = 3d−1 for all j and so

sn ∼
(

(3d − 1)d/2

3d(d−1)/2 · πd/2
)
· n−d/2 · (3d − 1)n.
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Example 2 Let ek = (0, . . . , 0, 1, 0, . . . , 0) be the kth standard basis vector in Rd, and consider the set
of steps S = {e1,−e1, . . . , ed,−ed}. Then the number of walks of length n taking steps from S and never
leaving the positive orthant has asymptotic expansion

sn ∼
(
2d

π

)d/2
n−d/2 (2d)n.

The results are organized as follows. Section 2 illustrates to how apply the orbit sum method described
in Bousquet-Mélou and Mishna (2010) to find expressions for the generating functions of walks in the
positive orthant. Specifically, Equation (6) describes the generating function as the diagonal of a rational
power series in multiple variables. Section 3 justifies why the work of Pemantle and Wilson (2013) is
applicable, with the asymptotic results computed in Section 3.3. The reader is directed to Melczer (2014)
for additional details and examples.

2 Deriving an expression for the generating function

Fix a dimension d and a highly symmetric set of steps S ⊆ {±1, 0}d \ {0}. Recall this means that
(i1, . . . , ik, . . . , id) ∈ S implies (i1, . . . ,−ik, . . . , id) ∈ S . In this section we derive a functional equation
for a multivariate generating function, apply the orbit sum method to derive a closed expression related
to this generating function, and conclude by writing the univariate counting generating function for the
number of walks as the complete diagonal of a rational function.

The following notation is used throughout: xi = x−1
i ; x = (x1, . . . , xd); and i = (i1, i2, . . . , id) ∈ Zd.

2.1 A functional equation

To begin, we define the generating function:

F (x, t) =
∑

i;n≥0

si(n)x
i1
1 · · ·xidd tn,

where si(n) counts the number of walks of length n taking steps from S which stay in the positive orthant
and end at lattice point i. Note that the series F (1, t) is the generating function for the total number of
walks in the orthant, and we can recover the series for walks ending on the hyperplane xk = 0 by setting
xk = 0 in the series F (x, t) (the variables x1, . . . , xd are referred to as catalytic variables in the literature,
as they are present during the analysis and removed at the end of the ‘reaction’ via specialization to 1).
We also define the function (known as either the characteristic polynomial or the inventory of S) by

S(x) =
∑

(s1,s2,...,sd)∈S
xs11 · · ·xsdd ∈ Q [x1, x1, . . . , xd, xd] .

In many recent analyses of lattice walks, functional equations are derived by translating the following
description of a walk into a generating function equation: a walk is either an empty walk, or a shorter walk
followed by a single step. To ensure the condition that the walks remain in the positive orthant, we must
not count walks that add a step with a negative k-th component to a walk ending on the hyperplane xk = 0.
To account for this, it is sufficient to subtract an appropriate multiple of F from the functional equation:
txkF (x1, . . . , xk−1, 0, xk+1, . . . , xd, t), however if a given step has several negative components we must
use inclusion and exclusion to prevent over compensation.
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This can be made explicit. Let S ⊆ {1, 0,−1}d define a d-dimensional lattice model restricted to the
first orthant, and let F (x, t) be the generating function for this model, counting the number of walks of
length n with marked endpoint. Let V = {1, . . . , d} be the set of coordinates j for which there is at least
one step in S with -1 in the j-th coordinate (here it is the full set of indices by non-triviality). Then, by
translating the combinatorial recurrence described above, we see that F satisfies the following functional
equation:

(x1 · · ·xd)F (x) = (x1 · · ·xd) + (x1 · · ·xd)S(x)F (x)
−
∑

V ′⊆V
(−1)|V ′| [(x1 · · ·xd)S(x)F (x)]{xj=0:j∈V ′} .

(1)

We can manipulate this into an equation of the form:

(x1 · · ·xd) (1− tS(x))F (x, t) = (x1 · · ·xd) +
d∑

k=1

Ak(x1, . . . , xk−1, xk+1 . . . , xd, t), (2)

where each Ak ∈ Q[x1, . . . , xk−1, xk+1, . . . , xd][[t]].

Example 3 Set S = {e1,−e1, . . . , ed,−ed}. In this case S(x) =
∑d
j=1(xj + xj), so (x1 · · ·xd)S(x)

vanishes when at least two of the xj are zero, and the generating function satisfies

F (x) = 1 + tS(x)F (x)−
d∑

j=1

xjtF (x1, . . . , xj−1, 0, xj+1 . . . , xd).

2.2 The Orbit Sum Method

The orbit sum method, when it applies, has three main steps: find a suitable group G of rational maps;
apply the elements of the group to the functional equation and form a telescoping sum; and (ultimately)
represent the generating function of a model as the positive series extraction of an explicit rational func-
tion. Bousquet-Mélou and Mishna (2010) illustrate the applicability in the case of lattice walks, and it has
been adapted to several dimensions by Bousquet-Mélou et al. (2014).

1. The group G For any d-dimensional model, we define the group G of 2d rational maps by

G :=
{
(x1, . . . , xd) 7→ (xi11 , . . . , x

id
d ) : (i1, . . . , id) ∈ {−1, 1}d

}
. (3)

Given σ ∈ G, we can consider σ as a map on Q[x1, x1, . . . , xd, xd][[t]] through the group action defined
by σ (A(x, t)) := A (σ(x), t). Due to the symmetry of the step set across each axis, one can verify that
σ(S(x)) = S(σ(x)) = S(x) always holds. The fact that this group does not depend on the step set of the
model – only on the dimension d – is crucial to obtaining the general results here. When d equals two, the
group G matches the group used by Bousquet-Mélou and Mishna (2010).

2. A telescoping sum Next we apply each of the 2d elements of G to Equation (2), and take a weighted
sum by defining sgn(σ) = (−1)r for r = #{k : σ(xk) = xk}.
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Lemma 1 Let F (x, t) be the generating function counting the number of walks of length n with marked
endpoint. Then, as elements of the ring Q[x1, x1, . . . , xd, xd][[t]],

∑

σ∈G
sgn(σ) · σ(x1 · · ·xd)σ(F (x, t)) =

∑
σ∈G sgn(σ) · σ(x1 · · ·xd)

1− tS(x) . (4)

Proof: For each σ ∈ G we have sgn(σ) = − sgn(σkσ) and, since Ak has no xk term,

σ(Ak(x1, . . . , xk−1, xk+1 . . . , xd, t)) = (σkσ)(Ak(x1, . . . , xk−1, xk+1 . . . , xd, t)).

Thus, we can apply each σ ∈ G to Equation (2) and sum the results, weighted by sgn(σ), to cancel all the
Ak terms. Minor algebraic manipulation, along with the fact that the group elements fix S(x1, . . . , xd),
then gives Equation (4). ✷

3. Positive series extraction Considering the expression −(x1x2 · · ·xd)F (x1, x2, . . . , xd, t) in the left
hand side of Equation (4) as an element of Q[x1, x1, . . . , xd, xd][[t]], we see that each term in its ex-
pansion has a negative power of x1. Similarly, except for the case when σ is the identity any term in
σ(x1 · · ·xd)σ(F (x, t)) contains a negative power of at least one variable. Let [x≥k ]A(x1, . . . , xd, t) de-
note the sum of all terms of A(x1, . . . , xd, t) which contain only non-negative powers of xk; Lemma 2
then follows directly from the identity

∑

σ∈G
sgn(σ) · σ(x1 · · ·xd) = (x1 − x1) · · · (xd − xd),

which can be proven by induction.

Lemma 2 Let F (x, t) be the generating function counting the number of walks of length n with marked
endpoint. Then

F (x, t) = [x≥1 ] · · · [x≥d ]R(x, t), (5)

where

R(x, t) =
(x1 − x1) · · · (xd − xd)
(x1 · · ·xd)(1− tS(x))

.

Since the class of D-finite functions are closed under positive series extraction by a result of Lipshitz (1989),
an immediate consequence is the following.

Corollary 1 Under the above conditions on S , the generating function F (x, t) and thus also F (1, t) are
D-finite functions.

2.3 The generating function as a diagonal

Given an element

A(y, t) =
∑

n≥0


 ∑

i1,...,id

ai1,...,id,ny
i1
1 · · · yidd


 tn ∈ Q[y1, y1, . . . , yd, yd][[t]],
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we let ∆ denote the (complete) diagonal operator

∆A(y, t) =
∑

n≥0

an,...,nt
n.

The series extraction, combined with the evaluation can be expressed as a diagonal of rational functions.

Proposition 1 Let B(x, t) be an element of Q[x1, x1, . . . , xd, xd][[t]]. Then

[x≥1 ] · · · [x≥d ]B(x, t)

∣∣∣∣
x1=1,...,xd=1

= ∆

(
B (y1, . . . , yd, y1 · · · yd · t)

(1− y1) · · · (1− yd)

)

The proof results from direct manipulations.
We note also that in our context of lattice walk generating functions, F (x1, . . . , xd, x1 · · ·xd · t) is

actually a power series in the variables x1, . . . , xd, t. Combining Lemma 2 and Proposition 1 implies that

the generating function for the number of walks can be represented as F (1, t) = ∆
(
G(y,t)
H(y,t)

)
, where

G(y, t)

H(y, t)
=

(1− y21) · · · (1− y2d)
1− t(y1 · · · yd)S(y)

· 1

(1− y1) · · · (1− yd)

=
(1 + y1) · · · (1 + yd)

1− t(y1 · · · yd)S(y)
. (6)

To be precise, G(y, t) and H(y, t) are defined as the numerator and denominator of Equation (6).

Example 4 For the walks defined by S = {e1,−e1, . . . , ed,−ed}, we have

G(y, t)

H(y, t)
=

(1 + y1) · · · (1 + yd)

1− t∑n
k=1(1 + y2k)(y1 · · · yk−1yk+1 · · · yd)

.

Note that this rational function is not unique, in the sense that there are other rational functions whose
diagonals yield the same counting sequence.

2.4 The singular variety associated to the kernel

Here, we pause to note that the combinatorial symmetries of the step sets that we consider affect the
geometry of the variety of H(y, t) – called the singular variety. This has a direct impact on both the
asymptotics of the counting sequence under consideration and the ease with which its asymptotics are
computed. In particular, any factors of the form (1 − yk) present in the denominator of this rational
function before simplification would have made the singular variety non-smooth. Although non-smooth
varieties can be handled in many cases – see Pemantle and Wilson (2013) – having a smooth singular
variety is the easiest situation in which one can work in the multivariate setting. Understanding the
interplay between the step set symmetry and the singular variety geometry, and in the process dealing
with the non-smooth cases, is promising future work.
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3 Analytic combinatorics in several variables

Following the work of Pemantle and Wilson (2002) and Raichev and Wilson (2008), we can determine
the dominant asymptotics for the diagonal of the multivariate power series G(y,t)

H(y,t) by studying the variety

(complex set of zeroes) V ⊆ Cd+1 of the denominator

H(y, t) = 1− t · (y1 · · · yd)S(y).

In this situation, a particular set of singular points – called the critical points – which could affect the
asymptotics of ∆(G/H) are first computed in Section 3.1. The set of critical points is then refined to
those which determine the dominant asymptotics up to an exponential decay in Section 3.2; this refined
set is called the set of minimal points as they are the critical points which are ‘closest’ to the origin
in a sense made precise below. The enumerative results come from calculating a Cauchy residue type
integral, and after determining the minimal points we find determine asymptotics in Section 3.3 using
pre-computed formulas for such integrals which can be found in Pemantle and Wilson (2013).

To begin, we verify our claim in the previous section that the variety is smooth (that is, at every point
on V one of the partial derivatives Hyk or Ht does not vanish). Indeed, any non-smooth point on V would
have to satisfy both

1− t(y1 · · · yd)S(y) = H = 0

and − (y1 · · · yd)S(y) = Ht = 0,

which can never occur. Equivalently, this shows that at each point in V there exists a neighbourhood
N ⊆ Cd+1 such that V ∩N is a complex submanifold of N .

3.1 Critical points

The next step is to determine the critical points. For a smooth variety, the critical points are those which
satisfy the following critical point equations:

H = 0, tHt = y1Hy1 , tHt = y2Hy2 , . . . tHt = ydHyd .

That these are all the critical points is justified by Morse Theory laid out in the theory. Given y =
(y1, . . . , yd) ∈ Cd, we define yk := (y1, . . . , yk−1, yk+1, . . . , yd) ∈ Cd−1. As each step in S has
coordinates taking values in {−1, 0, 1}, we may collect the coefficients of the kth variable, and use the
symmetries present to write

S(y) = (yk + yk)S
(k)
1 (yk) + S

(k)
0 (yk), (7)

which uniquely defines the Laurent polynomials S(k)
1 (yk) and S(k)

0 (yk). With this notation the equation
tHt = ykHyk becomes

t(y1 · · · yd)S(y) = t(y1 · · · yd)S(y) + t(y1 · · · yd)(ykSyk(y)),

which implies

0 = t(y1 · · · yd) · ykSyk(y) = t
(
y2k − 1

)
(y1 · · · yk−1yk+1 · · · yd)S(k)

1 (yk). (8)
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Note that while (y1 · · · yk−1yk+1 · · · yd)S(k)
1 is a polynomial, S(k)

1 (yk) itself is a Laurent polynomial, so
one must be careful when specializing variables to 0 in the expression. This calculation characterizes the
critical points of V .

Proposition 2 The point (z, t) = (z1, . . . , zd, t) ∈ V is a critical point of V if and only if for each
1 ≤ k ≤ d either:

1. zk = ±1 or,

2. the polynomial (y1 · · · yk−1yk+1 · · · yd)S(k)
1 (yk) has a root at z.

Proof: We have shown above that the critical point equations reduce to Equation (8). Furthermore, if t
were zero at a point on V then 0 = H(z1, . . . , zn, 0) = 1, a contradiction. ✷

3.2 Minimal points

Among the critical points, only those which are ‘closest’ to the origin will contribute to the asymptotics,
up to an exponentially decaying error. This is analogous to the single variable case, where the singularities
of minimum modulus are those which contribute to the dominant asymptotic term. To be precise, for any
point (z, t) ∈ Cd+1 we define the torus

T (z, t) := {(w, t′) ∈ Cd+1 : |t′| ≤ |t| and |wj | ≤ |zj | for j = 1, . . . , d}.

The critical point (z, t) is called strictly minimal if T (z, t) ∩ V = {(z, t)}, and finitely minimal if the
intersection contains only a finite number of points, all of which are on the boundary of T (z, t). Finally,
we call a critical point isolated if there exists a neighbourhood of Cd+1 where it is the only critical point.
In our case, we need only be concerned with isolated finitely minimal points.

Proposition 3 The point ρ = (1, 1/|S|) is a finitely minimal point of the variety V . Furthermore, any
point in T (ρ) ∩ V is an isolated critical point.

Proof: The point ρ is critical as it lies on V and its first d coordinates are all one. Suppose (w, tw) lies in
V ∩ T (ρ), where we note that any choice of w uniquely determines tw on V . Then, as tw 6= 0,

∣∣∣∣∣∣
∑

(i1,...,id)∈S
wi1+1

1 · · ·wid+1
d

∣∣∣∣∣∣
=

∣∣∣∣(w1 · · ·wd)S(w)

∣∣∣∣ =
∣∣∣∣
1

tw

∣∣∣∣ ≥ |S|.

But (w, tw) ∈ T (ρ) implies |wj | ≤ 1 for each 1 ≤ j ≤ d. Thus, the above inequality states that the
sum of |S| complex numbers of modulus at most one has modulus |S|. The only way this can occur is
if each term in the sum has modulus one, and all terms point in the same direction in the complex plane.
By symmetry, and the assumption that we take a positive step in each direction, there are two terms of the
form wi2+1

2 · · ·wid+1
d and w2

1w
i2+1
2 · · ·wid+1

d in the sum, so that w2
1 must be 1 in order for them to point

in the same direction. This shows w1 = ±1, and the same argument applies to each wk, so there are at
most 2d points in V ∩ T (ρ).
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By Proposition 2 every such point (w, tw) ∈ V∩T (ρ) is critical, and to show it is isolated it is sufficient

to prove S(k)
1 (wk) 6= 0 for all 1 ≤ k ≤ d. Indeed, if S(k)

1 (wk) = 0 then w ∈ V implies

|tw| =
1∣∣∣w1 · · ·wdS(k)

0 (wk)
∣∣∣
≥ 1∣∣∣S(k)

0 (wk)
∣∣∣
≥ 1

S
(k)
0 (1)

>
1

|S| ,

by our assumption that S contains a step which moves forward in the kth coordinate. This contradicts
(w, tw) ∈ T (ρ). ✷

3.3 Asymptotics Results

To apply the formulas of Pemantle and Wilson (2002) we need to define a few quantities. On all of V we
may parametrize the coordinate t as

t(y) =
1

y1 · · · ydS(y)
.

For each point (w, tw) ∈ V∩T (ρ), the analysis of Pemantle and Wilson (2002) shows that the asymptotics
of such an integral depends on the function

f̃ (w)(θ) = log

(
t(w1e

iθ1 , . . . , wde
iθd)

tw

)
+ i

d∑

k=1

θk

= log

(
S(w)

ei(θ1+···+θd)S(w1eiθ1 , . . . , wdeiθd)

)
+ i(θ1 + · · ·+ θd)

= logS(w)− logS(w1e
iθ1 , . . . , wde

iθd). (9)

Let Hw denote the determinant of the Hessian of f̃ (w)(θ) at 0. If Hw 6= 0, then we say (w, tw) is non-
degenerate. The main asymptotic result of smooth multivaritate analytic combinatorics, in this restricted
context, is the following (the original result allows for asymptotic expansions of coefficient sequences
more generally defined from multivariate functions than the diagonal sequence).

Theorem 1 (Adapted from Theorem 3.5 of Pemantle and Wilson (2002)) Suppose that the meromor-
phic function F (y, t) = G(y, t)/H(y, t) has an isolated strictly minimal simple pole at (z, tz). If tHt

does not vanish at (z, tz) then there is an asymptotic expansion

cn ∼ (z1 · · · zd · t)−n
∑

l≥l0
Cln

−(d+l)/2 (10)

for constants Cl, where l0 is the degree to which G vanishes near (z, tz). When G does not vanish at
(z, tz) then l0 = 0 and the leading term of this expansion is

C0 = (2π)−d/2H−1/2
z · G(z, tz)

tHt(z, tz)
. (11)

In fact, Corollary 3.7 of Pemantle and Wilson (2002) shows that in the case of a finitely minimal point
one can simply sum the contributions of each point. Combining this with the above calculations gives our
main result.
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Theorem 2 Let S ⊆ {−1, 0, 1}d\{0} be a set of unit steps in dimension d. If S is symmetric with respect
to each axis, and S takes a positive step in each direction, then the number of walks of length n taking
steps in S , beginning at the origin, and never leaving the positive orthant has asymptotic expansion

sn ∼
[(
s(1) · · · s(d)

)−1/2

π−d/2|S|d/2
]
· n−d/2 · |S|n, (12)

where s(k) denotes the number of steps in S which have kth coordinate 1.

Proof: We begin by verifying that each point (w, tw) ∈ V ∩ T (ρ) satisfies the conditions of Theorem 1:

1. (w, tw) is a simple pole As V is smooth, the point (w, tw) is a simple pole.

2. (w, tw) is isolated This is proven in Proposition 3.

3. tHt does not vanish at (w, tw) This follows from twHt(w, tw) = 1/(w1 · · ·wd) 6= 0.

4. (w, tw) is non-degenerate Directly taking partial derivatives in Equation (9) implies

f̃
(w)
θjθk

(0) =





wjwk
Syjyk(w)S(w)− Syj (w)Syk(w)

S(w)2
: j 6= k

Syjyj (w)S(w) + wjSyj (w)S(w)− Syj (w)2

S(w)2
: j = k

.

Since Syj (y) = (1 − y−2
j )S

(j)
1 (yj) we see that Syj (w) = 0. Furthermore, one can calculate that

Syjyj (w) = 2S
(j)
1 (w) and Syjyk(w) = 0 for j 6= k, so that the Hessian of f̃ (w)(θ) at 0 is a diago-

nal matrix and

Hw =
2d

S(w)d
S
(1)
1 (w) · · ·S(d)

1 (w). (13)

The proof of Proposition 3 implies that S(k)
1 (w) 6= 0 for any 1 ≤ k ≤ d, so each (w, tw) is non-

degenerate.
Thus, we can apply Corollary 3.7 of Pemantle and Wilson (2002) and sum the expansions (10) at each

point in V ∩ T (ρ) to obtain the asymptotic expansion

sn ∼ |S|n
∑

w∈V∩T (ρ)


∑

l≥lw
Cw
l n

−(d+l)/2


 (14)

for constants Cw
l , where lw is the degree to which G(y, t) vanishes near (w, tw). Since the numerator

G(y, t) = (1 + y1) · · · (1 + yd) vanishes at all points of w ∈ V ∩ T (ρ) except for ρ = (1, 1/|S|), the
dominant term of (14) is determined only by the contribution of w = ρ. Substituting the value for Hρ
given by Equation (13) into Equation (11) gives the desired asymptotic result. ✷
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4 Conclusion

The purpose of this article, aside from the specific combinatorial results it contains, is to enforce the
notion that there are many possibilities for studying lattice walks in restricted regions through the use of
diagonals and analytic combinatorics in several variables. As shown above, walks with symmetry across
each axis all have a smooth singular variety, making them the perfect entry point.

It also seems that the remarkable symmetries could be exploited another way if the generating func-
tions could be described directly by symmetric functions. Diagonals first appear in the study of D-finite
symmetric functions in the work of Gessel (1990).

4.1 Generalizations: less symmetry

A major goal moving forward is to deal with step sets missing some symmetries. For general (unit) step
sets there is the notion of the group of a walk, which can help write the generating function for the number
of walks as a diagonal of a rational function in many cases, however this is not always possible. First of
all, such diagonals are always D-finite, and as shown by Bousquet-Mélou and Petkovšek (2003) there are
already walks in two dimensions restricted to the positive quadrant which have non D-finite generating
functions. Indeed, in the two dimensional case for walks with unit steps there is strong evidence in the
work of Bostan and Kauers (2009) and Bostan et al. (2014) that all walks which are non D-finite have
their related group being infinite, although it has only been proven for the univariate counting function in
5 of 56 cases Melczer and Mishna (2014).

For walks with longer steps, the difficulty lies in determining an analogue to the group G which would
allow one to write the counting generating function as a diagonal. If the step sets still contain symmetry
across each axis, the elements of the group defined here will still fix the step set S , but new types of terms
appearing in the functional Equation (2) require additional group elements to get a result analogous to
Equation (4).

4.2 Are all D-finite models diagonals?

Even in when this group is finite, trying to sum the functional equation using group elements to get a
result as in Theorem 2 does not always work (including some cases where the generating functions are
algebraic and thus can be written as a diagonal of some rational function). A conjecture of Christol (1990)
states that any globally bounded D-finite function (which includes power series convergent at the origin
with integer coefficients) can be written as the diagonal of a multivariate rational function. Determining
an automatic method of writing known D-finite functions as diagonals, even if only in the case of lattice
walks, would have great use.

4.3 The singular variety

Finally, assuming one can get the generating function for the number of walks in a more general setting
as a rational diagonal, results on asymptotics can be reduced to an analysis of this rational function.
Both Pemantle and Wilson (2013) and Raichev and Wilson (2011) give results for singular varieties which
are non-smooth, but whose critical points are multiple points. Due to the constraints on the rational
functions arising from the combinatorial nature of lattice paths in restricted regions, there is hope for a
more general treatment which allows for some non symmetries.
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Abstract. The new dual-pivot Quicksort by Vladimir Yaroslavskiy — used in Oracle’s Java runtime library since ver-
sion 7 — features intriguing asymmetries in its behavior. They were shown to cause a basic variant of this algorithm
to use less comparisons than classic single-pivot Quicksort implementations. In this paper, we extend the analysis
to the case where the two pivots are chosen as fixed order statistics of a random sample and give the precise leading
term of the average number of comparisons, swaps and executed Java Bytecode instructions. It turns out that —
unlike for classic Quicksort, where it is optimal to choose the pivot as median of the sample — the asymmetries in
Yaroslavskiy’s algorithm render pivots with a systematic skew more efficient than the symmetric choice. Moreover,
the optimal skew heavily depends on the employed cost measure; most strikingly, abstract costs like the number of
swaps and comparisons yield a very different result than counting Java Bytecode instructions, which can be assumed
most closely related to actual running time.

Keywords: Quicksort, dual-pivot, Yaroslavskiy’s partitioning method, median of three, average case analysis

1 Introduction

Quicksort is one of the most efficient comparison-based sorting algorithms and is thus widely used in
practice, for example in the sort implementations of the C++ standard library and Oracle’s Java runtime
library. Almost all practical implementations are based on the highly tuned version of Bentley and McIlroy
(1993), often equipped with the strategy of Musser (1997) to avoid quadratic worst case behavior. The
Java runtime environment was no exception to this — up to version 6. With version 7 released in 2009,
however, Oracle broke with this tradition and replaced its tried and tested implementation by a dual-pivot
Quicksort with a new partitioning method proposed by Vladimir Yaroslavskiy.

The decision was based on extensive running time experiments that clearly favored the new algorithm.
This was particularly remarkable as earlier analyzed dual-pivot variants had not shown any potential for
performance gains over classic single-pivot Quicksort (Sedgewick, 1975; Hennequin, 1991). However, we

†An extended version with proof details in the appendix is available at http://arxiv.org/abs/1403.6602.

1365–8050 © 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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could show for pivots from fixed array positions (i.e. no sampling) that Yaroslavskiy’s asymmetric par-
titioning method beats classic Quicksort in the comparison model: asymptotically 1.9n lnn vs. 2n lnn
comparisons on average (Wild and Nebel, 2012). As these savings are opposed by a large increase in the
number of swaps, the overall competition still remained open. To settle it, we compared two Java imple-
mentations of the Quicksort variants and found that Yaroslavskiy’s method actually executes more Java
Bytecode instructions on average (Wild et al., 2013b). A possible explanation why it still shows better
running times was recently given by Kushagra et al. (2014): Yaroslavskiy’s algorithm needs fewer scans
over the array than classic Quicksort, and is thus more efficient in the external memory model.

Our analyses cited above ignore a very effective strategy in Quicksort: for decades, practical imple-
mentations choose their pivots as median of a random sample of the input to be more efficient (both in
terms of average performance and in making worst cases less likely). Oracle’s Java 7 implementation also
employs this optimization: it chooses its two pivots as the tertiles of five sample elements. This equidistant
choice is a plausible generalization, since selecting the pivot as median is known to be optimal for classic
Quicksort (Sedgewick, 1975; Martínez and Roura, 2001).

However, the classic partitioning methods treat elements smaller and larger than the pivot in symmetric
ways — unlike Yaroslavskiy’s partitioning algorithm: depending on how elements relate to the two pivots,
one of five different execution paths is taken in the partitioning loop, and these can have highly different
costs! How often each of these five paths is taken depends on the ranks of the two pivots, which we can
push in a certain direction by selecting other order statistics of a sample than the tertiles. The partitioning
costs alone are then minimized if the cheapest execution path is taken all the time. This however leads
to very unbalanced distributions of sizes for the recursive calls, such that a trade-off between partitioning
costs and balance of subproblem sizes results.

We have demonstrated experimentally that there is potential to tune dual-pivot Quicksort using skewed
pivots (Wild et al., 2013c), but only considered a small part of the parameter space. It will be the purpose

of this paper to identify the optimal way to sample pivots by means of a precise analysis of the

resulting overall costs, and to validate (and extend) the empirical findings that way.

Related work. Single-pivot Quicksort with pivot sampling has been intensively studied over the last
decades (Emden, 1970; Sedgewick, 1975, 1977; Hennequin, 1991; Martínez and Roura, 2001; Neininger,
2001; Chern and Hwang, 2001; Durand, 2003). We heavily profit from the mathematical foundations laid
by these authors. There are scenarios where, even for the symmetric, classic Quicksort, a skewed pivot can
yield benefits over median of k (Martínez and Roura, 2001; Kaligosi and Sanders, 2006). An important
difference to Yaroslavskiy’s algorithm is, however, that the situation remains symmetric: a relative pivot
rank α < 1

2 has the same effect as one with rank 1− α. For dual-pivot Quicksort with an arbitrary parti-
tioning method, Aumüller and Dietzfelbinger (2013) establish a lower bound of asymptotically 1.8n lnn
comparisons and they also propose a partitioning method that attains this bound.

Outline. After listing some general notation, Section 3 introduces the subject of study. Section 4 collects
the main analytical results of this paper, whose proof is divided into Sections 5, 6 and 7. Arguments are
kept concise here, but the interested reader is provided with details in the extended version on the arXiv.
The algorithmic consequences of our analysis are discussed in Section 8. Section 9 concludes the paper.
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2 Notation and Preliminaries

We write vectors in bold font, for example t = (t1, t2, t3). For concise notation, we use expressions like
t + 1 to mean element-wise application, i.e., t + 1 = (t1 + 1, t2 + 1, t3 + 1). By Dir(α), we denote
a random variable with Dirichlet distribution and shape parameter α = (α1, . . . , αd) ∈ Rd>0. Likewise
for parameters n ∈ N and p = (p1, . . . , pd) ∈ [0, 1]d with p1 + · · · + pd = 1, we write Mult(n,p)
for a random variable with multinomial distribution with n trials. HypG(k, r, n) is a random variable
with hypergeometric distribution, i.e., the number of red balls when drawing k times without replacement
from an urn of n ∈ N balls, r of which are red, (where k, r ∈ {1, . . . , n}). Finally, U(a, b) is a random
variable uniformly distributed in the interval (a, b), and B(p) is a Bernoulli variable with probability p
to be 1. We use “D=” to denote equality in distribution. As usual for the average case analysis of sorting
algorithms, we assume the random permutation model, i.e., all elements are different and every ordering
of them is equally likely. The input is given as array A of length n and we denote the initial entries of A by
U1, . . . , Un. We further assume that U1, . . . , Un are i. i. d. uniformly U(0, 1) distributed; as their ordering
forms a random permutation (Mahmoud, 2000), this assumption is without loss of generality.

A comprehensive list of notations is given in Appendix A of the extended version.

3 Generalized Yaroslavskiy Quicksort

In this section, we review Yaroslavskiy’s partitioning method and combine it with the pivot sampling
optimization to obtain what we call the Generalized Yaroslavskiy Quicksort algorithm. We leave some
parts of the algorithm unspecified here that are not important for the analysis. A full-detail implementation
is provided in Appendix B of the extended version of the paper.

3.1 Generalized Pivot Sampling

Our pivot selection process is declaratively specified as follows, where t = (t1, t2, t3) ∈ N3 is a fixed
parameter: choose a random sample V = (V1, . . . , Vk) of size k = k(t) := t1 + t2 + t3 + 2 from the
elements and denote by (V(1), . . . , V(k)) the sorted (i) sample, i.e., V(1) ≤ V(2) ≤ · · · ≤ V(k). Then choose
the two pivots P := V(t1+1) and Q := V(t1+t2+2) such that they divide the sorted sample into three
regions of respective sizes t1, t2 and t3:

V(1) . . . V(t1)︸ ︷︷ ︸
t1 elements

≤ V(t1+1)︸ ︷︷ ︸
=P

≤ V(t1+2) . . . V(t1+t2+1)︸ ︷︷ ︸
t2 elements

≤ V(t1+t2+2)︸ ︷︷ ︸
=Q

≤ V(t1+t2+3) . . . V(k)︸ ︷︷ ︸
t3 elements

. (3.1)

Note that by definition, P is the small(er) pivot and Q is the large(r) one. We refer to the k − 2 elements
of the sample that are not chosen as pivot as “sampled-out”; P and Q are the chosen pivots. All other
elements — those which have not been part of the sample — are referred to as ordinary elements. Pivots
and ordinary elements together form the set of partitioning elements, (because we exclude sampled-out
elements from partitioning).

3.2 Yaroslavskiy’s Dual Partitioning Method

In bird’s-eye view, Yaroslavskiy’s partitioning method consists of two indices, k and g, that start at the
left resp. right end of A and scan the array until they meet. Elements left of k are smaller or equal than Q,

(i) In case of equal elements any possible ordering will do. However in this paper, we assume distinct elements.
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elements right of g are larger. Additionally, a third index ℓ lags behind k and separates elements smaller
than P from those between both pivots. Graphically speaking, the invariant of the algorithm is as follows:

P Q< P

ℓ

≥ Q
g

P ≤ ◦ ≤ Q
k ←→ →

?

We write K and G for the sets of all indices that k resp. g attain in the course of the partitioning process.
Moreover, we call an element small, medium, or large if it is smaller than P , between P and Q, or larger
than Q, respectively. The following properties of the algorithm are needed for the analysis, (see Wild and
Nebel (2012); Wild et al. (2013b) for details):

(Y1) Elements Ui, i ∈ K, are first compared with P . Only if Ui is not small, it is also compared to Q.

(Y2) Elements Ui, i ∈ G, are first compared with Q. If they are not large, they are also compared to P .

(Y3) Every small element eventually causes one swap to put it behind ℓ.

(Y4) The large elements located in K and the non-large elements in G are always swapped in pairs.

For the number of comparisons we will thus need to count the large elements Ui with i ∈ K; we abbreviate
their number by “l@K”. Similarly, s@K and s@G denote the number of small elements in k’s resp. g’s
range.

When partitioning is finished, k and g have met and thus ℓ and g divide the array into three ranges,
containing the small, medium resp. large (ordinary) elements, which are then sorted recursively. For
subarrays with at most w elements, we switch to Insertionsort, (where w is constant and at least k). The
resulting algorithm, Generalized Yaroslavskiy Quicksort with pivot sampling parameter t = (t1, t2, t3)
and Insertionsort threshold w, is henceforth called Y wt .

4 Results

For t ∈ N3 andHn the nth harmonic number, we define the discrete entropy H(t) of t as

H(t) =
3∑

l=1

tl + 1

k + 1
(Hk+1 −Htl+1) . (4.1)

The name is justified by the following connection between H(t) and the entropy function H∗ of informa-
tion theory: for the sake of analysis, let k →∞, such that ratios tl/k converge to constants τl. Then

H(t) ∼ −
3∑

l=1

τl
(
ln(tl + 1)− ln(k + 1)

)
∼ −

3∑

l=1

τl ln(τl) =: H∗(τ ) . (4.2)

The first step follows from the asymptotic equivalence Hn ∼ ln(n) as n → ∞. (4.2) shows that for
large t, the maximum of H(t) is attained for τ1 = τ2 = τ3 = 1

3 . Now we state our main result:
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Theorem 4.1 (Main theorem): Generalized Yaroslavskiy Quicksort with pivot sampling parameter t =
(t1, t2, t3) performs on average Cn ∼ aC

H(t) n lnn comparisons and Sn ∼ aS
H(t) n lnn swaps to sort a

random permutation of n elements, where

aC = 1 +
t2 + 1

k + 1
+

(2t1 + t2 + 3)(t3 + 1)

(k + 1)(k + 2)
and aS =

t1 + 1

k + 1
+

(t1 + t2 + 2)(t3 + 1)

(k + 1)(k + 2)
. (4.3)

Moreover, if the partitioning loop is implemented as in Appendix C of (Wild et al., 2013b), it executes on

average BCn ∼ aBC

H(t) n lnn Java Bytecode instructions to sort a random permutation of size n with

aBC = 10 + 13
t1 + 1

k + 1
+ 5

t2 + 1

k + 1
+ 11

(t1 + t2 + 2)(t3 + 1)

(k + 1)(k + 2)
+

(t1 + 1)(t1 + t2 + 3)

(k + 1)(k + 2)
. (4.4)

The following sections are devoted to the proof of Theorem 4.1. Section 5 sets up a recurrence of costs
and characterizes the distribution of costs of one partitioning step. The expected values of the latter are
computed in Section 6. Finally, Section 7 provides a generic solution to the recurrence of the expected
costs; in combination with the expected partitioning costs, this concludes our proof.

5 Distributional Analysis

5.1 Recurrence Equations of Costs

Let us denote by Cn the costs of Y wt on a random permutation of size n— where different “cost mea-
sures”, like the number of comparisons, will take the place of Cn later. Cn is a non-negative random
variable whose distribution depends on n. The total costs decompose into those for the first partitioning
step plus the costs for recursively solving subproblems. As Yaroslavskiy’s partitioning method preserves
randomness (see Appendix B of the extended version), we can express the total costs Cn recursively in
terms of the same cost function with smaller arguments: for sizes J1, J2 and J3 of the three subprob-
lems, the costs of corresponding recursive calls are distributed like CJ1 , CJ2 and CJ3 , and conditioned on
J = (J1, J2, J3), these random variables are independent. Note, however, that the subproblem sizes are
themselves random and inter-dependent. Denoting by Tn the costs of the first partitioning step, we obtain
the following distributional recurrence for the family (Cn)n∈N of random variables:

Cn
D
=

{
Tn + CJ1 + C ′

J2
+ C ′′

J3
, for n > w;

Wn, for n ≤ w. (5.1)

Here Wn denotes the cost of Insertionsorting a random permutation of size n. (C ′
j)j∈N and (C ′′

j )j∈N

are independent copies of (Cj)j∈N, i.e., for all j, the variables Cj , C ′
j and C ′′

j are identically distributed
and for all j ∈ N3, Cj1 , C ′

j2
and C ′′

j3
are totally independent, and they are also independent of Tn. We

call Tn the toll function of the recurrence, as it quantifies the “toll” we have to pay for unfolding the
recurrence once. Different cost measures only differ in the toll functions, such that we can treat them all
in a uniform fashion by studying (5.1). Taking expectations on both sides, we find a recurrence equation
for the expected costs E[Cn]:

E[Cn] =





E[Tn] +
∑

j=(j1,j2,j3)
j1+j2+j3=n−2

P(J = j)
(
E[Cj1 ] + E[Cj2 ] + E[Cj3 ]

)
, for n > w;

E[Wn], for n ≤ w.
(5.2)
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A simple combinatorial argument gives access to P(J = j), the probability of J = j: of the
(
n
k

)
different

size k samples of n elements, those contribute to the probability of {J = j}, in which exactly t1 of the
sample elements are chosen from the overall j1 small elements; and likewise t2 of the j2 medium elements
and t3 of the j3 large ones are contained in the sample. We thus have

P(J = j) =

(
j1
t1

)(
j2
t2

)(
j3
t3

)/(
n

k

)
. (5.3)

5.2 Distribution of Partitioning Costs

Let us denote by I1, I2 and I3 the number of small, medium and large elements among the ordinary
elements, (i.e., I1 + I2 + I3 = n − k) — or equivalently stated, I = (I1, I2, I3) is the (vector of) sizes
of the three partitions (excluding sampled-out elements). Moreover, we define the indicator variable
δ = 1{Uχ >Q} to account for an idiosyncrasy of Yaroslavskiy’s algorithm (see the proof of Lemma 5.1),
where χ is the point where indices k and g first meet. As we will see, we can characterize the distribution
of partitioning costs conditional on I, i.e., when considering I fixed.

5.2.1 Comparisons

For constant size samples, only the comparisons during the partitioning process contribute to the linearith-
mic leading term of the asymptotic average costs, as the number of partitioning steps remains linear. We
can therefore ignore comparisons needed for sorting the sample. As w is constant, the same is true for
subproblems of size at most w that are sorted with Insertionsort. It remains to count the comparisons
during the first partitioning step.

Lemma 5.1: Conditional on the partition sizes I, the number of comparisons TC = TC(n) in the first

partitioning step of Y wt on a random permutation of size n > w fulfills

TC(n) = (n− k) + I2 + (l@K) + (s@G) + 2δ (5.4)
D
= (n− k) + I2 + HypG(I1 + I2, I3, n− k) + HypG(I3, I1, n− k) + 3B

(
I3
n−k

)
. (5.5)

Proof: Every ordinary element is compared to at least one of the pivots, which makes n−k comparisons.
Additionally, for all medium elements, the second comparison is inevitably needed to recognize them as
“medium”, and there are I2 such elements. Large elements only cause a second comparison if they are first
compared with P , which happens if and only if they are located in k’s range, see (Y1). We abbreviated
the (random) number of large elements in K as l@K. Similarly, s@G counts the second comparison for
all small elements found in g’s range, see (Y2).

The last summand 2δ accounts for a technicality in Yaroslavskiy’s algorithm. If Uχ, the element
where k and g meet, is large, then index k overshoots g by one, which causes two additional (superfluous)
comparisons with this element. δ = 1{Uχ >Q} is the indicator variable of this event. This proves (5.4).

For the equality in distribution, recall that I1, I2 and I3 are the number of small, medium and large
elements, respectively. Then we need the cardinalities of K and G. Since the elements right of g after
partitioning are exactly all large elements, we have |G| = I3 and |K| = I1+ I2+ δ; (again, δ accounts for
the overshoot, see Wild et al. (2013b) for detailed arguments). The distribution of s@G, conditional on I,
is now given by the following urn model: we put all n − k ordinary elements in an urn and draw their
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0 1P Q

D1 D2 D3

Figure 1: Graphical representation of the relation between D and the pivot values P and Q on the unit interval.

positions in A. I1 of the elements are colored red (namely the small ones), the rest is black (non-small).
Now we draw the |G| = I3 elements in g’s range from the urn without replacement. Then s@G is exactly
the number of red (small) elements drawn and thus s@G D= HypG(I3, I1, n− k).

The arguments for l@K are similar, however the additional δ in |K| needs special care. As shown in
the proof of Lemma 3.7 of Wild et al. (2013b), the additional element in k’s range for the case δ = 1 is
Uχ, which then is large by definition of δ. It thus simply contributes as additional summand: l@K D=
HypG(I1 + I2, I3, n− k) + δ. Finally, the distribution of δ is Bernoulli B

(
I3
n−k

)
, since conditional on I,

the probability of an ordinary element to be large is I3/(n− k). ✷

5.2.2 Swaps

As for comparisons, only the swaps in the partitioning step contribute to the leading term asymptotics.

Lemma 5.2: Conditional on the partition sizes I, the number of swaps TS = TS(n) in the first partitioning

step of Y wt on a random permutation of size n > w fulfills

TS(n) = I1 + (l@K) D
= I1 + HypG(I1 + I2, I3, n− k) + B

(
I3
n−k

)
. (5.6)

Proof: No matter where a small element is located initially, it will eventually incur one swap that puts it
at its final place (for this partitioning step) to the left of ℓ, see (Y3); this gives a contribution of I1. The
remaining swaps come from the “crossing pointer” scheme, where k stops on the first large and g on the
first non-large element, which are then exchanged in one swap (Y4). For their contribution, it thus suffices
to count the large elements in k’s range, that is l@K. The distribution of l@K has already been discussed
in the proof of Lemma 5.1. ✷

5.2.3 Bytecode Instructions

A closer investigation of the partitioning method reveals the number of executions for every single Byte-
code instruction in the algorithm. Details are omitted here; the analysis is very similar to the case without
pivot sampling that is presented in detail in (Wild et al., 2013b).

Lemma 5.3: Conditional on the partition sizes I, the number of executed Java Bytecode instructions
TBC = TBC (n) of the first partitioning step of Y wt — implemented as in Appendix C of (Wild et al.,
2013b) — fulfills on a random permutation of size n > w

TBC (n)
D
= 10n+ 13I1 + 5I2 + 11HypG(I1 + I2, I3, n− k) +HypG(I1, I1 + I2, n− k) + O(1) . (5.7)

✷

Other cost measures can be analyzed similarly, e.g., the analysis of Kushagra et al. (2014) for I/Os in the
external memory model is easily generalized to pivot sampling. We omit it here due to space constraints.

5.2.4 Distribution of Partition Sizes

There is a close relation between I, the number of small, medium and large ordinary elements, and J, the
size of subproblems; we only have to add the sampled-out elements again before the recursive calls. So
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we have J = I+ t and P(I = i) =
(
i1+t1
t1

)(
i2+t2
t2

)(
i3+t3
t3

)/(
n
k

)
by (5.3). Albeit valid, this form results in

nasty sums with three binomials when we try to compute expectations involving I.
An alternative characterization of the distribution of I that is better suited for our needs exploits that

we have i. i. d. U(0, 1) variables. If we condition on the pivot values, i.e., consider P and Q fixed, an
ordinary element U is small, if U ∈ (0, P ), medium if U ∈ (P,Q) and large if U ∈ (Q, 1). The lengths
D = (D1, D2, D3) of these three intervals (see Figure 1), thus are the probabilities for an element to be
small, medium or large, respectively. Note that this holds independently of all other ordinary elements!
The partition sizes I are then obtained as the collective outcome of n− k independent drawings from this
distribution, so conditional on D, I is multinomially Mult(n− k,D) distributed.

With this alternative characterization, we have decoupled the pivot ranks (determined by I) from the
pivot values, which allows for a more elegant computation of expected values. This decoupling trick has
(implicitly) been applied to the analysis of classic Quicksort earlier, e.g., by Neininger (2001).

5.2.5 Distribution of Pivot Values

The input array is initially filled with n i. i. d. U(0, 1) random variables from which we choose a sample
{V1, . . . , Vk} ⊂ {U1, . . . , Un} of size k. The pivot values are then selected as order statistics of the
sample: P := V(t1+1) and Q := V(t1+t2+2) (cf. Section 3.1). In other words, D is the vector of spacings

induced by the order statistics V(t1+1) and V(t1+t2+2) of k i. i. d. U(0, 1) variables V1, . . . , Vk, which is
known to have a Dirichlet Dir(t+ 1) distribution (Proposition C.1 of the extended version).

6 Expected Partitioning Costs

In Section 5, we characterized the full distribution of the costs of the first partitioning step. However,
since those distributions are conditional on other random variables, we have to apply the law of total

expectation. By linearity of the expectation, it suffices to consider the following summands:

Lemma 6.1: For pivot sampling parameter t ∈ N3 and partition sizes I
D= Mult(n − k,D), based on

random spacings D
D= Dir(t+ 1), the following (unconditional) expectations hold:

E[Ij ] =
tj + 1

k + 1
(n− k) , (j = 1, 2, 3), (6.1)

E
[
B
(
I3
n−k

)]
=

t3 + 1

k + 1
= Θ(1) , (n→∞), (6.2)

E
[
HypG(I3, I1, n− k)

]
=

(t1 + 1)(t3 + 1)

(k + 1)(k + 2)
(n− k − 1) , (6.3)

E
[
HypG(I1 + I2, I3, n− k)

]
=

(t1 + t2 + 2)(t3 + 1)

(k + 1)(k + 2)
(n− k − 1) . (6.4)

Using known properties of the involved distributions, the proof is elementary (see Appendix D of the
extended version for detailed computations).

7 Solution of the Recurrence

Theorem 7.1: Let E[Cn] be a sequence of numbers satisfying recurrence (5.2) on page 329 for a constant

w ≥ k and let the toll function E[Tn] be of the form E[Tn] = an+ O(1) for a constant a. Then we have

E[Cn] ∼ a
H(t) n lnn, where H(t) is given by equation (4.1) on page 328.
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Figure 2: Inverse of discrete entropy (top), number of comparisons per partitioning step (middle) and overall com-
parisons (bottom) for all t with k = 8, relative to the tertiles case t = (2, 2, 2).

t1�
t2 0 1 2 3

0 1.9956 1.8681 2.0055 2.4864
1 1.7582 1.7043 1.9231
2 1.7308 1.7582
3 1.8975

(a) aC/H(t)

t1�
t2 0 1 2 3

0 0.4907 0.4396 0.4121 0.3926

1 0.6319 0.5514 0.5220
2 0.7967 0.7143
3 1.0796

(b) aS/H(t)

t1�
t2 0 1 2 3

0 20.840 18.791 19.478 23.293
1 20.440 19.298 21.264
2 22.830 22.967
3 29.378

(c) aBC /H(t)

Table 1:
aC
H(t)

, aS
H(t)

and aBC

H(t)
for all t with k = 5. Rows resp. columns give t1 and t2; t3 is then k − 2 − t1 − t2.

The symmetric choice t = (1, 1, 1) is shaded, the minimum is printed in bold.

Theorem 7.1 has first been proven by Hennequin (1991, Proposition III.9) using arguments on the
Cauchy-Euler differential equations that the recurrence implies for the generating function of E[Cn]. The
tool box of handy and ready-to-apply theorems has grown considerably since then. In Appendix E of the
extended version, we give a concise and elementary proof using the Continuous Master Theorem (Roura,
2001): we show that the distribution of the relative subproblem sizes converges to a Beta distribution and
that then a continuous version of the recursion tree argument allows to solve our recurrence. An alternative
tool closer to Hennequin’s original arguments is offered by Chern et al. (2002).

Theorem 4.1 now directly follows by using Lemma 6.1 on the partitioning costs from Lemma 5.1, 5.2
and 5.3 and plugging the result into Theorem 7.1.

8 Discussion — Asymmetries Everywhere

With Theorem 4.1, we can find the optimal sampling parameter t for any given sample size k. As an
example, Figure 2 shows how H(t), aC and the overall number of comparisons behave for all possible t

with sample size k = 8: the discrete entropy decreases symmetrically as we move away from the center
t = (2, 2, 2); this corresponds to the effect of less evenly distributed subproblem sizes. The individual
partitioning steps, however, are cheap for small values of t2 and optimal in the extreme point t = (6, 0, 0).
For minimizing the overall number of comparisons — the ratio of latter two numbers — we have to find a
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suitable trade-off between the center and the extreme point (6, 0, 0); in this case the minimal total number
of comparisons is achieved with t = (3, 1, 2).

Apart from this trade-off between the evenness of subproblem sizes and the number of comparisons per
partitioning, Table 1 shows that the optimal choices for t w. r. t. comparisons, swaps and Bytecodes heavily
differ. The partitioning costs are, in fact, in extreme conflict with each other: for all k ≥ 2, the minimal
values of aC , aS and aBC among all choices of t for sample size k are attained for t = (k − 2, 0, 0),
t = (0, k − 2, 0) and t = (0, 0, k − 2), respectively. Intuitively this is so, as the strategy minimizing
partitioning costs in isolation is to make the cheapest path through the partitioning loop execute as often
as possible, which naturally leads to extreme choices for t. It then depends on the actual numbers, where
the total costs are minimized. It is thus not possible to minimize all cost measures at once, and the rivaling
effects described above make it hard to reason about optimal parameters merely on a qualitative level. The
number of executed Bytecode instructions is certainly more closely related to actual running time than the
pure number of comparisons and swaps, while it remains platform independent and deterministic.(ii) We
hope that the sensitivity of the optimal sampling parameter to the chosen cost measure renews the interest
in instruction-level analysis in the style of Knuth. Focusing only on abstract cost measures leads to
suboptimal choices in Yaroslavskiy’s Quicksort!

It is interesting to note in this context that the implementation in Oracle’s Java 7 runtime library —
which uses t = (1, 1, 1)— executes asymptotically more Bytecodes (on random permutations) than Y wt
with t = (0, 1, 2), despite using the same sample size k = 5. Whether this also results in a performance
gain in practice, however, depends on details of the runtime environment (Wild et al., 2013c).

Continuous ranks. It is natural to ask for the optimal relative ranks of P andQ if we are not constrained
by the discrete nature of pivot sampling. In fact, one might want to choose the sample size depending on
those optimal relative ranks to find a discrete order statistic that falls close to the continuous optimum.

We can compute the optimal relative ranks by considering the limiting behavior of Y wt as k → ∞.
Formally, we consider the following family of algorithms: let (t(j)l )j∈N for l = 1, 2, 3 be three sequences
of non-negative integers and set k(j) := t(j)1 + t(j)2 + t(j)3 + 2 for every j ∈ N. Assume that we have
k(j) →∞ and t(j)l /k(j) → τl with τl ∈ [0, 1] for l = 1, 2, 3 as j →∞. Note that we have τ1+τ2+τ3 = 1
by definition. For each j ∈ N, we can apply Theorem 4.1 for Y w

t(j)
and then consider the limiting behavior

of the total costs for j → ∞.(iii) For H(t), equation (4.2) shows convergence to the entropy function
H∗(τ ) = −∑3

l=1 τl ln(τl) and for the numerators aC , aS and aBC , it is easily seen that

a(j)C → a∗C := 1 + τ2 + (2τ1 + τ2)τ3 , (8.1)

a(j)S → a∗S := τ1 + (τ1 + τ2)τ3 , (8.2)

a(j)
BC

→ a∗BC
:= 10 + 13τ1 + 5τ2 + (τ1 + τ2)(τ1 + 11τ3) . (8.3)

Together, the overall number of comparisons, swaps and Bytecodes converge to a∗C/H
∗(τ ), a∗S/H

∗(τ )
resp. a∗

BC
/H∗(τ ); see Figure 3 for plots. We could not find a way to compute the minima of these

functions analytically. However, all three functions have isolated minima that can be approximated well
by numerical methods.

(ii) Counting the number of executed Bytecode instructions still ignores many important effects on actual running time, e.g., costs of
branch mispredictions in pipelined execution, cache misses and the influence of just-in-time compilation.

(iii) Letting the sample size go to infinity implies non-constant overhead per partitioning step for our implementation, which is not
negligible any more. For the analysis here, you can assume an oracle that provides us with the desired order statistic in O(1).
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Figure 3: Contour plots for the limits of the leading term coefficient of the overall number of comparisons, swaps
and executed Bytecode instructions, as functions of τ . τ1 and τ2 are given on x- and y-axis, respectively, which
determine τ3 as 1 − τ1 − τ2. Black dots mark global minima, white dots show the center point τ1 = τ2 = τ3 = 1

3
.

(For swaps no minimum is attained in the open simplex, see main text). Black dashed lines are level lines connecting
“equi-cost-ant” points, i.e. points of equal costs. White dotted lines mark points of equal entropy H∗(τ ).

The number of comparisons is minimized for τ ∗
C ≈ (0.428846, 0.268774, 0.302380). For this choice,

the expected number of comparisons is asymptotically 1.4931n lnn. For swaps, the minimum is not
attained inside the open simplex, but for the extreme points τ ∗

S = (0, 0, 1) and τ ∗′
S = (0, 1, 0). The

minimal value of the coefficient is 0, so the expected number of swaps drops to o(n lnn) for these extreme
points. Of course, this is a very bad choice w. r. t. other cost measures, e.g., the number of comparisons
becomes quadratic, which again shows the limitations of tuning an algorithm to one of its basic operations
in isolation. The minimal asymptotic number of executed Bytecodes of roughly 16.3833n lnn is obtained
for τ ∗

BC
≈ (0.206772, 0.348562, 0.444666).

We note again that the optimal choices heavily differ depending on the employed cost measure and
that the minima differ significantly from the symmetric choice τ = ( 13 ,

1
3 ,

1
3 ).

9 Conclusion

In this paper, we gave the precise leading term asymptotic of the average costs of Quicksort with Yaroslav-
skiy’s dual-pivot partitioning method and selection of pivots as arbitrary order statistics of a constant size
sample. Our results confirm earlier empirical findings (Yaroslavskiy, 2010; Wild et al., 2013c) that the
inherent asymmetries of the partitioning algorithm call for a systematic skew in selecting the pivots — the
tuning of which requires a quantitative understanding of the delicate trade-off between partitioning costs
and the distribution of subproblem sizes for recursive calls. Moreover, we have demonstrated that this
tuning process is very sensitive to the choice of suitable cost measures, which firmly suggests a detailed
analyses in the style of Knuth, instead of focusing on the number of comparisons and swaps only.

Future work. A natural extension of this work would be the computation of the linear term of costs,
which is not negligible for moderate n. This will require a much more detailed analysis as sorting the
samples and dealing with short subarrays contribute to the linear term of costs, but then allows to compute
the optimal choice for w, as well. While in this paper only expected values were considered, the distribu-
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tional analysis of Section 5 can be used as a starting point for analyzing the distribution of overall costs.
Yaroslavskiy’s partitioning can also be used in Quickselect (Wild et al., 2013a); the effects of general-
ized pivot sampling there are yet to be studied. Finally, other cost measures, like the number of symbol
comparisons (Vallée et al., 2009; Fill and Janson, 2012), would be interesting to analyze.
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Abstract. Using methods from Analytic Combinatorics, we study the families of perfect matchings, partitions, chord
diagrams, and hyperchord diagrams on a disk with a prescribed number of crossings. For each family, we express the
generating function of the configurations with exactly k crossings as a rational function of the generating function of
crossing-free configurations. Using these expressions, we study the singular behavior of these generating functions
and derive asymptotic results on the counting sequences of the configurations with precisely k crossings. Limiting
distributions and random generators are also studied.
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1 Introduction

Quasi-planar chord diagrams. Let V be a set of n points on the unit circle. A chord diagram on V is
a set of chords between points of V . We say that two chords cross when their relative interior intersect.
The crossing graph of a chord diagram is the graph with a vertex for each chord and an edge between any
two crossing chords. The enumeration properties of crossing-free (or planar) chord diagrams have been
widely studied in the literature, see in particular the results of P. Flajolet and M. Noy in [FN99]. From
the work of J. Touchard [Tou52] and J. Riordan [Rio75], we know a remarkable explicit formula for the
distribution of crossings among all perfect matchings, which was exploited in [FN00] to derive, among
other parameters, the limit distribution of the number of crossings for matchings with many chords.

A more recent trend studies chord diagrams with some but restricted crossings. The several ways
to restrict their crossings lead to various notions of quasi-planar chord diagrams. Among others, it is
interesting to study chord diagrams

(i) with at most k crossings, or
(ii) with no (k + 2)-crossing (meaning k + 2 pairwise crossing edges), or

(iii) where each chord crosses at most k other chords, or
(iv) which become crossing-free when removing at most k well-chosen chords.

∗Supported by the Spanish MICINN grant MTM2011-22792, and by the French ANR grant EGOS 12 JS02 002 01.
‡Supported by JAE-DOC (CSIC), MTM2011-22851 (Spain), and FP7-PEOPLE-2013-CIG project CountGraph (ref. 630749).

We are grateful to two anonymous referees for helpful comments, corrections, and suggestions.

1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France



340 V. Pilaud, and J. Rué

These conditions are natural restrictions on the crossing graphs of the chord diagrams. Namely, the cross-
ing graphs have respectively (i) at most k edges, (ii) no (k + 2)-clique, (iii) vertex degree at most k, and
(iv) a vertex cover of size k. For k = 0, all these conditions coincide and lead to crossing-free chord dia-
grams.

Families of (k + 2)-crossing-free chord diagrams have been studied in recent literature. On the one
hand, (k+2)-crossing-free matchings (as well as their (k+2)-nesting-free counterparts) were enumerated
in [CDD+07]. On the other hand, maximal (k + 2)-crossing-free chord diagrams, also called (k + 1)-
triangulations, were enumerated in [Jon05], see also [PS09]. As far as we know, Conditions (i), (iii) and
(iv), as well as other natural notions of quasi-planar chord diagrams, still remain to be studied in details.
We focus in this paper on the Analytic Combinatorics of chord diagrams under Condition (i).

Rationality of generating functions. In this paper, we study enumeration and asymptotic properties
for different families of configurations: perfect matchings, partitions, chord diagrams, and hyperchord
diagrams (our results also extend to partitions and hyperchord diagrams with prescribed block sizes,
see [PR13]). Examples of these configurations are represented in Figure 1.

matching partition chord diagram hyperchord diagram

Fig. 1: The four families of (hyper)chord configurations studied in this paper. Their cores are highlighted in bold red.

Let C denote one of these families of configurations. To avoid handling symmetries, we insert a root in
each configuration between two consecutive vertices, and we consider two rooted configurationsC andC ′

of C as equivalent if there is a continuous bijective automorphism of the circle which sends the root, the
vertices, and the (hyper)chords of C to that of C ′. We focus on three parameters of the configurations
of C: their number n of vertices, their number m of (hyper)chords, and their number k of crossings.
Note that for hyperchord diagrams and partitions, we count all crossings involving two chords contained
in two distinct hyperchords. We denote by C(n,m, k) the set of configurations in C with n vertices, m
(hyper)chords and k crossings, and we let Ck(x, y) :=

∑
n,m∈N

|C(n,m, k)|xnym denote the generating
function of the configurations in C with precisely k crossings. Our first result concerns the rationality of
this function.

Theorem 1 The generating function Ck(x, y) of configurations in C with exactly k crossings is a rational
function of the generating function C0(x, y) of planar configurations in C and of the variables x and y.

The idea behind this result is to confine crossings of the configurations of C to finite subconfigurations.
Namely, we define the core configuration C⋆ of a configuration C ∈ C to be the subconfiguration formed
by all (hyper)chords of C involved in at least one crossing. The key observation is that
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(i) there are only finitely many core configurations with k crossings, and
(ii) any configuration C of C with k crossings can be constructed from its core configuration C⋆ by

inserting crossing-free subconfigurations in the connected components of the complement of C⋆ in
the disk.

This translates in the language of generating functions to a rational expression of Ck(x, y) in terms
of C0(x, y) and its successive derivatives with respect to x, which in turn are rational in C0(x, y) and
the variables x and y. Similar decomposition ideas were used for example by E. Wright in his study of
graphs with fixed excess [Wri77, Wri78], or more recently by G. Chapuy, M. Marcus, G. Schaeffer in
their enumeration of unicellular maps on surfaces [CMS09].

Note that Theorem 1 extends a specific result of M. Bóna [Bón99] who proved that the generating
function of the partitions with k crossings is a rational function of the generating function of the Catalan
numbers. We note that his method was slightly different. The advantage of our decomposition scheme is to
be sufficiently elementary and general to apply to the various families of configurations mentioned above.

Asymptotic analysis and random generation. From the expression of the generating function Ck(x, y)
in terms of C0(x, y), we can extract the asymptotic behavior of configurations in C with k crossings.

Theorem 2 For k ≥ 1, the number of configurations in C with k crossings and n vertices is

[xn]Ck(x, 1) =
n→∞

Λnα ρ−n (1 + o(1)),

for certain constants Λ, α, ρ ∈ R depending on the family C and on the parameter k as follows.

family constant Λ exponent α singularity ρ−1 Prop.

matchings(i)

√
2 (2k − 3)!!

4k−1 k! Γ
(
k − 1

2

) k − 3

2
2 11

partitions
(2k − 3)!!

23k−1 k! Γ
(
k − 1

2

) k − 3

2
4 13

chord
diagrams

(
−2 + 3

√
2
)3k√−140 + 99

√
2 (2k − 3)!!

23k+1 (3− 4
√
2)k−1 k! Γ(k − 1

2 )
k − 3

2
6 + 4

√
2 17

hyperchord
diagrams(ii) ≃ 1.0343k 0.003655 (2k − 3)!!

0.03078k−1 k! Γ(k − 1
2 )

k − 3

2
≃ 64.97 21

From the rational expression of the generating function Ck(x, y), we also derive random generation
schemes for the configurations in C with precisely k crossings, using the methods developed in [DFLS04].

Overview. Due to space limitation, we have decided to present the detailed analysis only for perfect
matchings with k crossings, since we believe that it already gives the flavor of our results and illustrates our
method, while remaining technically elementary. For the remaining families, we only report our results
and skip the detailed analysis. We refer the interested reader to the long version of this paper [PR13].

(i) The asymptotic estimate for the number of matchings with n vertices is obviously only valid when n is even.
(ii) The expression of ρ−1 and Λ for hyperchord diagrams is obtained from approximations of roots of polynomials, and approximate

evaluations of analytic functions. Details can be found in Propositions 19 and 21.
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2 Perfect matchings

2.1 Perfect matchings and their cores

In this section, we consider the familyM of perfect matchings with endpoints on the unit circle. Each
perfect matching M of M is rooted: we mark (with the symbol △) an arc of the circle between two
endpoints of M . See Figure 1 (left). LetM(n, k) denote the set of matchings inM with n vertices and k
crossings. We denote by Mk(x) :=

∑
n∈N
|M(n, k)|xn the generating function of perfect matchings

with exactly k crossings, where x encodes the number of vertices.
Let M be a perfect matching with some crossings. Our goal is to isolate the contribution of the chords

of M involved in crossings from that of the chords of M with no crossings.

Definition 3 A core matching is a perfect matching where each chord is involved in a crossing. It is a
k-core matching if it has exactly k crossings. The core M⋆ of a perfect matching M is the submatching
of M formed by all its chords involved in at least one crossing. See Figure 1 (left).

Let K be a core matching. We let n(K) denote its number of vertices and k(K) denote its number
of crossings. We call regions of K the connected components of the complement of K in the unit disk.
A region has i boundary arcs if its intersection with the unit circle has i connected arcs. We let ni(K)
denote the number of regions ofK with i boundary arcs, and we set n(K) :=(ni(K))i∈[k(K)] (all regions
of K have at most k(K) boundary arcs). Since a crossing only involves 2 chords, a k-core matching can
have at most 2k chords. This immediately implies that there are only finitely many k-core matchings.

Definition 4 We encode the finite list of all possible k-core matchings K and their parameters n(K)
and n(K) :=(ni(K))i∈[k] in the k-core matching polynomial

KMk(x) :=KMk(x1, . . . , xk) :=
∑

K k-core
matching

xn(K)

n(K)
:=

∑

K k-core
matching

1

n(K)

∏

i∈[k]

xi
ni(K).

Example 5 The 7-core of the matching of Figure 1 (left) contributes to KM7(x) as 1
24 x1

17x2
2x3.

Remark 6 There is an efficient enumeration algorithm to generate all connected matchings (i.e. whose
crossing graph is connected), from which we can easily compute the k-core matching polynomial KMk(x).
We refer to [PR13, Sections 2.2 and 2.3] for details on this algorithm.

2.2 Generating function of matchings with k crossings

We study perfect matchings with k crossings focussing on their k-cores. For this, we consider the fol-
lowing weaker notion of rooting of perfect matchings. We say that a perfect matching with k crossings is
weakly rooted if we have marked an arc between two consecutive vertices of its k-core. Note that a rooted
perfect matching is automatically weakly rooted (the weak root marks the arc of the k-core containing
the root of the matching), while a weakly rooted perfect matching corresponds to several rooted perfect
matchings. To overcome this technical problem, we use the following rerooting argument.

Lemma 7 Let K be a k-core with n(K) vertices. The number MK(n) of rooted matchings on n vertices
with core K and the number M̄K(n) of weakly rooted matchings on n vertices with core K are related by

n(K)MK(n) = nM̄K(n).
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Observe now that we can construct any perfect matching with k crossings by inserting crossing-free
submatchings in the regions left by its k-core. From the k-core matching polynomial KMk(x), we can
therefore derive the following expression of the generating function Mk(x).

Proposition 8 For any k ≥ 1, the generating function Mk(x) of the rooted perfect matchings with k
crossings is given by

Mk(x) = x
d

dx
KMk

(
xi ←

xi

(i− 1)!

di−1

dxi−1

(
xi−1M0(x)

))
.

In particular, Mk(x) is a rational function of M0(x) and x.

Proof: Consider a rooted crossing-free perfect matchingM . We say thatM is i-marked if we have placed
i − 1 additional marks between consecutive vertices of M . Note that we can place more than one mark
between two consecutive vertices but that the root is always distinguishable from the other marks. Since
we have

(
n+i−1
i−1

)
possible ways to place these (i − 1) additional marks, the generating function of the

i-marked crossing-free perfect matchings is given by

1

(i− 1)!

di−1

dxi−1

(
xi−1M0(x)

)
.

Consider now a weakly rooted perfect matching M with k ≥ 1 crossings. We decompose this matching
into several submatchings as follows. On the one hand, the core M⋆ contains all crossings of M . This
core is rooted by the root of M . On the other hand, each region R of M⋆ contains a (possibly empty)
crossing-free submatching MR. We root this submatching MR as follows:

(i) if the root of M is not the region R, then MR is just rooted by the root of M ;
(ii) otherwise,MR is rooted on the boundary arc ofM⋆ just before the root ofM in clockwise direction.

Moreover, we place additional marks on the remaining boundary arcs of the complement of R in the unit
disk. We thus obtain a rooted i-marked crossing-free submatching MR in each region R of M⋆ with
i boundary arcs. Conversly, we can reconstruct the weakly rooted perfect matching M from its rooted
core M⋆ and its rooted i-marked crossing-free submatchings MR.

By this bijection, we thus obtain the generating function of weakly rooted perfect matchings with
k crossings. From this generating function, and by application of Lemma 7, we derive the generating
function Mk(x) of rooted perfect matchings with k crossings:

Mk(x) =
∑

K k-core
matching

x

n(K)

d

dx
xn(K)

∏

i≥1

(
1

(i− 1)!

di−1

dxi−1

(
xi−1M0(x)

))ni(K)

(1)

= x
d

dx
KMk

(
xi ←

xi

(i− 1)!

di−1

dxi−1

(
xi−1M0(x)

))
.

Since M0(x) =
1−

√
1−4x2

2x2 satisfies the functional equation M0(x) = 1+x2 M0(x)
2, all its successive

derivatives, and thus Mk(x), are rational in M0(x) and x. ✷

Example 9 Since KM1(x) =
1
4 x1

4, we obtain the coefficients of M1(x) (see Seq. A002694 in OIES):

M1(x) =
x4 M0(x)

4

1− 2x2 M0(x)
=

(
1−
√
1− 4x2

)4

16x4
√
1− 4x2

= x4 + 6x6 + 28x8 + 120x10 + 495x12 + 2002x14 . . .
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2.3 Asymptotic analysis

We now describe the asymptotic behavior of the number of perfect matchings with k ≥ 1 crossings.
The method consists in studying the asymptotic behavior of M0(x) and of all its derivatives around their
dominant singularities, and to exploit the rational expression of Mk(x) in terms of M0(x) and x given in
Proposition 8. Along the way, we naturally study which k-cores have the main asymptotic contributions.
For that, we need the following lemma, whose detailed proof can be found in [PR13, Lemma 2.13].

Lemma 10 The following assertions are equivalent for an (unrooted) k-core matching K:
(i) K belongs to the family of the k-core matchings whose first five elements are shown in Figure 2.

(ii) n1(K) = 3k, nk(K) = 1 and ni(K) = 0 for all other values of i (here, k ≥ 2).
(iii) K maximizes n1(K) among all possible k-core matchings (here, k ≥ 3).
(iv) K maximizes the potential φ(K) :=

∑
i>1(2i− 3)ni(K) among all possible k-core matchings.

We call a k-core matching maximal if it satisfies these conditions.

Fig. 2: Maximal core matchings (unrooted) for k = 1, . . . , 5.

Proposition 11 For any k ≥ 1, the number of perfect matchings with k crossings and n = 2m vertices is

[x2m]Mk(x) =
m→∞

(2k − 3)!!

2k−1 k! Γ
(
k − 1

2

) mk− 3
2 4m (1 + o(1)),

where (2k − 3)!! :=(2k − 3) · (2k − 5) · · · 3 · 1 and (−1)!! = 1.

Proof: We assume here that k ≥ 2 (the case k = 1 can be derived from a direct analysis of the expression
of M1(x) given in Example 9). We first study the asymptotic behavior of M0(x) and of all its derivatives
around their dominant singularities. The generating function M0(x) defines an analytic function around
the origin. Its dominant singularities are located at x = ± 1

2 . Denoting by X+ :=
√
1− 2x, the singular

expansions of M0(x) and its derivative around x = 1
2 are

M0(x) =
x∼ 1

2

2− 2
√
2X+ +O

(
X+

2
)
,

d

dx
M0(x) =

x∼ 1
2

2
√
2X+

−1 +O(1),

and
di

dxi
M0(x) =

x∼ 1
2

2
√
2 (2i− 3)!!X+

1−2i +O
(
X+

2−2i
)

for all i ≥ 2,

where (2i−3)!! :=(2i−3)·(2i−5) · · · 3·1. These expansions are valid in a dented domain at x = 1
2 , [FS09].

We now exploit the expression of the generating function Mk(x) given by Equation (1) in the proof of
Proposition 8. The dominant singularities of Mk(x) are located at x = ± 1

2 . We provide the full analysis
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around x = 1
2 , the computation for x = − 1

2 being similar. For conciseness in the following expressions,
we set by convention (−1)!! = 1. We therefore obtain:

Mk(x) = x
d

dx

∑

K k-core
matching

1

n(K)

∏

i≥1

(
xi

(i− 1)!

di−1

dxi−1

(
xi−1M0(x)

))ni(K)

=
x∼ 1

2

1

2

d

dx

∑

K k-core
matching

1

n(K)

∏

i>1

(√
2 (2i− 5)!!

4i−1 (i− 1)!
X+

3−2i +O
(
X+

4−2i
))ni(K)

=
x∼ 1

2

1

2

∑

K k-core
matching

φ(K)

n(K)

∏

i>1

(√
2 (2i− 5)!!

4i−1 (i− 1)!

)ni(K)

X+
−φ(K)−2 +O

(
X+

−φ(K)−1
)
,

where φ(K) :=
∑
i>1(2i − 3)ni(K) is the potential function introduced in Lemma 10. Observe that in

order to obtain the second equality, we used the fact that k > 1, and thus, that there exists k-cores K
such that ni(K) 6= 0 when i > 1. Combining Lemma 10 and the Transfer Theorem of singularity
analysis [FO90], we conclude that the main contribution in the asymptotic of the previous sum arises
from maximal k-cores, as they maximize the value 2 + φ(K). By Lemma 10, there are exactly 4 rooted
maximal k-cores with n1(K) = 3k, nk(K) = 1, n(K) = 4k, and φ(K) = 2k − 3. Hence,

[xn]Mk(x) =
x∼ 1

2

[xn]
1

2

∑

K k-core
matching

φ(K)

n(K)

∏

i>1

(√
2 (2i− 5)!!

4i−1 (i− 1)!

)ni(K)

X+
−φ(K)−2 +O

(
X+

−φ(K)−1
)

=
x∼ 1

2

2
√
2 (2k − 3)!!

4k k!
[xn]

√
1− 2x

1−2k
+O

(
(1− 2x)1−k

)

=
n→∞

2
√
2 (2k − 3)!!

4k k! Γ
(
k − 1

2

) nk− 3
2 2n (1 + o(1)),

where the last equality is obtained by application of the Transfer Theorem of singularity analysis [FO90].
Finally, we obtain the stated result by adding the expressions obtained when studying Mk(x) around

x = 1
2 and x = − 1

2 . In fact, one can check that the asymptotic estimate of [xn]Mk(x) around x = − 1
2 is

the same but with an additional multiplicative constant (−1)n. Consequently, the contribution is equal to
0 when n is odd and to the estimate in the statement when n is even. ✷

2.4 Random generation

The composition scheme presented in Proposition 8 can also be exploited in order to provide Boltz-
mann samplers for random generation of perfect matchings with k crossings. Throughout this section
we consider a positive real number θ < 1

2 , which acts as a “control-parameter” for the random sampler
(see [DFLS04] for further details). The Boltzmann sampler works in three steps:

(i) We first decide which is the core of our random object.
(ii) Once this core is chosen, we complete the matching by means of non-crossing matchings.

(iii) Finally, we place the root of the resulting perfect matching with k crossings.
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We start with the choice of the k-core. For each k-coreK, let MK(x) denote the generating function of
matchings with k crossings and whose k-core is K, where x marks as usual the number of vertices. Note
that this generating function is computed as in Proposition 8, using only the contribution of the k-core K.
Therefore, we have

Mk(x) =
∑

K k-core
matching

MK(x) .

This sum defines a probability distribution as follows: once fixed the parameter θ, let pK = MK(θ)
Mk(θ)

. This
set of values defines a discrete probability distribution {pK}K k-core

matching
, which can be easily simulated.

Once we have fixed the core of the random matching, we continue in the second step filling in its
regions with crossing-free perfect matchings. For this purpose it is necessary to have a procedure to
generate crossing-free perfect matchings, namely ΓM0(θ). As M0(θ) satisfies the recurrence relation
M0(θ) = 1 + θ2M0(θ)

2, a Boltzmann sampler ΓM0(θ) can be defined in the following way. Let
p = 1

ΓM0(θ)
. Then, using the language of [DFLS04],

ΓM0(θ) :=Bern(p) −→ ∅ | (ΓM0(θ) , • − • , ΓM0(θ)),

where • − • means that the Boltzmann sampler is generating a single chord (or equivalently, two ver-
tices in the border of the circle). This Boltzmann sampler is defined when θ < 1

2 , in which case the
defined branching process is subcritical. In such situation the algorithm stops in finite expected time,
see [DFLS04].

Once this random sampler is performed, we can deal with a term of the form di−1

dxi−1x
i−1M0(θ). Indeed,

once a random crossing-free perfect matching ΓM0(θ) of size n(ΓM0(θ)) is generated, there exist

(
n(ΓM0(θ)) + i− 1

i− 1

)

i-marked crossing-free perfect matchings arising from ΓM0(θ). Hence, with uniform probability we can
choose one of these i-marked crossing-free perfect matchings. As this argument follows for each choice
of i, and KMK(x) is a polynomial, we can combine the generator of i-marked crossing-free diagrams
with the Boltzmann sampler for the cartesian product of combinatorial classes (recall that we need to
provide the substitution xi ← xi

(i−1)!
di−1

dxi−1

(
xi−1M0(x)

)
).

Finally, we need to apply the root operator, which can be done by means of similar arguments as in the
case of i-marked crossing-free diagrams.

Concerning the statistics of the random variable N corresponding to the size of the element generated
by means of the previous random sampler, as it is shown in [DFLS04], the expected value E[N ] and the
variance Var[N ] of the random variable N satisfy

E[N ] = θ
M′

k(θ)

Mk(θ)
and Var[N ] =

θ2(M′′
k(θ)Mk(θ)− θM′

k(θ)
2
) + θM′

k(θ)

Mk(θ)
2 .

Hence, when θ tends to 1
2 , the expected value of the generated element tends to infinity, and the variance

for the expected size also diverges.
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3 Extension to other families of chord diagrams

3.1 Partitions

We first extend our results to the family P of partitions of point sets on the unit circle. See Figure 1.
As before, the partitions are rooted by a mark on an arc between two vertices. A crossing between two
blocks U, V of a partition P is a pair of crossing chords u1u2 and v1v2 where u1, u2 ∈ U and v1, v2 ∈ V .
We count crossings with multiplicity: two blocks U, V cross as many times as the number of such pairs
of crossing chords among U and V . Note that perfect matchings are particular partitions where all blocks
have size 2. Applying the same method as in Section 2.2, we obtain an expression of the generating
function Pk(x, y) of partitions with k crossings in terms of the k-core partition polynomial KPk(x, y).

Proposition 12 For any k ≥ 1, the generating function Pk(x, y) of partitions with k crossings is given by

Pk(x, y) = x
d

dx
KPk

(
xi ←

xi

(i− 1)!

di−1

dxi−1

(
xi−1P0(x, y)

)
, y

)
.

In particular, Pk(x, y) is a rational function of P0(x, y) and x.

From this expression, we can extract as in Section 2.3 asymptotic estimates for the number of partitions
with k crossings, and we can as well construct efficient random generators as in Section 2.4.

Proposition 13 For any k ≥ 1, the number of partitions with k crossings and n vertices is

[xn]Pk(x, 1) =
n→∞

(2k − 3)!!

23k−1 k! Γ
(
k − 1

2

) nk− 3
2 4n (1 + o(1)).

Remark 14 Our results on matchings and partitions can even be extended to analyze the generating
function PS

k (x, y) of partitions with k crossings and whose block sizes all belong to S. In contrast to
Proposition 12 which can be directly adapted to this context, the asymptotic analysis of PS

k (x, y) involves
more technical tools, including the theory of A. Meir and J. Moon on the singular behavior of generating
functions defined by a smooth implicit function schema [MM89]. See [PR13, Section 2.10].

3.2 Chord diagrams

We now consider the family D of all chord diagrams on the unit circle. Remember that a chord diagram
is given by a set of vertices on the unit circle, and a set of chords between them. In particular, we allow
isolated vertices, as well as several chords incident to the same vertex, but not multiple chords with the
same two endpoints. We are interested in the generating function Dk(x, y) of chord diagrams with k
crossings. The generating function D0(x, y) of crossing-free chord diagrams was studied in [FN99].

Proposition 15 ([FN99, Equation (22)]) The generating function D0(x, y) of crossing-free chord dia-
grams satisfies the functional equation

yD0(x, y)
2
+
(
x2(1 + y)− x(1 + 2y)− 2y

)
D0(x, y) + x(1 + 2y) + y = 0.

Therefore, all derivatives di

dxiD0(x, y) are rational functions in D0(x, y) and x. Moreover, we have

D0(x, 1) =
x∼ρ

α− β
√

1− ρ−1x+O(1− ρ−1x),

where ρ−1 = 6 + 4
√
2, α = −1 + 3

√
2

2
, and β =

1

2

√
−140 + 99

√
2.
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As for matchings, we can construct any chord diagram with k crossings by inserting crossing-free
subdiagrams in the regions left by its k-core. We can therefore derive the following expression for the
generating function Dk(x, y) of diagrams with k crossings, in terms of the generating function D0(x, y)
of crossing-free diagrams, of the k-core diagram polynomial KDk(x, y), and of the polynomials

Dn
0 (y) := [xn]D0(x, y) and D

≤p
0 (x, y) :=

∑

n≤p
Dn

0 (y)x
n =

∑

n≤p
m≥0

|D(n,m, 0)|xnym.

Proposition 16 For any k ≥ 1, the generating function Dk(x, y) of chord diagrams with k crossings is
given by

Dk(x, y) = x
d

dx
KDk

(
x0,j ←

D
j
0(y)

xj
, xi,j ←

xi

(i− 1)!

di−1

dxi−1

D0(x, y)−D
≤i+j
0 (x, y)

xi+j+1
, y

)
.

In particular, Dk(x, y) is a rational function of D0(x, y) and x.

Similarly to our asymptotic analysis in Section 2.3, we can obtain asymptotic results for the number of
chord diagrams with k crossings, in terms of the constants ρ, α, and β defined in Proposition 15. Random
generators can as well be constructed, see [PR13, Section 3.6].

Proposition 17 For any k ≥ 1, the number of chord diagrams with k crossings and n vertices is

[xn]Dk(x, 1) =
n→∞

α3k β (2k − 3)!!

(2ρ)k−1 k! Γ(k − 1
2 )
nk−

3
2 ρ−n (1 + o(1)).

3.3 Hyperchord diagrams

As from matchings to partitions, we can finally extend our results from chord diagrams to hyperchord
diagrams. A hyperchord is the convex hull of finitely many points of the unit circle. Given a point set V
on the circle, a hyperchord diagram on V is a set of hyperchords with vertices in V . Note that we allow
isolated vertices in hyperchord diagrams. As for partitions, a crossing between two hyperchords U, V is
a pair of crossing chords u1u2 and v1v2, with u1, u2 ∈ U and v1, v2 ∈ V . We consider the family H of
hyperchord diagrams, and we want to analyze the generating function Hk(x, y) of hyperchord diagrams
with k crossings, counted with multiplicities. As for chord diagrams, our first step is to study the gen-
erating function H0(x, y) of crossing-free hyperchord diagrams, extending the results of P. Flajolet and
M. Noy for chord diagrams [FN99] that we presented in Proposition 15.

Proposition 18 The generating function H0(x, y) of crossing-free hyperchord diagrams satisfies the
functional equation

p3(x, y)H0(x, y)
3
+ p2(x, y)H0(x, y)

2
+ p1(x, y)H0(x, y) + p0(x, y) = 0,

where

p0(x, y) := − 2x2 − x+ 2x y3 + y2 + x2 y4 − 7x2 y − 7x2 y2 − x2 y3 − 3x y,

p1(x, y) := − 2x3 − 2x3 y4 − 8x3 y + 2x− 3 y2 − 12x3 y2 − 8x3 y3

+ 6x y − x2 y4 + x2 + 4x2 y + 4x2 y2 − 4x y3,

p2(x, y) :=x2 y3 + x2 + 3x2 y2 − x− 3x y + 2x y3 + 3x2 y + 3 y2,

p3(x, y) := − y2.
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We use this functional equation to derive the asymptotic behavior of H0(x, y).

Proposition 19 The smallest singularity of the generating function H0(x, 1) of crossing-free hyperchord
diagrams is located at the smallest real root ρ ≃ 0.015391 of the polynomial

R(x) :=256x4 − 768x3 + 736x2 − 336x+ 5.

Moreover, when y varies uniformly in a small neighborhood of 1, the singular expansion of H0(x, y) is

H0(x, y) =
y∼1

h0(y)− h1(y)
√

1− x

ρ(y)
+O

(
1 +

x

ρ(y)

)
,

valid in a domain dented at ρ(y) (for each choice of y), where h0(y), h1(y) and ρ(y) are analytic functions
around y = 1, with ρ(1) = ρ ≃ 0.015391, h0(1) ≃ 1.034518 and h1(1) ≃ 0.00365515.

Using a similar method as in Section 2.2, we obtain the following expression of the generating func-
tion Hk(x, y) of hyperchord diagrams with k crossings, in terms of the k-core hyperchord diagram poly-
nomial KHk(x, y), and of the polynomials

Hn
0 (y) := [xn]H0(x, y) and H

≤p
0 (x, y) :=

∑

n≤p
Hn

0 (y)x
n =

∑

n≤p
m≥0

|H(n,m, 0)|xnym.

Proposition 20 For any k ≥ 1, the generating function Hk(x, y) of the hyperchord diagrams with k
crossings is given by

Hk(x, y) = x
d

dx
KHk

(
x0,j ←

H
j
0(y)

xj
, xi,j ←

xi

(i− 1)!

di−1

dxi−1

H0(x, y)−H
≤i+j
0 (x, y)

xi+j+1
, y

)
.

In particular, Hk(x, y) is a rational function of the function H0(x, y) and of the variables x and y.

Finally, using the expression of the generating function Hk(x, y) given by Proposition 20, we can
derive the asymptotic behavior of the number of hyperchord diagrams with k crossings. The analysis is
identical to that of the proof of Proposition 17.

Proposition 21 For any k ≥ 1, the number of hyperchord diagrams with k crossings and n vertices is

[xn]Dk(x, 1) =
n→∞

h0(1)
3k h1(1) (2k − 3)!!

(2ρ)k−1 k! Γ(k − 1
2 )

nk−
3
2 ρ−n (1 + o(1)),

where ρ ≃ 0.015391 is the smallest real root of R(x) :=256x4 − 768x3 + 736x2 − 336x+ 5, and
where h0(1) ≃ 1.034518 and h1(1) ≃ 0.00365515.

Remark 22 Our results on chord and hyperchord diagrams can as well be extended to analyze the gener-
ating function HS

k (x, y) of hyperchord diagrams with k crossings and whose hyperchord sizes all belong
to S, although the results are more difficult to express. We refer the reader to [PR13, Section 3.8].
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Abstract. We adapt the grammar introduced by Chapuy, Fusy, Kang and Shoilekova to study the Ising model on
graphs which are defined by their 3-connected components. This approach permits to encode simultaneously counting
formulas for the graph family under study as well as the generating function for the corresponding bipartite family of
graphs. In particular, using our approach it is possible to avoid the often encountered difficult integration step which
appears when relating the generating function of networks and the generating function of 2-connected graphs.

As a first application of our method, we asymptotically enumerate labelled bipartite series-parallel graphs with n

vertices, and we study the probability that a bipartite series-parallel graph of size n chosen uniformly at random from
all object of size n is connected.

Keywords: graph enumeration, analytic combinatorics, singularity analysis

1 Introduction

There has been a growing interest in the enumeration of families of labelled graphs in the last twenty
years. An important breakthrough was achieved in this area in [GN09], where the authors were able
to asymptotically count the number of labelled planar graphs on n vertices. The methods developed in
their work have been applied very successfully to other families of graphs ( [BGKN07, CFG+11, GN09,
GNR13]). In more applied terms, these results yield efficient uniform random generators for labelled
planar graphs [Fus09], based on Boltzmann samplers [DFLS04, FFP07].

The results on planar graphs are based on generating function methods and analytic tools, joint with
previously obtained results on the map enumeration setting. A map is a connected planar graph which
is embedded in the plane, and a graph is c-(vertex)-connected if we are required to remove at least c
vertices before the graph is disconnected. In general, when enumerating c-connected graphs or maps
with c being a small constant it is natural to proceed from 3-connected to 2-connected, and later from 2-
connected to connected structures where graphical decomposition theorems are represented by functional
compositions of the corresponding generating functions. Using techniques from map enumeration as well

†Partially supported by the MTM2011-22851 grant (Spain), by DFG within the Research Training Group Methods for Discrete
Structures, and by the FP7-PEOPLE-2013-CIG project CountGraph (ref. 630749).
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as Whitney’s Theorem (which tells us that any 3-connected planar graph has a unique embedding on the
sphere [Die05, Theorem 4.3.2]) 2-connected labelled planar graphs were counted asymptotically for the
first time in [BGW00]. This was a crucial step in the enumeration of planar graphs as well as other graph
classes.

In contrast to all the previous research, less is known about enumerative results of the corresponding
families of bipartite graphs. The bipartite condition introduces technical difficulties, including the inte-
gration step between networks and 2-connected graphs. Solving the integration step was one of the most
crucial contributions of [GN09]. As a first step to circumvent this difficulty for the enumeration of bipar-
tite graphs, we present here an extension of a grammar first presented in [CFKS08] (see also [GLLW09]
for a similar treatment using the language of the theory of species).

The main idea behind the grammar is to avoid the integration step (or, in combinatorial terms, the
unrooting step ) by a clever application of the Dissymmetry Theorem for trees. The Dissymmetry Theorem
itself provides a way to unroot special, tree-like structures and we refer to [BLL98] for more details. As a
first application we use our grammar to asymptotically enumerate the number of labelled bipartite series-
parallel graphs with n vertices as well as their structure (number of components). In particular, we obtain
precise expressions for the order of magnitude of the number of bipartite series-parallel graphs on n
vertices. This is the first time that a non-trivial bipartite planar family of graphs is enumerated and a first
step towards the study of bipartite planar graphs from a combinatorial, analytic and probabilistic point of
view.

More generally, our results should extend to bipartite families of so-called subcritical graph families
(see [DFK+11] for a technical definition) and thus providing a precise asymptotic picture of the structural
properties of graphs sampled randomly from such bipartite families. Amongst others these parameter
would include the expected number of edges and the number of cut-vertices.

Outline: In the following (Section 2) we introduce some notations and definitions before deducing
the grammar for 2-coloured closed classes of graphs in Section 3. Subsequently in Section 4 we apply
this grammar to the class of bipartite series-parallel graphs and obtain explicit expressions for the cor-
responding generating functions. Finally, in Section 5 we analyse these generating functions in order to
asymptotically count bipartite series-parallel graphs and to analyse their asymptotic structure (number of
components). In Section 6 we describe future work and further research directions.

2 Preliminaries

We consider simple graphs on the vertex set {1, . . . , n}. A set of graphs is a class, if it is closed under
isomorphisms. Following [GNR13], a class G of graphs is closed if G ∈ G if and only if every 3-
connected component of G is in G. A closed class is also sometimes referred to as stable under Tutte’s
decomposition, see [CFKS08]. A graph is bipartite if and only if it is properly 2-colourable, which means
that there exists a 2-colouring of the vertices such that two vertices of the same colour are not adjacent.
Equivalently a graph is bipartite if and only if all cycles have even length.

We are going to define our main model by colouring vertices using two colours. We use vertex colouring
as an intermediate tool in order to distinguish between two types of edges. More precisely, a 2-coloured
vertex graph defines two types of edges: monochromatic and non-monochromatic, depending on whether
the end-vertices have the same colour or not (non-monochromatic edges are also usually called frustrated).
Notice that for any 2-coloured vertex graph a permutation of the two colours does not change the edge
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type. This last observation is crutial in order to forget about the colours of the vertices, and consider only
the type of edges that are defined.

Let G be a class of labelled graphs where edges are either monochromatic or frustrated. We observe
that bipartite graphs in G correspond to the graphs in G where all edges are frustrated. We will usually call
this edge colouring model the Ising model over the graph family G due to its connections with the usual
Ising model in statistical physics (see for instance [BFG07, BMS, BBM11]).

Let gn,k1,k2 be the number of graphs in the coloured class G on n labelled vertices with k1 frustrated
edges and k2 monochromatic edges. The generating function of all graphs in the labelled class G where
x marks the number of vertices, y1 marks the number of non-monochromatic edges and y2 marks the
number of monochromatic edges is defined as

G(x, y1, y2) =
∑

n,k1,k2

gn,k1,k2y
k1
1 yk22

xn

n!
.

Denote by Ḡ ⊂ G the subclass of bipartite graphs in G. Similarly, let C, B be the class of connected and 2-
connected graphs in G (with generating functions and C(x, y1, y2) and B(x, y1, y2), respectively) and let
C̄, B̄ denote the corresponding class of connected and 2-connected bipartite graphs in G (with generating
functions and C̄(x, y) and B̄(x, y), respectively). The generating functions are related as follows

Ḡ(x, y) = G(x, y, 0), C̄(x, y) = C(x, y, 0), B̄(x, y) = B(x, y, 0).

Observe that for y1 = 0, y2 = y the function G(x, 0, y) corresponds to the generating function of the
class of graphs without a 2-colouring (an uncoloured graph can be interpreted as a graph where all edges
are monochromatic).

In order to define a recursive construction of G we are going to use the symbolic constructions for
labelled combinatorial classes as defined in Chapter II of [FS09], and specially the disjoint union, the
labelled product, the set construction and the sequence construction. See Table 1.

Construction Generating function
Union A+ B A(x, y1, y2) +B(x, y1, y2)

Product A× B A(x, y1, y2) ·B(x, y1, y2)

Sequence Seq(A) (1−A(x, y1, y2))−1

Set Set(A) exp(A(x, y1, y2))

Tab. 1: The Symbolic Method. In the table, GFs associated to classes A and B are A(x, y1, y2) and B(x, y1, y2),
respectively.

We use letters v, e1, e2 to denote a single vertex, a frustrated and a monochromatic edge, respectively
(encoded by x, 1

2x
2y1 and 1

2x
2y2 respectively). As usually, graphs in G can be vertex- or edge-rooted

meaning that there is one distinguished vertex or edge, respectively, in every graph. For a class of graphs
G denote by G′

the class of vertex-pointed graphs, that is the class where in every graph there is one
distinguished vertex, and the distinguished vertex is unlabelled. Similarly, for a class of graphs G denote
by
−→G the class of edge-rooted graphs, that is the class where in each graph there is one distinguished edge

(called the root) that is oriented, and all the vertices are labelled except the extremities of the root (which
are deleted from the graph).

Furthermore, we need two non-standard types of substitution.
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Vertex substitution: for class of graphs (possibly 2-coloured) A (unrooted, vertex-pointed or rooted)
and a class of vertex-pointed, 2-coloured graph B′

(with generating function B(x, y1, y2)) the class C =
A◦vB

′

is the class of graphs obtained by taking a graph inG ∈ A and substituting a vertex-pointed graph
Gv ∈ B

′

at each vertex in G. As the distinguished vertex of Gv is unlabelled, this translates into

C(x, y1, y2) = A(xB(x, y1, y2), y1, y2).

We observe that for the vertex substitution the 2-colouring does not matter: as we consider a colouring
of a graph up to permuting the two colours, we can guarantee that the distinguished vertex in Gv and the
vertex in G which we are going to replace by Gv are of the same colour.

Edge substitution: as we are looking at classes of 2-coloured graphs, we have two different types of
edges namely, frustrated and monochromatic ones. Given a 2-coloured graph class A and a class of
properly 2-coloured edge-rooted graphs

−→B (with counting formula B(x, y1, y2)), where the root-edge is

oriented, the class C = A ◦e1
−→B is obtained by taking a graph G ∈ A called the core, replacing each

frustrated edge e = {u, v} in G by a graph
−→
G ∈ −→B (replace u by the start of the root-edge of G

′

and

v by the end-vertex of the root edge), and deleting the root-edge of
−→
G. For the corresponding generating

functions this translates to

C(x, y1, y2) = A(x,B(x, y1, y2), y2). (1)

Similarly, given a 2-coloured graph class A and a class of monochromatic edge-rooted graphs
−→B (with

counting formula B(x, y1, y2)), where the root-edge is oriented, the class C = A ◦e2
−→B is obtained by

taking a core G ∈ A, replacing each monochromatic labelled edge e = {u, v} in G by a graph
−→
G ∈ −→B ,

and deleting the root-edge of
−→
G. For the generating function we obtain the analogue of Equation (1)

C(x, y1, y2) = A(x, y1, B(x, y1, y2)).

We will use expressions of the form A ◦e1
−→B 1 ◦e2

−→B 2 to express a double edge substitution: for a core

in A we substitute frustrated edges by elements of
−→B 1 and monochromatic edges by elements of

−→B 2,
respectively.

Our strategy explains as follows: we obtain a complete grammar for the class G which only depends
on the 3-connected components in G. This grammar then translates into a system of functional equations
describing the generating function G(x, y1, y2) associated to the Ising model over the graph family. Once
we have found this grammar and the generating function G(x, y1, y2) we also have found a complete
description of the generating function of bipartite graphs G(x, y) = G(x, y, 0). Hence in the following
we restrict our attention to decomposing G.

3 The grammar for coloured classes

Let G be a closed class of labelled graphs with monochromatic and frustrated edges. By definition,
closed classes are fully characterized by their 3-connected components and the expansion of the generating
function corresponding to the classes G and C will only depend on the generating function of the subclass
of the 2-connected graphs B ⊂ G.
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Recall that C denotes the family of connected graphs in G. Decomposing graphs from a closed class
into connected components is easy, as the class G is decomposable in the sense of [Kol99]: a graph is in
G if and only if each component is in G. This implies

G = Set (C) ,

and G(x, y1, y2) = exp(C(x, y1, y2)).

Let us encode now the generating function C(x, y1, y2) in terms of 2-connected graphs. Recall that a
maximal 2-connected induced subgraph is called a block. For uncoloured closed classes, vertex-pointed
connected graphs C′

can be constructed recursively using the 2-connected graphs B in the class, by taking
a collection of vertex-pointed blocks, gluing them together at their distinguished vertices and replacing ev-
ery non-distinguished vertex in a block by a connected graph. We observe that the exact same construction
holds for graphs in our model. Hence

C′

= Set(B′ ◦v C
′

)

which is a result of [BLL98]. This equation easily translates to the enumerative setting: by applying the
symbolic language we get that

x
∂

∂x
C(x, y1, y2) = x exp

(
∂B

∂x

(
x
∂

∂x
C(x, y1, y2), y1, y2

))
.

Hence it remains to decompose 2-connected graphs into 3-connected components. Let us start by
decomposing networks. A network is a connected graph with two distinguished (virtual) vertices, called
poles, such that the graph obtained by adding an edge between the two poles (if missing) is 2-connected.
In the counting formulas the two poles are not labelled. As shown in [Tra58] a network can be of four
different types: a single edge, a series network, a parallel network or an h-network. A network is series
if it is obtained by a cycle C with a distinguished edge e, whose endpoints become the poles and every
edge apart from e is replaced by a network. A network is parallel if it is obtained by gluing two or more
networks along the poles. A network is an h-network if it is obtained from a 3-connected graph G, which
is rooted at an edge, by replacing every edge of G apart from the root edge, by an arbitrary network. To
obtain a full grammar of graphs with our model, we have to distinguish between networks where the root
edge is either monochromatic or frustrated.

LetD denote the class of networks. LetD◦−•, D•−• be the set of networks where the root edge defines
a frustrated or a monochromatic edge, respectively. Similarly, let S•−•, P•−•, H•−• denote the set of
series, parallel and 3-connected networks where the root edge is monochromatic, and S◦−•, P◦−•,H◦−•
denote the set of series, parallel and 3-connected networks where the root edge is frustrated. Let T be the
family of 3-connected graphs in G, and let T◦−•, T•−• be the class of 2-coloured 3-connected graphs in G
where the root edge is frustrated and monochromatic, respectively.

The construction of networks in [Tra58] taking into account the colouring of the vertices then translates
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into the following symbolic equations

D◦−• = e1 + S◦−• + P◦−• +H◦−•

D•−• = e2 + S•−• + P•−• +H•−•

S•−• = (D•−• − S•−•)× v × S•−• + (D◦−• − S◦−•)× v × S◦−•

S◦−• = (D•−• − S•−•)× v × S◦−• + (D◦−• − S◦−•)× v × S•−•

P◦−• = e1 × Set≥1(D◦−• − P◦−• − e1) + Set≥2(D◦−• − P◦−• − e1)
P•−• = e2 × Set≥1(D•−• − P•−• − e2) + Set≥2(D•−• − P•−• − e2)
H◦−• = T◦−• ◦e1 D◦−• ◦e2 D•−•

H•−• = T•−• ◦e1 D◦−• ◦e2 D•−•.

(2)

However, relating the class of (coloured) networks D to the class of 2-connected (coloured) graphs B
is highly non-trivial, due to the integration step needed to obtain the counting formula for 2-connected
graphs in terms of networks. In order to avoid this integration step we are going to adapt an idea of
[CFKS08].

Let us briefly recall Tutte’s decomposition and the definition of a RMT-trees. Following Tutte’s de-
composition Theorem (see [Tut66]) every 2-connected graph can be decomposed into 3-connected com-
ponents using split operations. For a 2-connected graph G a split candidate is a set {E1, E2, u, v} where
E(G) = E1 ∪ E2 is a partition of the edges of G and deleting the vertices u, v ∈ V (G) yields a discon-
nected graph with components G[E1] and G[E2]. Furthermore, G[E2] has to be 2-connected and G[E1]
is a graph such that E1 cannot be partitioned into two nonempty sets E11, E22 which only intersect in the
set {u, v}.

For a given graph G and a split candidate {E1, E2, u, v} the corresponding split operation is defined
as follows: add an edge e between u and v. This is called the virtual edge. Cut along the edge e,
i.e. separate the two graphs G[E1], G[E2] and add the (virtual) edge e to both graphs. Continue to
perform split operations until there is no split candidate left. The resulting final structure after all possible
split operations have been performed is a collection of graphs called the bricks. The resulting bricks are
independent of the order in which the split operations are performed, see [Tut66].

Furthermore, Tutte showed that a brick graph has to be of one of the following types: multi-edge graph
(M-brick), ring-graph (R-brick), or 3-connected graph with at least 4 vertices (T-brick). Similarly to the
block graph, one can translate Tutte’s decomposition into a graph structure. For a graph G let the RMT-
tree be the graph with vertex set equal to the set of bricks of G and edge-set corresponding to the virtual
edges of the Tutte decomposition of G. As shown in [Tut66] the resulting graph is really a tree and by the
maximality of the decomposition two R-bricks as well as two M-bricks are never adjacent.

We are now going to use this decomposition. Recall that e1, e2 are the frustrated and monochromatic
edge graphs with counting series 1

2x
2y1, 1

2x
2y2, respectively, and let A denote the class of graphs in B

with at least three edges. Then
B = e1 + e2 +A.

Following [CFKS08] let B• (B•−•, B•→•) be the class of graphs in B such that the RMT-tree has a
distinguished vertex (edge, directed edge respectively). Next we are going to apply the generalized Dis-
symmetry Theorem. In its original form the Dissymmetry Theorem allows to characterize unrooted trees
in terms of edge-rooted and vertex-rooted trees, see [BLL98]. In its generalized version, it allows a similar
result for graph classes which are tree-like, i.e. which can be associated with special families of trees.
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Applying the (extended) Dissymmetry Theorem [CFKS08, Theorem 3.1] then yields

A = B• + B•−• − B•→• (3)

Furthermore, the three classes B•, B•−•, B•→• can be partitioned into subclasses according to the type
of the distinguished node in the RMT-tree. Let BR, BM , BT stand for rooted graphs from B where the
distinguished node in the RMT-tree is anR-, M -, T -node, respectively. Similarly let BM−R be the graphs
where the rooted edge in the RMT-tree is between vertices of type R and M , etc. Taking into account
simplifications such as BR→M ⋍ BM→R ⋍ BR−M Equation (3) becomes

B = BR + BM + BT − BR−M − BR−T − BM−T − BT→T + BT−T (4)

which is Equation (13) in [CFKS08]. It remains to decompose the families in (4).
Let R be the class of ring-graphs that are unoriented cycles with at least three edges which are either

monochromatic or frustrated and let M be the class of multi-edge graphs, with at least three edges.
Furthermore, let T be the family of 3-connected graphs in G with at least four vertices and with both
monochromatic and frustrated edges. For every graph in BR each edge e of the distinguished R-brick is
either real or virtual. If e is a real edge, the graph attached to it on the side not incident to the R-brick is
naturally rooted at e and hence is a network. Given that two R-bricks are never adjacent the network has
to be non-series. Taking into account the different colourings of the edges of the ring-graph and the type
of edge on the (virtual) roots of the networks we obtain the following specification

BR = R ◦e1 (D◦−• − S◦−•) ◦e2 (D•−• − S•−•). (5)

Similarly, every graph in BM can be constructed by taking a multi-edge graph in M and substituting
edges for non-parallel network. The networks have to be non-parallel as twoM -bricks are never adjacent.
Taking into account the different types of the edges although in a multi-edge all edges have to necessarily
be of the same type we obtain

BM =M◦e1 (D◦−• − P◦−•) ◦e2 (D•−• − P•−•). (6)

Furthermore, we have

BT = T ◦e1 D◦−• ◦e2 D•−•.

In the next step, we decompose 2-connected graphs with a distinguished edge in the RMT-tree. We obtain

BR−M = v2 × (S◦−• × P◦−• + S•−• × P•−•)/ ∼, (7)

where∼ identifies graphs in BR−M if they are the same up to exchanging the direction of the virtual edge
between the two poles. Similarly,

BM−T = v2 × (P◦−• ×H◦−• + P•−• ×H•−•)/ ∼
BR−T = v2 × (S◦−• ×H◦−• + S•−• ×H•−•)/ ∼
BT→T = v2 × (H◦−• ×H◦−• +H•−• ×H•−•)/ ∼
BT−T = v2 × (H◦−• ×H◦−• +H•−• ×H•−•)/(∼, H ↔)

where /(∼, H ↔) means up to exchanging the two pole vertices and up to orienting the distinguished
virtual edge.
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4 Translating the grammar into generating functions

The previous grammar provides an explicit description of a closed class of graphs in terms of its 3-
connected components. We are now going to apply it to series-parallel graphs. Recall that in this particular
situation, the class T of 3-connected graphs with at least four vertices is empty. We are interested in the
generating function of bipartite series-parallel graphs. Hence we put y1 = y and y2 = 0. Using these
observations the set of symbolic equations (2) from Section 3 translates and simplifies to the following set
of equations

D•−•(x, y, 0) := D1 = −1 + exp

(
x
(
D1

3x−D1D2
2x+D1

2 +D2
2
)

D1
2x2 −D2

2x2 + 2xD1 + 1

)

D◦−•(x, y, 0) := D2 = y + y

(
exp

(
xD2

(
xD1

2 − xD2
2 + 2D1

)

D1
2x2 −D2

2x2 + 2xD1 + 1

)
− 1

)

+ exp

(
xD2

(
xD1

2 − xD2
2 + 2D1

)

D1
2x2 −D2

2x2 + 2xD1 + 1

)
− 1.

(8)

The expressions for the generating functions of series networks easily follow

S•−•(x, y, 0) := S1 =
x
(
D1

3x−D1D2
2x+D1

2 +D2
2
)

D1
2x2 −D2

2x2 + 2xD1 + 1

S◦−•(x, y, 0) := S2 =
xD2

(
xD1

2 − xD2
2 + 2D1

)

D1
2x2 −D2

2x2 + 2xD1 + 1
.

Recall that for series-parallel graphs the class H of networks build from 3-connected graphs is empty.
Hence equation (4) translates into

B(x, y, 0) =
1

2
x2y2 +BR(x, y, 0) +BM (x, y, 0)−BR−M (x, y, 0)

where by equations (5),(6),(7) we have

BR(x, y, 0) = R(x,D1 − S1, D2 − S2)

BM (x, y, 0) =
x2

2
exp≥3(S1) +

x2

2
(y exp≥2(S2) + exp≥3(S2))

BR−M (x, y, 0) =
x2

2
(S1 (D1 − S1) + S2 (D2 − S2)).

Here R(x, y1, y2) stands for the generating function of vertex ring-graphs with monochromatic and frus-
trated edges, which is equal to

R(x, y1, y2) = −
1

4
log ((−xy1 − y2x+ 1) (−xy1 + y2x+ 1))− 1

4
x2y2

2 − 1

2
xy1 −

1

4
x2y1

2.

We observe that by using the same grammar but putting y1 = 0, y2 = y (no colours) we recover the
system of equations for series-parallel graphs studied in [BGKN07].
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5 Asymptotic enumeration of bipartite series-parallel graphs

We are now presenting our main result which is a precise asymptotic estimate of the number of connected
and general bipartite series-parallel graphs with n vertices:

Theorem 5.1 (Asymptotic behaviour of bipartite series-parallel graphs) The number of connected and
general bipartite (labelled) series-parallel graphs with n vertices is asymptotically equal to

cn ∼ c · n−5/2 · γn · n!
gn ∼ g · n−5/2 · γn · n!

where γ = 4.22044, c = 0.021446 and g = 0.026499 are computable constants.

The proof of Theorem 5.1 is based on singularity analysis of the corresponding generating functions.
We refer to [FS09, Chapter VI] for an introduction to these analytic techniques. Let us briefly sketch the
ideas behind the proof of this theorem. We start studying the system of equations (8). One can check
that the singular nature of D◦−•(x, 1, 0) and D•−•(x, 1, 0) are both of square-root type, by means of the
so-called Drmota-Lalley-Woods Theorem (see [Drm97]).

Once the singular behaviour of both D◦−•(x, 1, 0) and D•−•(x, 1, 0) is known, we conclude that
the dominant singularity of B(x, 1, 0) is determined by the dominant nature of the pair D◦−•(x, 1, 0),
D•−•(x, 1, 0) (which have, in fact, the same singularities). Let us mention that the singular nature of
B(x, 1, 0) (namely, the counting formula for 2-connected bipartite series-parallel graphs) is of type 3/2
instead of 1/2. This fact can be interpreted by combinatorial means as the unrooting step which is re-
quired when relating the network level to the 2-connected level. In the singular expansion of B(x, 1, 0)
this ’unrooting’ results in a cancelation of the square-root type terms and the hence the singular nature is
of of type 3/2.

Going from the 2-connected to the connected level the singularity is moved due to the existence of
a branch point of the equation relating B(x, 1, 0) and C(x, 1, 0). Recall that C(x, 1, 0) stands for the
exponential generating function associated with connected bipartite series-parallel graphs. This tells us
that the class of bipartite series-parallel graphs fits into the subcritical graph scheme, studied in full detail
in [DFK+11]. Finally, by applying the classic transfer theorems of singularity analysis [FS09, Thm VI.2]
we deduce the asymptotic behaviour of the coefficients.

Furthermore, we are interested in the asymptotic behaviour of Rn which denotes the random graph
chosen uniformly at random over all bipartite series-parallel graphs on n vertices. By [BBCR00, Theorem
1.1] the previous result gives the distribution of the number of connected components of Rn:

Theorem 5.2 (Distribution for the number of connected components) Let κ(Rn) denote the number
of connected components of a random bipartite series-parallel graph. Then, as n→∞

κ(Rn)→ 1 + Po(C(γ−1))

where Po(C(γ−1)) stands for the Poisson distribution of parameter C(γ−1) = 0.21158.

In particular, the probability that a random bipartite series-parallel graph is connected is asymptotically
equal to p = 0.80930. In the following table we compare the parameters obtained in this paper with the
parameters known in the case of general series-parallel graphs which can be found in [BGKN07]
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Parameter Series-Parallel Bipartite Series-Parallel
γ 9.07359 4.22043
p 0.88904 0.80930

Tab. 2: Constants for series-parallel graphs and for bipartite series-parallel graphs. γ is the growth constant of
the class and p stands for the probability of connectedness of a graph with n vertices chosen sampled uniformly at
random.

6 Further research

As mentioned in the previous section, the family of bipartite series-parallel graphs fits into the subcritical
scheme. Consequently, many important parameters can be studied using the general framework developed
in [DFK+11]. In particular, the number of edges in the random bipartite series-parallel graph Rn will
follow a normal limiting distribution with linear expectation and linear variance. The precise constants
on the expectation and the variance can be obtained explicitly by applying the so-called Quasi-Powers
Theorem on perturbation of singularities, see [Hwa98]). A wide variety of parameters of the random
graph Rn can be analyzed, including the number of cut-vertices, the number of blocks and the number of
copies of a fixed subgraph. All these parameters all follow Gaussian limit laws. We believe that similar
results would also hold when considering families of bipartite graphs defined by a finite list of 3-connected
components.

Finally, the system of equations presented in this extended abstract provides a first step towards the
analysis of the more involved problem of studying the asymptotic number of bipartite (labelled) planar
graphs with n vertices. In order to apply our grammar we need the counting formulas for 3-connected
planar graphs carrying an Ising model. Again, by Whitney’s Theorem, this family is essentially equivalent
to the family of 3-connected planar maps carrying this statistical model. As it is explicitly pointed out in
[BBM11] (see also [BM08]) the expressions for the generating functions obtained in the context of these
special types of map are algebraic but very involved. Hence a major problem in this direction is to deduce
from [BBM11] counting formulas for coloured 3-connected planar maps, then translate them to the graph
setting and finally apply our methodology.
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[DFK+11] Michael Drmota, Éric Fusy, Mihyun Kang, Veronika Kraus, and Juanjo Rué. Asymptotic
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[FFP07] P. Flajolet, Éric Fusy, and C. Pivoteau. Boltzmann sampling of unlabelled structures. In
Proceedings of the 4th Workshop on Analytic Algorithms and Combinatorics, ANALCO’07
(New Orleans), pages 201–211. SIAM, 2007.

[FS09] P. Flajolet and R. Sedgewick. Analytic combinatorics. Cambridge University Press, New
York, NY, USA, June 2009.
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Abstract. We introduce a new algorithm for the asymptotically uniform sampling of graphs with given degrees,
combining elements of combinatorial and Markov Chain Monte Carlo methods into a hybrid strategy. Under a typical
sparseness condition, the runtime is linear in the number of edges, improving upon the previous best runtime by a
factor equal to the maximum degree. We go on to show that this idea is applicable to a variety of other combinatorial
families.

Keywords: Uniform Sampling, Graphs with Given Degrees, Perfect Matching, Markov Chain Coupling

1 Introduction

Consider the following statistic: the mean Erdős number (among people who have one) is 4.65 (Grossman,
2004). It is natural to ask whether this is a sociological statistic describing mathematicians’ propensity to
collaborate, or a graph-theoretical constant that arises from the construction of the collaboration graph.

Answering this question statistically requires sampling labelled graphs with given degree sequence,
which maintains mathematicians’ identities and propensities to collaborate while randomising the choice
of coauthors. More generally, sampling graphs with given degrees is useful for a statistical study of any
graph for which only one instance exists, such as Darwin’s finches (Chen et al., 2005) or network motifs
(Alon, 2007).

In this paper, we introduce a new algorithm for sampling graphs with given degrees asymptotically
uniformly, in the sense that the total variation distance to uniformity vanishes as the number of edges
increases. The improvements over previous algorithms are:

1. The runtime is linear in the number of edges, which is faster than the previous best algorithm
(Bayati, Kim and Saberi, 2010) by a factor equal to the maximum degree. It is also best possible in
the sense that a sublinear runtime is impossible, since each edge needs to be generated.

2. Asymptotic uniformity also holds for the important counterexample of Bezáková et al. (2012), for
which other algorithms produce exponentially skewed outputs.

3. The strategy can be generalised to many combinatorial structures other than graphs.

1365–8050 c© 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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Algorithm A. Sampling labelled graphs with given degrees (d1, . . . , dn).

1. Run Algorithm B (see below) to obtain a random multigraph. Call the edges that are loops or
part of multiple edges “bad”, and the remaining edges “good”.

2. Pick 2 good edges uniformly at random, and pick any bad edge. Perform a 3-swap (see below)
if the new edges it would produce are all good, otherwise do nothing.

3. Repeat Step 2 until no bad edges remain.

Fig. 1: A 3-swap takes 3 edges (α, β), (γ, δ) and (ζ, η), and replaces them with 3 new
edges (β, γ), (δ, ζ) and (η, α). When selecting edges randomly, the order of endpoints is also
randomised.

Let (d1, . . . , dn) be the prescribed degree sequence, with n vertices, m = 1
2

∑
i di edges, and maxi-

mum degree d = maxi di. A classical sampling algorithm (Bender and Canfield, 1978; Bollobás, 1980)
produces a multigraph with the given degrees.

Algorithm B. Classical sampling algorithm for multigraphs with given degrees.

1. Divide the first vertex into d1 “edge-endpoints”, the second vertex into d2 edge-endpoints, and
so on, until one obtains

∑
i di = 2m edge-endpoints in n groups.

2. Choose a random matching of these 2m edge-endpoints, by picking edges between pairs of
unmatched edge-endpoints at random until all are matched.

3. Collapse the groups of edge-endpoints back into vertices to obtain a labelled multigraph with
the given degree sequence.

Fig. 2: Example for Algorithm B with degrees (1, 1, 1, 2, 2, 2, 3, 3, 3). From left to right:
(1) dividing vertices into groups of edge-endpoints; (2) randomly matching pairs of edge-
endpoints; and (3) collapsing groups of edge-endpoints back into vertices. This realisation
contains a loop, so the output is not simple.
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An easy computation (see Lemma 4) shows that the output of Algorithm B restricted to simple graphs is
uniformly distributed. Thus, one can obtain a simple graph by rejecting samples until one appears, but the
probability that this happens is only O(e−(d−1)2/4) (Wormald, 1984). Many subsequent improvements
(McKay and Wormald, 1990; Steger and Wormald, 1999; Bayati, Kim and Saberi, 2010) are based on the
perfect matching idea, typically requiring a sparseness condition like d = O(m1/4), which we will also
assume.

The best matching-based algorithms require O(d) steps to add each edge, in order to check that the
edge does not already exist. Our runtime improvement comes from allowing multiple edges initially, so
that edges can be added inO(1) steps. Each 3-swap still requiresO(d) steps to check whether edges exist,
but it will turn out that only O(d2) such moves are necessary, thereby reducing the runtime from O(md)
to O(m+ d3) = O(m).

The use of a Markov chain in our algorithm is reminiscent of Markov Chain Monte Carlo (MCMC),
which was applied to this problem by Jerrum and Sinclair (1990) and Bezáková, Bhatnagar and Vigoda
(2006). The best MCMC algorithm produces an asymptotically uniform output without requiring a sparse-
ness assumption, but unfortunately the runtime of O(n4m3d log5 n) is prohibitive in practice.

Another strategy is Sequential Importance Sampling (SIS) (Chen et al., 2005; Blanchet, 2009; Blitzstein
and Diaconis, 2010), which produces samples of known non-uniformity, which can then be appropriately
weighted to give an unbiased estimate of the desired statistic.

While SIS works for all inputs, Bezáková et al. (2012) showed that the sample can be exponentially far
from uniform, and thus almost always produces an underestimate with occasional extreme overestimates.
This counterexample also causes exponentially bad behaviour in all non-MCMC sampling algorithms,
while Algorithm A works well with a slight modification. This will be discussed in more detail in Section
2.2.

Algorithm Runtime Sparseness

Algorithm B with rejection O(me(d
2−1)/4) All

McKay-Wormald O(m2d2) d = O(m1/4)
Bayati-Kim-Saberi O(md) d = O(m1/4−ǫ)
Chen-Diaconis-Holmes-Liu O(n3) SIS
Blitzstein-Diaconis O(n2m) SIS
Bezáková-Bhatnagar-Vigoda O(n4m3d log5 n) All
Algorithm A O(m) d = o(m1/4)

Fig. 3: Comparison of algorithms for sampling graphs with given degrees, showing runtime
and required sparseness constraint for asymptotic uniformity.

The idea behind why Algorithm A should output an asymptotically uniform graph is one we will call
Expand and Contract. Complicated combinatorial families are usually embedded inside simpler ones, and
a basic sampling strategy is to take samples from the larger family and reject until a member of the smaller
family is obtained. Expanding the state space is a common theme in many separate literatures, such as
generating functions (Flajolet and Sedgewick, 2009), the Boltzmann sampler (Duchon et al., 2004) and
auxilliary variables (Andersen and Diaconis, 2007).

Given a uniform sample from a superset S , one often needs to wait an exponentially long time before
an element of the desired subset S0 ⊂ S is obtained. Instead, we will use a contraction phase, where the



366 J. Zhao

superset is partitioned into slices S = S0 ⊔ · · · ⊔ Sk corresponding to some notion of distance from the
desired subset, and the sample evolves via a Markov chain that is forced to reduce this distance.

Asymptotic uniformity comes from a reverse coupling argument. Since the initial sample is uniform
on each slice Si, we can couple the initial state of our chain with another chain that stays exactly uniform
on each slice Si, reducing the problem to showing that the probability of decoupling before reaching S0
is small.

Fig. 4: Expand and Contract. From left to right: (1) the set S0; (2) expansion to S = S0 ⊔
· · ·⊔Sk; (3) and (4) contraction back to S0. Uniformity is gained through expansion; the goal
is the ensure it is not lost during contraction.

In Section 3, we will demonstrate this idea for a variety of other combinatorial families.

2 Graphs with Given Degrees

2.1 Main Results

Let (d1, . . . , dn) denote a degree sequence, with n vertices, m = 1
2

∑
i di edges and maximum degree

d = maxi di. We will also let Xt denote the Markov chain described in Algorithm A. In this section, we
will show that if d = o(m1/4), then Algorithm A runs in O(m) time, and the output is asymptotically
uniform in total variation as m→∞.

We will mostly be concerned with studying the behaviour of the bad edges (loops and multiple edges),
and begin by bounding the initial number of bad edges, which is a minor refinement of the bound of
McKay and Wormald (1990).

Lemma 1 If a family of degree sequences satisfies the maximum degree bound d = o(
√
m) as m → ∞,

then the number of bad edges in the output of Algorithm B is b = O(d2) with high probability, in the sense
that there is C <∞ such that P[b > Cd2]→ 0.

We omit the proof here as the techniques are well-known; please see the full version of this paper
for details. The key idea is that since the number of perfect matchings between 2m edge-endpoints is
(2m)!/2mm!, the number of matchings containing any specified set of k = o(

√
m) pairs is

(2m− 2k)!

2m−k(m− k)!

/
(2m)!

2mm!
=

2km(m− 1) · · · (m− k + 1)

2m(2m− 1) · · · (2m− 2k + 1)
≃ (2m)−k. (1)

By using Equation 1 to estimate the probability of various combinations of edges occuring in the output
of Algorithm B, we can obtain a bound on the number of bad edges.
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Theorem 2 If a family of degree sequences satisfies the maximum degree bound d = o(
√
m) as m→∞,

Algorithm A terminates in at most O(m) steps with high probability. More precisely, the runtime of
Algorithm A is equal to the runtime of Algorithm B plus at most an additional O(d2) steps.

Proof: Let (α, β) be a bad edge, and let (γ, δ) and (ζ, η) be randomly chosen good edges. By Lemma 1,
there are Θ(m2) choices for these good edges with high probability. We will count the number of these
choices that result in any bad edges upon a 3-swap.

The new edge (β, γ) is bad if either β = γ or (β, γ) already exists as an edge. In both cases, (γ, δ)
must lie within the ball of radius 2 centred at β in the graph distance metric. Hence, there are O(md2)
choices of the two good edges that result in a bad edge at (β, γ).

Similarly, there are also O(md2) choices that result in a bad edge at (η, α). For the new edge (δ, ζ), by
the same argument, for each choice of (γ, δ), there are at most O(d2) choices of (ζ, η) that create a bad
edge, again resulting in O(md2) choices that result in a bad edge.

For each choice of bad edge (α, β), there are 2(m− b)(m− b− 1) choices for the two good edges in
a 3-swap (including the 4 choices for vertex order), O(md2) = o(m2) of which create new bad edges.
Hence no new bad edges are created with high probability, so the number of steps taken is bounded by the
number of bad edges.

By Lemma 1, there are O(d2) = o(m) bad edges, so the runtime is dominated by the O(m) steps
required for Algorithm B. ✷

It remains to bound the distance to uniformity of the output. For this, we will need to keep track of the
bad edges in the following way.

Definition 3 Let a bad edge set B = {(α1, β1, k1), . . . , (αℓ, βℓ, kℓ)} be defined as a set of vertex pairs
(α1, β1), . . . , (αℓ, βℓ) with prescribed multiplicities k1, . . . , kℓ. Let SB denote the set of multigraphs with
bad edge set B, in the sense that its multiplicities agree with B where they are defined, and there are no
bad edges outside of B. For simplicity, we will use the term bad edge set to refer to both B and SB .

Note that a bad edge set can prescribe a simple edge, in the same way that a simple edge left over after
the removal of a double edge is still considered bad. For example, the bad edge set {(1, 1, 2), (1, 2, 1)}
consists of all multigraphs with a double loop at vertex 1 and a single edge between vertices 1 and 2.

Lemma 4 For any bad edge set B = {(α1, β1, k1), . . . , (αℓ, βℓ, kℓ)}, the distribution of the initial state
X0 restricted to B is uniform.

Proof: This probability of a multigraph is proportional to the number of matchings that give rise to it,
which is

∏
i di! for a simple graph since each permutation of the edge-endpoints at each vertex results in a

distinct matching, and decreases by a factor of 2kk! for each k-tuple loop and k! for each k-tuple non-loop
edge. Since each multigraph in B has the same number of k-tuple loops and k-tuple non-loops, they have
the same initial probability. ✷

Thus, our Markov chain is initially uniform restricted to each bad edge set, and we wish to prove that
its final state is close to uniform restricted to each bad edge set (keeping in mind that only the empty bad
edge set is possible). The idea for the proof is in essence a reverse coupling argument: find a chain Yt
that always stays uniform restricted to each bad edge set, couple X0 and Y0, and show that the chance of
decoupling is small.
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Theorem 5 If d = o(m1/4), then the total variation distance to uniform of the output of Algorithm A
converges to 0 as m→∞.

Proof: Let B0, B1, . . . be a fixed sequence of bad edge sets, let Bt = {X0 ∈ SB0
, . . . , Xt ∈ SBt

} be the
event that the sample path follows this sequence up to time t, and let L(Xt | Bt) denote the conditional
distribution of Xt restricted to this event. Write this distribution as a linear combination

L(Xt | Bt) = utUBt + (1− ut)Et,

where UBt
is the uniform measure on SBt

and 0 ≤ ut ≤ 1 is the largest number so that the above equation
holds with Et a signed measure with total absolute mass at most 1. Note 1− ut bounds the total variation
distance to uniformity of Xt given Bt, since

∣∣∣∣L(Xt | Bt)− UBt

∣∣∣∣
TV

= (1− ut)
∣∣∣∣Et − UBt

∣∣∣∣
TV
≤ 1− ut.

At each step, at most one bad edge is removed and no new bad edges can be created, so we can restrict our
attention to sequences of bad edge sets where eitherBt+1 = Bt, orBt+1 reduces a prescribed multiplicity
by 1, removing it altogether if it drops to 0.

Case 1: Bt+1 = Bt. Since the transition probabilities within SBt
are symmetric, uniformity is pre-

served, hence ut+1 ≥ ut.
Case 2: Bt+1 reduces the multiplicity of a k-tuple loop (α, α, k) from Bt.
For any multigraph in SBt

, there are 2(m − b)(m − b − 1) possible 3-swaps that remove a loop at
α, accounting for the

(
m−b
2

)
choices of two good edges and 4 choices of vertex order. By the argument

in Theorem 2, all but O(md2) = o(m3/2) of these are admissible, hence each multigraph in SBt
has

(1 + o(m−1/2))2(m− b)(m− b− 1) connections to SBt+1
.

For any multigraph in SBt+1
, let cα be the number of good edges incident at vertex α, which depends

only on Bt+1 and not on the multigraph itself. There are
(
cα
2

)
choices for two edges incident at α, and for

each choice, there are m − b − cα − O(d2) choices of another good edge and 2 choices of vertex order
such that a 3-swap creates no new bad edges except for an additional loop at α. Thus, each multigraph in
SBt+1

can be reached from (1 + o(m−1/2))cα(cα − 1)(m− b− cα) multigraphs in SBt
via a 3-swap.

Let Q be the transition matrix of the Markov chain given the sample path of bad edge sets, so that

P(Xt+1 = y | Bt+1) =
∑

x

P(Xt = x | Bt)Q(x, y).

Then, for any y ∈ Bt+1, the mass at y under Q(UBt
) is given by

∑

x

UBt(x)Q(x, y) =
1

|SBt |
(1 + o(m−1/2))cα(cα − 1)(m− b− cα)
(1 + o(m−1/2))2(m− b)(m− b− 1)

.

This probability is within a factor of 1 + o(m−1/2) of a constant, so the uniformity in this transition
decreases by at most this factor, hence ut+1 ≥ (1− o(m−1/2))ut.

Case 3: Bt+1 reduces the multiplicity of a k-tuple non-loop (α, β, k) from Bt. A similar counting
argument shows that again, we have ut+1 = (1−O(m−1/2))ut.

There is a remaining issue: if the bad edge set contains a double edge (α, β, 2), then removing a bad
edge (α, β) still leaves a prescribed single edge (α, β, 1), but any given edge typically does not exist
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for a uniformly random multigraph satisfying our sparseness condition. The solution is to expand the
definition of “bad edge” to include single edges left over from double edges. Once such a single bad edge
is removed, the remaining prescribed multiplicity is (α, β, 0), and removing this prescription altogether
by replacing Bt+1 by B′

t+1 = Bt+1 \{(α, β, 0)} decreases the uniformity by a factor of |SB′
t+1
|/|SBt+1 |.

Using (1), the edge (α, β) occurs with probability at most dαdβ/2m = o(m−1/2), so again, we have
ut+1 = (1 − o(m−1/2))ut. Since the number of changes in the bad edge set is bounded by the initial
badness, and each change reduces uniformity by a factor of 1− o(m−1/2), the uniformity of the output is
u∞ = (1− o(m−1/2))o(

√
m) = 1− o(1). ✷

Remark 6 The need for 3-swaps instead simpler 2-swaps is limited to Case 2 of the proof. With 2-swaps,
in order to count the number of ways to reconstruct a loop at α, we need to evaluate the number of
triangles incident at α, which varies by a factor greater than 1 + o(m−1/2).

2.2 Multi-star graphs

Definition 7 A multi-star degree sequence is one of the form (1, . . . , 1, d1, . . . , dk), where the number of
1s is equal to d1 + · · ·+ dk. This corresponds to the degree sequence of a disjoint union of k star graphs.
We consider k to be fixed, while the degrees grow with m. Call a vertex of degree 1 a leaf, and a vertex of
degree di a hub.

For k = 1, this is a star graph, and for k = 2, this is counterexample of Bezáková et al. (2012), who
showed that for such degree sequences, the algorithm of Chen et al. (2005) produces a bipartite graph that
is exponentially far from uniform. In fact, every existing non-MCMC sampling algorithm suffers the same
exponentially bad behaviour under this single counterexample, while MCMC still carries the prohibitive
runtime from the general case.

In non-MCMC algorithms, edges are added sequentially with probability proportional to degree, so the
edge between the two hubs has Θ(1) probability of being added at each of m = 2d steps. Thus, the
probability of obtaining a graph with no edge between hubs is e−Θ(d), while the probability under the
uniform measure is 2/d2. This is exponentially far from uniform under the following metric.

Definition 8 The probability ratio metric between two probability measures µ and ν on a common finite
set S is

d(µ, ν) = max
x∈S

∣∣ logµ(x)− log ν(x)
∣∣.

We say these two measures are exponentially far apart when d(µ, ν) grows super-linearly with log n,
which corresponds to the existence of a state x ∈ S such that the ratio µ(x)/ν(x) gets exponentially large
or exponentially small.

Note that this metric requires the probability of every state to be close to uniform, and is stronger than
total variation. This is necessary since under total variation, a sampling algorithm that never produces a
graph where the hubs are not connected can still be considered uniform, since the probability of such a
graph is 2/d2.

We will show that a slightly modified version of the Expand and Contract algorithm performs remark-
ably well. Note that the degree sequence is in no way sparse, in fact, d = Θ(m). The fact that we
nonetheless obtain good results suggests that the strategy is far more robust than we are currently able to
prove.
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Algorithm A′. Expand and Contract for multi-star graphs. Requires an additional input T , the number
of extra steps to run the chain.

1. Run Algorithm B to obtain a random multigraph.

2. Pick a random bad edge (α, β) and a random good edge (γ, δ), and replace them with (β, γ)
and (δ, α) if both these new edges are good, otherwise do nothing. Repeat until no bad edges
remain.

3. Pick two random good edges and perform the same swap, repeating T times.

Theorem 9 For any multi-star degree sequence, there exists T = O(logm) such that Algorithm A′ ter-
minates in time O(m) with high probability, and the resulting graph is within O(1/m) of uniform in the
probability ratio metric.

The proof is fairly long and is omitted here; it can be found in the full version of this paper. The idea
is to exploit the symmetry under relabelling of vertices; since k is bounded, the number of equivalence
classes under relabelling is small, and the projection of the Markov chain onto the equivalence classes can
be readily understood.

2.3 Erdős numbers

As mentioned in the introduction, the statistical study of Erdős numbers is a natural application for sam-
pling graphs with given degrees. The underlying data structure is the collaboration graph, which is formed
by taking the vertex set to be the set of all mathematicians, and adding an edge between every pair of math-
ematicians who have coauthored a publication. Many statistical questions can be answered by comparing
the observed collaboration graph to typical graphs with the same degree sequences, where the rationale
for fixing the degree sequence is that Erdős numbers would not be as interesting if Erdős did not have by
far the highest number of collaborators of any mathematician.

Using the Expand and Contract algorithm, and the degree sequence of the collaboration graph gener-
ously provided by the Erdős Number Project (Grossman, 2004), we generated random graphs with this
degree sequence to study the mean Erdős number (the mean graph distance to Erdős among mathemati-
cians within the same connected component). In 10,000 trials, the mean Erdős number of a random
graph with the same degree sequence was 4.119 on average, with a sample standard deviation of 0.025,
indicating very tight concentration around the mean.

In contrast, the actual mean Erdős number in the real world is 4.686(i), which is 22 standard deviations
higher than the expected number. This indicates that there are strong sociological factors that govern
the distribution of Erdős numbers, although it is not clear what these factors might one. One possible
explanation is that mathematicians are more likely to find new collaborators who are already close to
themselves in the collaboration graph, and thus the reduction in mean Erdős number from each new
collaboration is lower than if collaborations were chosen at random.

(i) This mean Erdős number of 4.686 differs from the 4.65 cited in the introduction because it was computed using older data (2000),
since the full collaboration graph for the newer data (2004) was not available.
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3 Other Combinatorial Families

Graphs are only one of a rich world of combinatorial families. In this section, we will explore a variety of
other examples for which the Expand and Contract strategy provides a workable sampling algorithm. We
begin with some simple motivating examples.

3.1 Subsets of a given size

Let S0 be the subsets of [n] = {1, 2, . . . , n} with cardinality k, where ǫn ≤ k ≤ (1− ǫ)n as n→∞ for
some ǫ > 0. We will expand to the superset S of all subsets of [n], partitioned so that Si consists of the
subsets of cardinality k ± i. The Expand and Contract algorithm is as follows:

1. Pick a random subset of [n] by including elements independently with probability k/n.

2. Pick an element of [n] and include or exclude it with probability 1
2 each, rejecting moves which

cause the cardinality to move further away from k.

3. Repeat until the cardinality is k.

Suppose the initial cardinality is c, and without loss of generality assume c > k. At each step with
cardinality i, the cardinality decreases by 1 with probability i/2n. Hence, the number of steps required
is bounded by a sum of independent geometric random variables with probability of success i/2n, which
has mean

2n

c
+

2n

c− 1
+ · · ·+ 2n

k + 1
= 2n

(
log c− log k +O( 1k )

)
.

Since c = k + O(
√
n) and k = Θ(n), c/k = 1 +O(n−1/2), so the expected number of steps is O(

√
n).

Using Markov’s inequality to bound the number of steps by its mean, the runtime is dominated by the
O(n) steps to pick the initial subset.

Since both the initial state and the Markov chain are invariant under relabelling of points, the output is
uniform by symmetry. The best existing algorithms (Knuth, 1969; Pak, 1998) also run in O(n) time.

3.2 Permutations

Let S0 = Sn be the permutations of n. Expand to the superset S of functions [n] → [n], partitioned so
that Si is the set of functions whose range has cardinality n− i. The Expand and Contract algorithm is as
follows:

1. Pick a uniformly random function [n] → [n], keeping track of “bad” points in the domain which
map to a point that has already been picked in the range.

2. Pick a bad point and map it to a uniformly random point in [n], rejecting the move if a point already
in the range is picked.

3. Repeat until the function is surjective.

A coupon-collector bound shows that the runtime is O(n log n). This is somewhat slower than the best
existing algorithms (Knuth, 1969; Pak, 1998), which run in time O(n). Since both the initial state and the
transition probabilities are invariant under relabelling of the codomain, the output is a uniformly random
permutation.
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3.3 General linear group

Let S0 = GLn(Fq) be the invertible n × n matrices over a finite field Fq . Expand to the superset S of
all n× n matrices, partitioned so that Si is the set of matrices with rank n− i. The Expand and Contract
algorithm is as follows:

1. Pick n random vectors in Fnq as the columns of a n × n matrix. Find a maximal set of linearly
independent columns by Gaussian elimination.

2. Pick a linearly dependent column and replace it with a random vector in Fnq , rejecting moves that
do not increase the rank of the matrix.

3. Repeat until the matrix is full rank.

Since the initial rank is n − O(1), each step takes O(n3) time to perform Gaussian elimination, and
succeeds with probability 1 − o(1), the overall runtime is O(n3), which agrees with the best existing
algorithms (Diaconis and Shahshahani, 1986; Pak, 1998).

The initial state and the transition probabilities depend only on the set of linear dependences between
columns, which are invariant under Gaussian elimination. Since S0 forms a single orbit under Gaussian
elimination, the output is exactly uniform.

3.4 Directed and bipartite graphs with given degrees

The same techniques used in Section 2 for simple graphs carry over to directed graphs. Algorithm B
splits vertices into in-edges and out-edges to be matched randomly, while a 3-swap randomises only the
order of edges while the order of endpoints is determined by direction. Similarly, bipartite graphs can be
considered as directed graphs where every vertex has either in-degree 0 or out-degree 0. Please see the
full version of the paper for details.

3.5 Lattice points on a sphere

Let S0 be the set of tuples (a1, . . . , an) of non-negative integers with a21 + · · ·+ a2n = E = Cn. This has
the quantum mechanical interpretation of configurations of n non-interacting bosons in an infinite one-
dimensional well, with total energy E and average energy C (Chatterjee and Diaconis, 2013). Expand to
the superset S of all tuples of non-negative integers, partitioned so that Si consists of the tuples whose
sum of squares is E ± i. The Expand and Contract algorithm is as follows:

1. Pick each component of an n-tuple independently from a geometric distribution G with probability
of success p chosen so that E[G2] = C. This results in an overall energy close to E, with the choice
of geometric distribution corresponding to the physical fact that particle energies should follow the
Boltzmann distribution.

2. Pick a component at random and either add or subtract 1 with equal probability, rejecting moves
where the energy gets further away from E, or moves that introduce a negative component.

3. Repeat until the energy is E.

At each step, the energy can get closer to E by changing a 1 to 0 or a 0 to 1 depending on whether it
is initially above or below E. Thus, there is Θ(1) probability of getting closer, so only O(

√
n) moves are

required, hence the runtime is dominated by the O(n) moves required to generate the initial tuple.
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Unfortunately, it is difficult to prove anything about uniformity in this example. This represents the
typical situation with Expand and Contract: describing an algorithm is easy, proving a runtime bound is
also fairly easy, while proving uniformity is difficult.

3.6 Magic squares

Let S0 be the set ot n×n magic squares, that is, the set of n×n matrices whose entries are a permutation
of {1, . . . , n2} and whose row, column and diagonal sums are all equal to 1

2n(n
2 + 1). Despite being a

classical combinatorial family studied since antiquity, the existing literature contains little discussion of
uniform sampling. Ardell (1994) showed how to generate a magic square using a genetic algorithm, while
Kitajima and Kikuchi (2013) used a technique similar to ours to estimate the number of magic squares up
to size n ≤ 30, but neither result bounds the running time or the distance to uniformity.

We will expand to the superset S of matrices whose entries are a permutation of {1, . . . , n2}, partitioned
so that Si consists of those matrices whose row, column and diagonal sums differ from 1

2n(n
2 + 1) by i

in the L1 norm. The Expand and Contract algorithm is as follows

1. Pick a random n× n matrix whose entries are a permutation of {1, . . . , n2}.
2. Swap two random entries of the matrix. If this moves the state from Si to Sj , reject the move with

probability αj
2−i2 , where the choice of a quadratic energy function and α = 0.937 were determined

to be experimentally optimal.

3. Repeat until a magic square is obtained.

We are unable to prove any results about either the running time or the uniformity of the algorithm.
However, it does seem to work reasonably well in practice, demonstrating the robustness of the Expand
and Contract strategy in being able to describe a plausible algorithm for almost any combinatorial family.
For the 7040 magic squares of size 4 × 4, the empirical distribution was distance 0.130 from uniform in
total variance, and the empirical probability of any magic square was within a factor of 2.196 from uni-
form. For larger squares, the extremely large state space prevented a similar simulation, but the algorithm
nonetheless succeeded in producing magic squares up to size 50 × 50, after which the runtime became
prohibitive on an AMD Phenom II CPU.

4 Conclusion
For graphs with given degrees, we described a O(m) algorithm for asymptotically uniform sampling,
which improves upon the previous best runtime of O(md) by a factor equal to the maximum degree.
There is a sparseness condition we require, d = o(m1/4), which appears independently in several other
algorithms, namely McKay and Wormald (1990) and Bayati, Kim and Saberi (2010), and seems to be
the critial value at which bad edges become “common” instead of “rare” in the classical perfect matching
algorithm.

An immediate goal is to extend the class of possible inputs. The fact that Expand and Contract works
well for the non-sparse multi-star example suggests that it might be possible to weaken the sparseness
condition. One possible improvement is in selection of the bad edge: the current algorithm chooses bad
edges deterministically for simplicity, but a suitable randomisation should result in a more uniform output.

There are countless other combinatorial families for which sampling algorithms would be useful. We
demonstrated the versatility of the Expand and Contract strategy via a few motivating examples in Section
3, and hope that many other useful algorithms will arise from this idea in future.
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