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Robustness and reproducibility of sequential spatio-temporal responses is an essential feature of
many neural circuits in sensory and motor systems of animals. The most common mathematical
images of dynamical regimes in neural systems are fixed points, limit cycles, chaotic attractors, and
continuous attractor@ttractive manifolds of neutrally stable fixed pointShese are not suitable

for the description of reproducible transient sequential neural dynamics. In this paper we present the
concept of a stable heteroclinic sequei®élS, which is not an attractor. SHS opens the way for
understanding and modeling of transient sequential activity in neural circuits. We show that this
new mathematical object can be used to describe robust and reproducible sequential neural dynam-
ics. Using the framework of a generalized high-dimensional Lotka—\olterra model, that describes
the dynamics of firing rates in an inhibitory network, we present analytical results on the existence
of the SHS in the phase space of the network. With the help of numerical simulations we confirm
its robustness in presence of noise in spite of the transient nature of the corresponding trajectories.
Finally, by referring to several recent neurobiological experiments, we discuss possible applications
of this new concept to several problems in neuroscienc0@ American Institute of Physics

[DOI: 10.1063/1.1819625

Generation of sequential activity is one of the most im- SHS may help to understand observations of sequential
portant functions of neural circuits. For example, the  dynamics in various neurobiological experiments.

high vocal center of songbirds produces a sequence of
bursts that controls generation of unique and reproduc-

ible songs by the vocal system. The predator marine mol- |. INTRODUCTION
lusk Clione produces a sequential hunting motion to find o o o
its prey and, in spite of the irregularity of this motion, the The principles of organization of neural circuits that are

sequence of Clione’s tail positions is also reproducible. responsible for the formation of reproducible animal behav-

Reproducible sequential neural activity is involved in se- 10 aré not completely known. The best understanding of
quential memory processes, fast recognition of stimuli by ~Such principles has been obtained for rhythmic motor func-
olfactory and auditory sensory systems and many other t|ons_I|ke heart beating, breathing or wglkmg. Such rhythmic
dynamical functions of the nervous system. What is the functions are controlled by neural circuits that produce motor
dynamical origin of such reproducibility? Which condi- ~ commands in the form of periodic spatio-temporal patterns
tions do the synaptic connections of the neural circuits of neural activity. The repetitive dynamics in these circuits is
have to satisfy to generate reproducible transient se- Usually reproducible and can be described by a regular at-
quences? In this paper we answer these questions using a tractor, i.e., a limit cycle. However, many sensory, motor,
generalized Lotka—\Volterra model. We present a new and other neural systems demonstrate transient, nonperiodic
mathematical construction—a stable heteroclinic se- activity, which, nevertheless, is reproducible from trial to
quence (SHS)—that describes reproducible sequence gen- trial. In these neural systems similar stimuli lead to the ex-
eration in the phase space of the dynamical model of a ecution of similar sequential behaviors. The dynamics in
neural circuit. This construction keeps the trajectories in ~ neural circuits that control these finite-time nonperiodic be-
the vicinity of the heteroclinic skeleton due to the exis- haviors is transient and, hence, cannot be implemented by a
tence of a stable manifold on which the saddle points lie. dynamical system with a limit cycle attractor.

These saddle points and the one-dimensional separatrices In this paper we propose a new object in nonlinear dy-
that connect them organize the SHS. We present rigorous namics of dissipative systems—a stable heteroclinic se-
results about the existence of the SHS that are supported quence(SHS), which represents a reproducible sequential
by computer simulations of the dynamics along the SHS pattern in the phase space of the system. We assume that the
in presence of noise. We also discuss how the concept of motor systems do not respond to all the detailed features of

1054-1500/2004/14(4)/1123/7/$22.00 1123 © 2004 American Institute of Physics
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the output of sensory systems but just to the sequence of kegpplicability of the results to several interesting problems of
events. Therefore, the reproducibility of spatio-temporalneuroscience.

patterns that are generated by sensory neural circuits does

not have to be perfect, but can be imperfect, i.e., the sell- ANALYTICAL RESULTS

quence of neuronal activations has to be reproducible, but. The model

their timing may not be. Such spatio-temporal sequential ac-
tivity in neural ensembles is similar to the sequence of snapg.|

shots in a movie. It has been observed in the insect olfactory;, o et us describe each neuron by one dynamical vari-

SySte”.ﬁ’z mollusk_sensory-motor systefnyocal tract of " able,a(t), which corresponds to its average firing rate. Neu-
songbwdé and other neural systems. In those observationsy,s in our model form a network with inhibitory synaptic
the time intervals between the “snapshots” were found tQ:onnections. This model can also be extended to the case of
vary slightly from trial to trial but sequences of neuronal excitatory-inhibitory networks, where excitatory principal
activations were found to be the same for the same stimuluseurons are connected through inhibitory interneurons like,
and were changing with the stimulus. From the point of viewfor example, in the olfactory system of insetts.
of dynamical systems the observed reproducibility of se- The dynamics of an inhibitory network of=N+M neu-
quential activity looks very intriguing because such transienfons can be described by the following system of ordinary
dynamics is expected to depend strongly on initial conditionglifferential equation¢ODES):
and fluctuations. da(t) N+M

To explain this phenomenon we use as an example a T:a(t)[ai(S)— 2 pij(Say(t)] + &(1), (1
Lotka—\Volterra-type model of a neural network with inhibi- =1
tory connections. Based on the results of computational eXyhere N will be defined below[see inequality32)], each
periments with this model we hypothesize that winnerlessy(t) >0 represents an instantaneous firing ratéttoheuron,
competition(WLC)5 among the neurons in the network with o; represents strength of stimulationidfi neuron,p;; repre-
dense inhibitory connections may explain the reproducibilitysents strength of inhibition of neurarby neuronj and &(t)
of sequential neural activity. AWLC network afneurons is  represents external noidé? In this model it is assumed that
a network which has a sequence of heteroclinic connection#ie stimulusS forms the matrixp; and incrementsr;. Each
of saddle fixed points in its-dimensional phase space. Each incremento; controls the time constant of an initial exponen-
of these fixed points lies on én—1)-dimensional stable tial growth froma;(t)=0. _
manifold and these fixed points are connected along unstable -t Us use a simplified mod@in which o; >0 when the

directions by one-dimensional separatrices that induce trar?—t'mUIUSS has a component at elemérndo; =0 otherwise.

sitions from one fixed point to the next. In this paper wehc we single out only indices for which ;>0 we obtain a

.. .. i i +
formulate the necessary conditions on the connectivity of theSyStem that could contain less tharequations, sajl+M,

WLC network that have to be satisfied in order for the net—SO (may be after relabeling of the indigethe system wil

have the form
work to exhibit reproducible sequential dynamics along the

heteroclinic orbit. da(t) N M

Heteroclinic phenomena such as heteroclinic cycles and gt =gV oi-|a®+ é i3t | |, (2)
networks of several heteroclinic cycles have attracted the at- :
tention of many authors in the last 30 yedsee, for ex- whereo;>0,i=1,... N+M; and the external noise is as-
ample, Ref. & It has recently been proposed that the com-Sumed to be absent. Equati®) implies, first of all, that the
plex neural dynamics may be associated with thes&auiliorium at the origirO(a=0) is an unstable node.
phenomenéAIthough there are some results on the dynam-
ics arising from the existence of heteroclinic contours aan'
the behavior of the system in their vicinity, to the best of our ~ From now on we assume that
knowledge result_s _concerning dynamic behavior ind_uc_:ed by O<o,. <o, i=1,...N+My i#i. 3)
an open heteroclinic sequence are absent. In our opinion, the .
SHS is the most suitable mathematical object for the descript means that the strongly unstable manifolg)’ at O is the
tion and analysis of reproducible sequential dynamics in biohyper planes; =0 and the leading direction is tlag-axis. In
logical and artificial neural networks and in complex systemsother words, all orbits go t® ast— -« being tangent to the
in general. a -axis except for those belonging 4", If one chooses

The paper is organized as follows: In the Secondrand0m|y an initial point in a small neighborhood ©fthan
section we consider general features of the model, find cor@Imost surely the point will not belong W', and will leave
ditions for the existence of a heteroclinic sequence, ande neighborhood followingy, direction.
formulate and prove a theorem about the reproducibility of .
sequential dynamics; in the third section we present resultS" The first saddle
of numerical simulations that confirm our theoretical analysis  Denote by A; the equilibrium point
and illustrate its generality; finally, we discuss the(O,... 00,0, ... ,0 on theail—axis. By direct verification

Our goal is to understand the reproducibility of sequen-
neural activity regardless of the exact timing of spikes.

Behavior of orbits around the origin
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one can find the increments of the pofat they are o, and éil(t) = ail(t)[a'il - (ail(t) + pilizaiz(t))], (11
(a'i—piilo'il), i=1,... N+M,i #i;. We assume that there ex-

ists a humber,, 1<i,<N+M;, such that _
a () =a (O[o;, - (& (1) + pij @, ()], (12

oi,~ pi,i,0i, >0 (4) ,
and it follows from(4) and (10) that

and, in addition,

. o oi,~ pi,i,0i, >0 and o —pi;0i,<0. (13

oi=pi,0i, <0, IsisN+My i#{iyiy. (5)

. o This implies that if
It follows from these assumptions that the poit is a

saddle with one-dimensional unstable manifold. Moreover,
the indexi, indicates a direction in which the unstable sepa-
ratrix of A; will go—see below. then there are no equilibrium points in the regian>0,
For the sake of simplicity of the proof of further results, a;,>0. It is not difficult to show that the separatrix of the
we assume thag; -axis is a leading direction for the node  point A; belonging to the positive quadrant &, must go
on the hyperplane; =0, i.e., we assume that to attractorA; on the planeP; ;,, i.e., there is a heteroclinic
connectionl’; ;, between point#; and A,. The increments
of A, on Pi,i, are o, and(ail—pilizoiz), which is less than 0
There is an important quantity, the so-called saddlé’ecause o{13). We assume that
value, that measures the evolution of a deviation from the
stable and unstable manifolds along the orbits going through ~ ~ %i, < i, ~ Pisi,0i, (15
the neighborhood 04\1.9’1°A restriction of such a map to the
plane Pii, has the form

1-piipii, #0 (14

oi=pi,oi, < -0, 1<isN+My i#{i,i}. (6)

or

E=cn'y, (7) < o, * 7,
Piji, o ’
I

wherec is a constanty is a deviation from the stable mani- 2

fold, ¢ is a deviation from the unstable one and the saddlerhus, the leading direction & is transversal to the; -axis

value is on the planeP; ; . It is natural to ask if this direction is the
o leading one on the hyperplar{eiszo} (on which A, is a
v, = - (8)  stable nodg It will be so if all negative increments &t will
Loy, b0y be less than; —p; i 0;,, in other words if
If v, >1 then the saddld, is called dissipative: There is a
1 o : - g = Pii,0i, < 0i, = Pi i, 0 (16)
contraction of a deviation after passing through a neighbor- 22 1 Tz 2
hoodA;. for i=1,... N+My, i #{iy,ip,ig}. We assume thatl5) and
(16) are satisfied.
D. The second saddle A restriction of the local map in the neighborhood/Af

L ) » on the planeP, ;. has the form
The unstable direction of a poirt; has a positive pro- 23

jection on the vectoeIZ:(O, ...,0,1,0,...,0 where 1 cor-

responds to theth coordinate. Let us consider now the equi-
librium point A,=(0 00,0 0. The increments at Wherec is a constanty is a deviation from the stable mani-

E=cnz, (17)

A, are oy in the directione; and o;p; o7, in the ith di- fold, 3 is a deviation from the unstable one and the saddle
rection,i=1,... N+M,, i #i,. value is
We assume that there exists# {iq,is}, 1<izg<N+M;
such that _ 01, 7 Piyi, T, _ Piyi, %, ~ 01y
Viz__Ui = Pigi, i _Ui = Pi, T, 18
i, = i, >0 (9) 3 32712 3 32712
and If n,>1 then the saddlé, will be dissipative and an orbit

comes closer to the unstable manifold A§ after going

a1 = pi 01, < 0, (10) through a neighborhood of this point.
for 1<i<N+M, i #{i,,i3}. Under these assumptions the
pointA, is a saddle with one-dimensional unstable manifold.E- The mth saddle
Moreover, the index; shows the next pOinm(’\)A be visited. Continuing inductively the procedure described above

The intersection of hyperplandg ; =Nt {a;=0} is  for the selection of saddle points and heteroclinic connec-
the plane containing point&;, A, such thatA; is a saddle tions between them, we arrive at thih level of the proce-
point onP; ; andA, is a stable node on it. The restriction of dure. We suppose that the following assumptions were satis-
the system2) on Pii, has the form fied until now:
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FIG. 1. A stable open heteroclinic sequence in a neural circuit with WLC.(3)
This is a mathematical image of reproducible nonrhythmic sequential activ-
ity. W, is a stable manifold of théth saddle fixed pointheavy dots The
trajectories in the vicinity of the SHS represent sequences with different
timings; the time intervals between switches are proportional to the square
root of the distance from the SHS.

Afraimovich, Zhigulin, and Rabinovich

Consider now the poinAn.;=(0,...,00; .0, ...,0.

We assume that the following conditions are satisfied:

Am1# A 1=<k=m. If A,.1=A then we have a het-
eroclinic contour. Such a situation has been studied in
Ref. 11.

There exists ¥i,<N+M, such that the following
inequalities are satisfied

. >0,

(P Lef
m+2'm+l - Tm+l

-p (25

<0,

m+1

0i ~ Pii_,.0j (26)

m+1
for 1<i<N+My, i #{ini1,imeat- ThusAy,q is a saddle
with one-dimensional unstable manifold.

Condition for heteroclinic connections is satisfied:

1-pij .pi_i #0. (27)

rm-lim
It implies that there is a heteroclinic orkfltmim+l joining
AnandAq,g.

(4) Conditions for following the leading direction
(1) Selection of saddles The  saddles A, -0 <O ~pij O (28)
=(0,... ,O,oik,O, ...,0, k=2,... m were selected in
such a ey that g~ piim+laim+l < Uim - pimim+lo-im+1’ (29)
Tiper ™ Pieii T =~ 0, (19 for 1<isN+My, i #{in,im1,imo} are supposed to be
satisfied.
O'i_piikO'ik<0, (20)

2

(©)

Now, under formulated conditions, there is a sequence of
for 1<i<N+Mj, i#{i\.1,ii}. Thus, all pointsA,,2  separatrices
<k=m are saddles with one-dimensional unstable
manifolds(see Fig. 1L Moreover, the index,., gives a
way to proceed to the next step of induction.

Heteroclinic connections Under the conditionwhich

is supposed to be satisfied

m+1 m

Frml = U A U F
k=1

Ikkzl i1’ (30)
joining Ai andAimﬂ. Let us assume that we can follow this
inductive procedure untk=N, i.e., the condition$19)—23)
are satisfied fok=2, ... N. Thus, there exists a heteroclinic

21 e : )
(2Y) sequencd’y consisting of saddle point&, and separatrices

1-piiPiy * 0

there is a heteroclinic Orbifik—lik joining A,_; and A,. Fikik+1 that join them. This sequence can be attracting in a
This orbit belongs to the plang, ;=N ; {=0}.  sense.

This is easy to show taking into account the facts that L€t

there are no other equilibria oR;, i except forA-, N

and A,, the pointA is an attractor OrPik—lik’ and there A= VA= Y b, s S H Y,

are no limit cycles on this plane. k=1

Leading directions. Under the conditiongwhich are o
supposed to be satisfied l

Piic1iFi ™ Ty (31)

O -0 0 i eOo —0 O
i~ Pigih Ty k=2 Tigy ™ Piai iy

-0, <0y ~pi i, (22
e e etk Then the following statement holds.
Theorem: Assume that the conditiond9), (20), (22),
9i = PiTiy, < Ty T Pi iy D (23 and(23) are satisfied fok=1, ... N and the conditiong21)

are satisfied fok=2, ... N. Assume also that

k=1,...N.

for 1<i<N+My, i #{i-1, ik, ikeat, the separatriddy ;.
comes taA, following a leading direction, transversal to
the aik—axis on the pland, Let us remark that the
saddle value

NS 1 (32)

Then for any sufficiently small neighborhodd of the se-
guencel’y there existsey=¢€5(U) >0 such that for every ini-
tial conditiona’=(aj, ... ,ax.,) in @ small neighborhood of
A; with 0<a1-°2:es €5, one hasa(t) e U for 0<t<T(e),
where a(t) is a solution of(2) going througha® and T(e)
-K log e+C whereC is a constant independent efand

-1k’

S A,
_ Pii i i k-1

(e )
o —pi O

i1 PPl

(24)

is defined for every saddla,.
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1 N Vi, they can be found by using the inequalitiek®) and
K=—o +> - . (33) (20).
Tiy ™ Pigy iy k=2 Tigyy ™ Pl i (2) Such saddle points can be connected by heteroclinic or-
Moreover,a(t)\V(U,':‘:lAik) (whereV is the e, neighborhood bits that form ordered collections of saddles, so-called

heteroclinic sequences.
(3) A heteroclinic sequence can be stable and sufficient con-
dist@a(t),l';,, ) < Cie™, (34 ditions for its stability are given in inequalitig82).
(4) If these conditions are satisfied then an orbit through a
point in a neighborhood of the first saddle of the hetero-

Thus, an orbit starting in aavicinity of the stable mani- ﬁlrigiilcitze}gz? 2;3 d\/l\/ejllpzti?\¥ In a vicinity of this sequence

o e o ) The s statement nods for any chice of a i
N bserve the same se uen(I:kéHclJ.f switchin from’ one point belonging to an open set in the phase space, hence
ggﬁilzgzﬁn?n tSo another for a Ia?ge number of ort?its. This re_proo_lqcibility of spatio-temporal responses to similar

o . . . stimuli is guaranteed.
qualitative statement is true even without conditi¢2®) and
(23), but constant¥, C, andC; might be different.

The proof of Theorem is obtained in the same way as the||. NUMERICAL RESULTS
proof of Theorem 1 in Ref. 11. _ )

Remark: One can see that the inequalities in the condi-A' Simulation procedure
tions of Theorem are the same as the ones in Theorem 1 in Let us represent conditions of Theorem in a more con-
Ref. 11. The difference is that in Theorem 1 of Ref. 11 these/enient form. First, the inequaliti€20) and(22) are equiva-
conditions guarantee the stability of the heteroclinic contoutent to
as an attractor while here they only imply stability of the
SHS during finite interval of time. Such kind of statements %1 _ _ Tk 4 (35)
while being standard in, say, the theory of averaging isnotso  o; Pii-dik '
familiar in the dynamical systems theory. In other words, we
construct the sequence of mappings of transversal to heterfurthermore, we assume thaf>1, k=1,... N. Then the
clinic orbits sections along orbits close to these heteroclini€onditionsx,>1 will be automatically satisfied. Thus, the
orbits absolutely in the same way as we did in Ref. 11. Thdnequality
conditions of Theorem imply that all these mappings are pi i 0 =0
contractions. Thus, any orbit going through a point close to = —“*——“>1, (36)
the first heteroclinic orbit will remain close to the SHS until Tiger ™ Pireai i
it intersects the last transversal section to the unstable SePRAplies that
ratrix of the nth saddle point. In Theorem 1 of Ref. 11 the
first and the last sections were the same—the heteroclinic Oi_, . Oiyy

of equilibriaAik) consists ofN segments, and

for values oft for which a(t) belongs to thekth segment,
whereC, is a constant independent ef

k Ik

orbits formed a closed heteroclinic contour—therefore, the  Pigeai =~ ~ P+ o; o; (37)

corresponding Poincare mapping was a contraction. Here the K K

first and the last sections are different, and one can guarantead, together witl{35), it implies the inequality

the closeness of the SHS and an orbit only during a finite o

interval of timeT(e). o kel _ g (39)
Corollary: Under the conditions of Theorem and pro- KTk oy,

vided that(3) is satisfied and given a neighborhoddas in - . .

Theorem, there exists an open ¥étin the positive octant in Combining the last result withl.9) we obtain

a small neighborhood® of the origin such that every orbit o o

going throughV* comes toU at a pointa®=(a, ... ,aﬁﬂ\,,l) U—'fﬂ -1<pi i < ;1- (39

with 0<af =e=<e, and then follows the heteroclinic se- 'k '

qguencel’y staying inU for the timeT(e). Also, condition(23) may be rewritten as
The proof of Corollary directly follows from the fact oo

[assumption(3)] that most orbits leaveV following the pi, > pik-likJ’IU—.IH' (40)

1

a -axis. v
Remark: In reality V* can be very large, it can contain,
say, 90% of all positive initial points iN. It explains repro-

ducibility of sequences of switchin{j\ik} while one repeats

choosing points in the_ small _nelghborhowof the origin with mear=0.02 ando=0.015 added to its right hand stk
and looks at the resulting orbits. .
Summarizing the results of this section one can say thatl_ncrement&ri(l—l, - N) were set to random numbers that
Were taken uniformly from the intervgb;10). Elements of
(1) Among saddle-type equilibria of the systéd there are  the connectivity matriyp;; were then chosen according to the

the ones with one-dimensional unstable separatrices arfdllowing rules:

In order to check predictions of Corollary, we performed
numerical simulations of the dynamics in a network Nof
=50 neurons described by E@) with Gaussian white noise
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—
(e}

neuron
20

FIG. 2. (Color). Time series of ten trials, simulations of
each trial were started from a different random initial
condition. Only one neuron is active at any given time,
except for very short initial transient timsee Fig. 3.

trial
—_— N W A N o \O

| B

50

time

IV. DISCUSSION

b= 2108, (41) | . .
ik g The processing of sequential discrete events is important

on every level of organization of neural systems: From one
neuron to neural ensembles and microcircuits. One of the
i general dynamical principles that can be responsible for se-
o 0.5, (42) guence generation in neural systems is the winnerless com-
'k petition (WLC) among neuron$>®The mathematical im-
age of the WLC dynamics is a trajectory in the vicinity of a
gi-o,_ stable heteroclinic sequen(:SHS_g in the phasg space of the
Pii, = Pi, i, + —+2, (43 system. Such a sequen¢see Fig. 1 is a chain of saddle-
Tiy, node fixed points connected by one-dimensional separatrices
that satisfy the conditions), (39), and (40). which retains nearby trgjec_tories ?n its vicipity. I_n neural sys-
The resulting system of equations was simulated 1d.ems the WLC dynamics is realized by inhibitory connec-

times, each time starting from a random initial condition tions between different neural clusters: Inhibitory neurons
' 50 sequentially inhibitturn off) or stop to inhibit(turn on) ex-

within the hypercub&p, ,. In each simulation the sequence . L _
o citatory neurons. Flexibility of WLC dynamics may be pro-

of crossings of t_he threshold=4 by was recorded. Ten vided by the dependence of the identity of participating neu-
such networks with random sets @fwere simulated and, as N
al clusters on the stimuli.

a result, 100 sequences were obtained, 10 for each netw0r5< o . .
q Sequence generation in the chain- or layer-like networks

of neurons may result from feedforward wave-like propaga-
tion of spikeglike the waves in synfire chai?fs. In contrast,
WLC dynamics does not need a specific spatial organization

Equations(41)—«(43) satisfy the conditions of the Corol- of the network. However, the image of a wave is a useful
lary. However, these conditions are not sufficient to observe
reproducibility for arbitrary initial points. Hence, one cannot
expect that all the networks with randam and strengths of 10 - T - - |
connections which satisfi#1)—(43) will exhibit reproducible
sequential dynamics. Nevertheless, most of the networks
produced identical sequences in all 10 trials. In Fig. 2 we
show an example of 10 color-coded time series for a network
with a particular realization of;. Simulations of each trial e T a
were started from a different random initial condition. In this . | - /
plot each neuron is represented by a different color and its | AT
level of activity is represented by the saturation of the color. % g L
This figure illustrates that the sequence of neuronal activa- | f
tions in the network is reproducible and the time intervals 2
between switchings of neuronal activity are roughly the
same. ol > -
In Fig. 3 we plot an example of the time seriagt) (ime
during the initial stage of switching dynamics in the network.

FIG. 3. Example of the time series of average firing rags during the

This plOt lllustrates the fact that the system forQEtS theinitial stage of switching dynamics in the network. System forgets initial

initial conditions very qUiCk!Y_and from the very beginning congitions very quickly as all but two firing rates decay to zero at the
starts to follow the heteroclinic sequence. beginning of the response.
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one, because in the case of WLC a “wave” of neural activityessence of the idea is that the sequential memory is encoded
propagates in the network along the SHS. Such a wave i& a multidimensional dynamical system with a heteroclinic
initiated by a stimulus. The speed of the sequential switchingequence, where each saddle point represents an event of a
depends on the noise leVeIThe noise controls the distance sequence that is to be remembered. Once the state of the
between the realized trajectories of the system and the SHSystem approaches one fixed point representing a certain
For trajectories that get closer to the SHS the time that thevent, it is drawn along an unstable separatrix toward the
system spends near semi-stable stegaddle-nodesi.e., the  next fixed point(even) and so on. Using the biologically
interval between switchings, becomes longer. motivated model of the sequential spatial memory it has been
The mechanism of reproducibility of transient sequentialshown that, after learning, the system with WLC dynamics is
neural activity that we have analyzed above is quite generalapable of associative retrieval of pre-recorded sequence of
and, as our preliminary results indicate, does not depend opatterns-’
the details of the neuronal model. We conjecture that saddle The second application is related to the dynamics of the
points in the phase space of the neural network can be rdtigh vocal cente(HVC) in the brain of songbirds. It was
placed by saddle limit cyclé@ or even chaotic sets that observed that HVC dynamics is strictly sequential, with each
would describe neural activity in more detail, as in typical projection neuron generating just one burst per sequ‘énce.
spiking or spiking-bursting models. This is extremely impor- The sequence of bursts is highly reproducible because adult
tant for neurobiological applications because it may help tanale birds produce precisely the same song in each perfor-
build a bridge between the concepts of neural competitionrmance. Taking into account the fact that the HVC neural
and of neural synchronization. Formulation and proof ofcircuit contains a lot of inhibitory interneurons, it is reason-
theorems like those presented in this paper for the more deble to hypothesize that its inhibitory connections are non-
tailed neural models is a very interesting mathematical probsymmetric and are organized in a way that is similar to the
lem in itself. As our recent results indicaﬁ%reproducible one described above.
nonperiodic sequences can be generated even in neural net-
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