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Abstract

Random geometric graphs have proven to be extremely useful in
modeling static wireless ad-hoc and sensor networks. The study of
these graphs and their spectral properties is a very active field with
many interesting applications. In this work, we study the spectral
properties of these graphs and in particular we prove the lack of spec-
tral gap in random geometric graphs under a wide range of cases.
We also present some results on the spectral properties of generalized
weighted versions of these graphs. We later focus on mobile geometric
graphs or dynamic Boolean models as were introduced by van den
Berg, Meester, and White in 1997. These mobile models have been
used to model mobile ad-hoc and sensor networks. Our results are
aimed at understanding the dynamics of message spreading in a real-
world dynamical network. We simulate a message spreading process
and present some results related to the total propagation time under
different scenarios. We call total propagation time the time it takes for
a certain message to reach all the nodes in the network. This message
could be a packet, a virus, a rumor in a social network, or something
more general. In particular, we study how the metric, mobility prop-
erties, presence or absence of obstacles and finally the propagation
characteristics affect the dynamics of the message spreading.
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1 Introduction and Motivation

A random geometric graph consists of a set of vertices distributed randomly
over some metric space, with two vertices joined by an edge if the distance
between them is sufficiently small. More precisely, we consider the following
model: let I = [0, 1]d the d-dimensional unit cube and let G(n, rn) be the
graph formed when n nodes are placed uniformly and independently in I,
and two nodes are connected if the distance between them is less than rn.
The radius rn is referred to as the range of a node. Many of the properties
of these graphs have been studied and analyzed, including the connectivity
properties, cover times and mixing times (see [1, 4, 7, 9, 10, 14, 15]). For
instance, it was proved in [4, 7, 14] that the graph is connected almost surely
if and only if

rn ≥
[

1

n

(

2(d− 1)

d
log(n) +

2

d
log log(n) + γ(n)

)]1/d

(1)

for any sequence γ(n) → ∞. The study of random geometric graphs is a
relatively new area; the monograph [14] is a great reference. In addition to
their theoretical interest, random geometric graphs have many applications,
including wireless communication networks and ad-hoc networks. While sim-
ple, these models capture important qualitative features of real world ad-hoc
networks.

Human trajectories are often approximated by different models of random
walks. Measurements suggest that animal but also human trajectories can
be approximated by Lévy flights [17, 18, 19, 20]. Investigating mobility at
the geographical scale, is relevant for individual mobility and proximity in
contexts that are relevant for data diffusion and their applications. A wide
range of commonly used models can be found in the survey about mobility
models and ad-hoc networks by Camp et al. [21]. The authors emphasize
the need to devise accurate mobility models, and explore the limitations of
current modeling strategies, pointing out that models with no memory (ran-
dom walk) describe nodes whose actions are independent from one another.
On the other hand, group mobility models, such as the Nomadic Commu-
nity Mobility Model, aim at representing the behavior of nodes as they move
together.
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Most analytical frameworks for message diffusion (see, e.g., [22]) are stochas-
tic models used to compute message delay distributions based on parameters
describing communication range and inter-contact time distributions, with
no special characterization of the causal structure of message propagation.
Other works such as [23] and [24] also focus on the analysis of the distribu-
tions of inter-meeting intervals. Another relevant area deals with modeling
data dissemination in opportunistic networks. In [25] data is pro-actively
disseminated using a strategy based on the utility of the data itself. Util-
ity is defined on top of existing social relationships between users, and the
resulting Markovian model is validated in simulation.

In this work we study the mobility properties in random geometric graphs. In
particular, we study the propagation time and how it is affected by changes
in the metric and the topology of the geographical area. We further explore
how the propagation time is affected by the characteristics of the information
spread. In other words, how different models for the information spread affect
the propagation time.

This paper is organized as follows. In Section 2, we prove that for any
sequence rn → 0 these graphs have no spectral gap as n → ∞. More precisely,
given the normalized Laplacian of G(n, rn) (to be defined later), this one is
a positive definite operator with eigenvalues 0 = µ1 ≤ µ2 ≤ . . . µn ≤ 2 we
prove that µ2 → 0 almost surely as n → ∞. We also compute the spectral
measure under different regimes. In Section 3, we study a generalized version
of the random geometric graph where the points are randomly placed in
a d-dimensional compact manifold M and where the links between nodes
have certain weights. We prove that when the weights are defined from
a Gaussian weighting kernel then the normalized Laplacian of the graph
converges towards the continuous Laplace-Beltrami operator of the manifold
as the number on nodes increases. In Section 4, we continue the study done
in [16] and [10] regarding the mobility properties of these graphs and how
fast information spreads. Our main interest is in studying the propagation
time. How long does it takes for a disease to spread to an entire population?
How does it change as we change the topology, the radius of coverage, the
metric, the mobility characteristics and the propagation characteristics? We
first consider the Euclidean and hyperbolic metric. In the Euclidean case
the nodes are located in the unit square or torus with the Euclidean metric
and they move independently of the other nodes accordingly to a standard
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Brownian motion or a Lévy flight of exponent µ. In the hyperbolic case the
nodes are located in the disk D(0, R) inside the hyperbolic space with the
Poincaré disk model. Regarding the propagation characteristic we consider
two scenarios. In the first one we start by one infected node and every
node becomes infected after being in contact with an infected node. The
second scenario is called the bootstrap model and a node becomes infected
only after being in contacted with two or more different infected nodes but
not necessarily at the same time.

2 Lack of Spectral Gap

2.1 Background and Notation

Let G = (V,E) be a graph with vertex set V and edge set E. Let dv denote
the degree1 of a vertex v. The normalized Laplacian of the graph G is defined
to be the operator

L(u, v) =







1 if u = v and dv 6= 0,
−1√
dudv

if u and v are adjacent,

0 otherwise.

(2)

The operator L can be seen as an operator on the space of functions over
the vertex set V . If the graph G is infinite and locally finite (every vertex
has finite degree), then L is a well defined operator from l2(V ) to itself2. In
other words, L : l2(V ) → l2(V ) where for each x ∈ l2(V ) we define Lx as

Lx(u) = 1√
du

∑

v∼u

(

x(u)√
du

− x(v)√
dv

)

= x(u)−
∑

v∼u

x(v)√
dudv

. (3)

It is well known (see for instance [2]) that the operator L is positive definite
and its spectrum is contained in the interval [0, 2]. Moreover, if the graph
is finite then the element 0 always belongs to the spectrum. This is not the
case for infinite graphs; we say that an infinite graph has a spectral gap if

1The degree of a vertex is defined as the number of edges incident to the vertex.
2The space l2(V ) is the space of square-summable sequences defined over V .
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the element 0 does not belong to the spectrum of L. Since the spectrum of
L is compact, this is equivalent to saying that the bottom of the spectrum
λ0 defined as

λ0(G) = inf{λ ∈ spec(L)} = inf{‖Lx‖2 : ‖x‖2 = 1} (4)

is strictly positive. If the graph G is finite then λ0(G) is defined as the
value of the second eigenvalue. In other words, if |G| = n then the Laplacian
operator has eigenvalues 0 = µ1 ≤ µ2 ≤ . . . ≤ µn ≤ 2, and the bottom of the
spectrum is defined as λ0(G) := µ2.

Another important property of a graph is its Cheeger constant. Firstly, con-
sider a graph G and S a subset of the vertices of G, we define vol(S), the
volume of S, to be the sum of the degrees of the vertices in S:

vol(S) =
∑

x∈S
dx,

for S ⊂ V (G). Secondly, we define the edge boundary ∂S of S to consist
of all the edges with one endpoint in S and the other in the complement
Sc = V \ S. The Cheeger constant of an infinite graph is defined as

hG = inf

{

|∂S|
vol(S)

: S ⊂ V (G) with |S| < ∞
}

. (5)

It is a clear consequence of this definition that strictly positive Cheeger con-
stant implies linear isoperimetric inequality, since for every finite subset S of
G we have that |∂S| ≥ hG ·vol(S). The following well-known result [2, 12, 13]
relates the value of the Cheeger constant with the second eigenvalue µ2,

2hG ≥ µ2 ≥ 1−
√

1− h2
G (6)

for any graph G, where the second inequality assumes that G is connected.

Example 2.1. For the infinite linear chain, the integers Z, the spectrum is
equal to the whole interval [0, 2]. Moreover, for every p ≥ 2 the spectrum of
spec(Zp) = [0, 2].

Example 2.2. Let k ≥ 3 and let G be the k-regular tree also known as the
k-Bethe lattice. It is known (see for example [11, 12]) that

spec(Tk) =

[

1− 2
√
k − 1

k
, 1 +

2
√
k − 1

k

]

.
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Therefore, the larger the degree k is, the smaller the spectrum becomes. More-
over, the spectral measure for the normalized Laplacian is given by

µ(dx) =

√

4(k − 1)− k2(1− x)2

2πk(1− (1− x)2)
· 1[

1− 2
√

k−1

k
,1+ 2

√

k−1

k

]. (7)

This shows in particular that for the k-regular tree the spectral gap for such
a tree is equal to 1− 2

√
k−1
k

.

2.2 Lack of Spectral Gap for the Random Geometric

Graphs

In this section we will prove the lack of spectral gap for the random geometric
graphs in a very general context. Assume without loss of generality that n
nodes are deployed randomly in the unit d-dimensional cube I = [0, 1]d and
any two nodes are connected if their Euclidean distance is less than rn. We
are interested in the spectral properties of this graph as n goes to infinity.
We would like to mention that all our arguments work if we replace the unit
cube by a finite volume, open and connected domain in R

d. The parameters
n and rn determine a graph that we will denote G(n, rn).

Theorem 2.3. For any sequence rn → 0 then the second eigenvalue µ2(n)
of G(n, rn) goes to zero almost surely.

Proof. For notation simplicity let us focus in the case d = 2, all the arguments
can be carried out for the other cases. The interesting case is when the graph
is connected since otherwise µ2 = 0. Therefore, let us assume that rn is
greater than the connectivity threshold that in the two-dimensional case is
known to be equal to

rn ≥ rcon =

(

log(n) + γ(n)

nπ

)
1

2

(8)

where γ(n) is any sequence such that γ(n) → ∞. Under this assumption we
know that the second eigenvalue µ2(n) > 0 and we will show that µ2(n) → 0
almost surely as n → ∞. For every node x it is clear that the expected degree
E(deg(x)) = nπr2n.
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Consider X the set of nodes in [0, 1
2
]× [0, 1] and Y the set of nodes in [1

2
, 1]×

[0, 1], without loss of generality assume that |X| ≤ n
2
, moreover |X| → n

2

almost surely as n → ∞. Let ǫ > 0 and define Tǫ the set of nodes in
[1
2
− ǫ, 1

2
] × [0, 1]. Since rn → 0 there exists n sufficiently large such that all

the nodes in X \ Tǫ are not connected to the nodes in Y .

Let hn the Cheeger constant of G(n, rn). Then by definition

hn ≤ |∂X|
vol(X)

. (9)

Now vol(X) → n
2
E(deg(x)) almost surely and |∂X| ≤ area(Tǫ)nE(deg(x)).

Therefore,
hn ≤ 2area(Tǫ) = 2ǫ. (10)

Since ǫ is arbitrary and independent on n we see that hn → 0 almost surely.
Now using Equation (6) we conclude the proof.

2.3 Simulation Results

In this section we present some simulation results regarding the spectral mea-
sure of random geometric graphs and the rate of decay of µ2 as n increases.

In Figure 1 we see the spectral measure for G

(

n,
√

log(n)
πn

)

for n = 1000 and

10 trials. In Figure 1 we see the value of µ2 the second eigenvalue of the
Laplacian as a function of n.

3 Spectral Properties of Generalized Random

Geometric Graphs

Random geometric graphs can be generalized in many different ways. One
possibility is instead of randomly deploy the nodes in a finite volume domain
in R

d is to deploy them in a finite volume d-dimensional Riemannian manifold
M and connect the nodes if the geodesic distance between the nodes is
smaller than a threshold r. This procedure gives us a graph embedded in
the manifold M. Another possible generalization is to assign weights to
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Figure 1: The top chart is the spectral density ofG

(

n,
√

log(n)
πn

)

for n = 1000

and 10 trials. The bottom chart is the second eigenvalue µ2(n) as a function
of n.
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the different links. Note that in the classical random geometric graphs all
the links have weight one. This may not be a reasonable assumption if we
are modeling ad-hoc networks since the signal strength changes continuously
with the distance between the nodes.

In this section we would like to focus in the spectral properties of this gener-
alized model. Our model consists of a d-dimensional manifold M, a weight
function f : R+ → R

+ and we will deploy n nodes uniformly random ac-
cordingly to the volume measure induced by the Riemannian metric in M.
Given any two nodes u and v the weight of their link will be given by
w(u, v) = f(d(u, v)) where d(u, v) is the distance between the nodes. A
reasonable weight function to consider would be

w(u, v) = exp(−d(u, v)2/2σ), (11)

for σ > 0. We will denote this graph as GM(n,w). Note that if f(x) =
1[0,r](x) we recover the classical random geometric graph in M. For a
weighted graph G = (V,E) the Laplacian operator L : l2(V ) → l2(V ) is
defined as in Equation 3 but with the according weights. In other words, for
each x ∈ l2(V ) we define Lx as

Lx(u) = x(u)−
∑

v∼u

w(u, v)x(v)√
dudv

. (12)

Given a manifoldM there is a natural differential operator called the Laplace-
Beltrami operator. This one is defined as the divergence of the gradient, and
is a linear operator taking functions into functions. The operator can be
extended to operate on tensors as the divergence of the covariant deriva-
tive. Alternatively, the operator can be generalized to operate on differential
forms using the divergence and exterior derivative (for more on this see [3]).
Combining the definitions of the gradient and divergence, the formula for the
Laplace-Beltrami operator applied to a scalar function f is, in local coordi-
nates

LMf = div grad f =
1
√

|g|

d
∑

i=1

d
∑

j=1

∂i

(

√

|g|gij∂jf
)

. (13)

Here |g| := | det(gij)| is the absolute value of the determinant of the metric
tensor gij. The divergence divX of a vector field X on the manifold in local
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coordinates is equal to

divX =
1
√

|g|

d
∑

i=1

∂i

(

√

|g|X i
)

. (14)

The gradient of a scalar function f is the vector field gradf that may be
defined through the inner product 〈·, ·〉 on the manifold, as

〈gradf(x), vx〉 = df(x)(vx) (15)

for all vectors vx anchored at point x in the tangent space TxM of the
manifold at point x. Here, df is the differential of the function f . In local
coordinates, one has

(gradf)i = ∂if =
d
∑

j=1

gij∂jf, (16)

where gij are the components of the inverse of the metric tensor, so that
gijgjk = δik with δik the Kronecker delta.

Many examples of the Laplace-Beltrami operator can be worked out explic-
itly.

Example 3.1 (Euclidean space). In the usual (orthonormal) Cartesian co-
ordinates xi on the Euclidean space, the metric is reduced to the Kronecker
delta, and one therefore has |g| = 1. Consequently, in this case

Lf =
1
√

|g|

d
∑

i=1

d
∑

j=1

∂i
√

|g|∂if =
d
∑

i=1

d
∑

j=1

∂i∂
if (17)

which is the ordinary Laplacian. In curvilinear coordinates, such as spherical
or cylindrical coordinates, one obtains alternative expressions.

Example 3.2 (Spherical Laplacian). The spherical Laplacian is the Laplace-
Beltrami operator on the (d− 1)-sphere with its canonical metric of constant
sectional curvature 1. It is convenient to regard the sphere as isometrically
embedded into R

d as the unit sphere centred at the origin. Then for a function
f on Sd−1, the spherical Laplacian is defined by

LSd−1f(x) = Lf(x/|x|) (18)
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where f(x/|x|) is the degree zero homogeneous extension of the function f to
R

d − 0, and L is the Laplacian of the ambient Euclidean space. Concretely,
this is implied by the well-known formula for the Euclidean Laplacian in
spherical polar coordinates:

Lf = r1−n ∂

∂r

(

rn−1∂f

∂r

)

+ r−2LSn−1f.

Now we are ready to prove the main theorem of this section.

Theorem 3.3. Let GM(n,w) with weight function as in Equation 11. Let
L be the Laplace operator of the graph GM(n,w) and let LM be the Laplace-
Beltrami operator of M. Then for any differentiable function f : M → R

we have that
lim
n→∞

Lf(u) = σ

2
LMf(u) +O(σ3/2).

Similar results were proved in [26] using different techniques. Our proof is
considerably shorter but we will omit it in this paper.

4 Mobility Random Geometric Graph Model

In many situations, the nodes of a graph are not fixed but mobile. Many
different types of mobility can be considered for the nodes but it seems nat-
ural to allow some room for randomness in the mobility properties. These
models can be used to understand properties of communication networks,
social networks, ad-hoc networks, sensor networks and also the spread of
infectious diseases and rumors. Even though these models are simple they
capture important characteristics of real networks. In [16] the problems of
detection (time until a target node is detected), coverage (the time until all
nodes in a large set are detected) and percolation (the time until a given
node is connected to an infinite connected component) were analysed. Their
model consists of an infinite number of nodes deployed randomly according
to a Poisson point process on R

d of intensity λ. Each node Xi moves ac-
cording to a standard Brownian motion {ξi(t)}t≥0 independently of the other
nodes. Therefore, at any given time t we have the graph Gt constructed by
adding an edge between any two nodes that are at distance at most r. As
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it is mentioned in [16], the analysis where the number of nodes is infinite
and nodes are deployed in a infinite volume space like R

d is mathematically
cleaner and explicit formulas can be proved since we do not have boundary
effects.

In this work we choose to work in the finite volume case with a finite number
of nodes. This scenario is more realistic from a practical point of view. We
consider a multi-hop network with n mobile nodes with radius of coverage rn.
We suppose that the radius of coverage is the same for every node and we
adopt the geometric graph model, i.e., two nodes are connected or they can
exchange information if the distance between them is inferior to a certain
threshold (called radius of coverage), otherwise, they are disconnected. This
model can also be used to study the spread of infectious diseases or rumors.
More specifically, starting from one or several infected nodes we can study
how fast the infection spread to the whole population and how this change
as we change the mobility properties of the nodes, their velocity, the radius
of coverage and the metric.

As we mentioned in the introduction our main interest is in studying the
propagation time and how this is affected by the changes in the radius of
coverage, the metric, the mobility characteristics and the propagation char-
acteristics.

4.1 Description of the Code

The code can basically be decomposed in four programs: ‘fixBoundaries’,
‘infect’, ‘simulate’, and ‘monteCarlo’.

The program ‘fixBoundaries’ enforces the boundaries of the domain. It takes
as parameters the position of the nodes, the direction of the nodes, and the
domain description. The program detects which nodes are about to escape
from the domain and depending on the domain description, it bounces and
handles them accordingly.

The program ‘infect’ detects which nodes are infected and which nodes are
not, and depending on the position of the nodes and the radius of coverage,
it infects the nodes that are within the radius of coverage of an infected node.
It takes as parameters the current infection of the nodes, the position of the
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nodes, and the radius of coverage.

The main program ‘simulate’ computes the propagation time over the nodes.
It takes as parameters the number of nodes, the radius of coverage, the speed
of the nodes, and time between direction changes. The program chooses
the position of the nodes uniformly at random over the considered domain.
The direction of the nodes is chosen uniformly at random and the speed is a
gaussian variable with mean and standard deviation equal to the speed of the
nodes. It infects one of the nodes at random. Then at each time, it computes
the nodes that are going to be infected by using the program ‘infect’ and the
new positions of the nodes according to the mobility model considered and
enforcing the boundaries by using the program ‘fixBoundaries’. When all the
nodes have been infected, it terminates and gives the propagation time.

The program ‘monteCarlo’ uses Monte Carlo methods to compute the prop-
agation time by using the main program.

These programs are available upon request.

4.2 Propagation Time on the Euclidean Space

In this subsection, we consider the Euclidean distance as the metric of the
space, i.e., the distance between two points (x1, y1) and (x2, y2) is given by

dE((x1, y1), (x2, y2)) =
√

(x1 − x2)2 + (y1 − y2)2.

The values of the parameters we have used in our simulations are listed as
follows:

1. The network area is the two-dimensional unit square I = [0, 1]× [0, 1]
(where nodes bounce against the boundary in a billiard like fashion).
We also study the two dimensional torus T.

2. The number of mobile nodes in the network is n = 500.

3. Nodes start from a uniformly distributed initial position.

4. Each node takes a uniformly distributed direction angle in [0, 2π).
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5. We evaluated different scenarios where all mobile nodes change their
direction after T1 = 1s, T2 = 5s, T3 = 10s.

6. Each mobile node changes its speed at each new time interval and
choose its speed at random with a Gaussian distribution N(0, v2)
where v = 0.005diam/s. Therefore, the standard deviation is 0.5%
of the diameter of the whole domain per second. This mobility mimics
a Brownian motion.

7. All the simulations are averaged over 50 instances to obtain an estimate
of the average.

8. We take at random one mobile node and consider it infected.

9. We assume that all of the nodes within range of an infected node will
became infected.

The simulation shows the total propagation time, i.e., the time it takes for all
of the nodes to be infected, as a function of the range. Note that as the time
T becomes smaller and smaller the mobility of the nodes gets closer and closer
to a Brownian motion. We did not observe any significant change by changing
the space from [0, 1]2 to the torus T, so it seems that the boundary effect is not
that relevant in the propagation time. Figure 2 shows the propagation time
as a function of the coverage radius. To make comparisons easier when we
change the metric we always plot propagation time versus radius of coverage
normalised by the diameter of the domain over 2.

4.3 Lévy Flights

As in the previous subsection we consider the Euclidean distance to be the
metric of the space. All the simulation parameters are as before but we
change the mobility properties of the nodes. They still move independently
of each other but instead of moving accordingly to a Brownian motion they
move accordingly to the so called Lévy flight. Recently, many empirical
studies and theoretical analysis on the pattern of animal foraging, migration
and human travelling have presented that these mobility patterns possess
a Lévy flights property with an exponent µ = −1.59 for humans. More
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Figure 2: Total propagation time as a function of the radius of coverage
normalized by the diameter for three different mobility scenarios in the Eu-
clidean space. The bottom figure is the log scale of the top one.
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precisely, if a node at time t is in position (x(t), y(t)) then his next position
will be

x(t+ 1) = x(t) + r cos(2πθ)

y(t+ 1) = y(t) + r sin(2πθ) (19)

where θ is random and uniformly distributed on [0, 1] and r is a random
variable with power law distribution of parameter µ. More precisely, its
probability distribution is given by

p(r) = µ rµ0
1

r1+µ
· 1[r0,∞)(r). (20)

The value r0 is the cut-off parameter that we fix it at r0 = 0.003. In Figure 3
we can appreciate the differences between Brownian diffusion and the Lévy
flight diffusion with various exponents. The Lévy flight type moving pattern
of individuals has many local steps but the occasional long distance journeys.
The smaller the parameter µ the more frequent this long journeys occur. This
has consequences for epidemic models of disease spreading in physical space.
In Figure 4 we compare the total propagation time for different exponents of
the Lévy flights and Brownian motion. We can appreciate that the spread of
information is much faster when nodes are allowed to travel long distances
in short periods of time as modelled in the Lévy flight case.

4.4 Bootstrap Propagation on the Euclidean Space

As in the previous subsection, we consider the Euclidean distance to be the
metric of the space. This model is a little bit more realistic for the spread
of a disease or a rumor. A node does only became infected after being in
contact with 2 or more different infected nodes (not necessarily at the same
time). For rumors this capture the idea that if somebody tells you a rumor
you don’t necessarily believe it right away but if several people tell you the
same rumor you are more likely to believe it.

The values of the parameters we have used in our simulations are as follows:

The first (1)–(7) are the same as in the previous simulation.

8. A node become infected after being in contact with two infected nodes.
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Figure 3: On top we can see a node describing a Brownian motion in the unit
square [0, 1]2. In the middle we can see a node performing a Lévy flight with
µ = 2.5. In the bottom figure we have a node performing a Lévy flight with
parameter µ = 2. In the three cases the node is performing 15, 000 steps.
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Figure 4: Total propagation time for Brownian motion movements and Lévy
flights. The number of nodes is 500 in the unit square. The bottom figure is
the log plot of the top one.
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Figure 5: Total propagation time as a function of the initial number of
infected nodes in the bootstrap case with the Euclidean metric.

9. We choose at random M mobile nodes and infect them.

10. We assume that all of the nodes within range of an infected node will
be infected as well.

11. We consider a radius of coverage equal to r = 0.05 · diam/2.

The simulation in Figure 5 shows the total propagation time as a function
of the initial number of infected nodes M for T = 1s, 5s and 10s. We can
appreciate a sharp transition in the propagation time around M = 4. In the
case M = 1 the disease never spreads since we need at least two infected
nodes, for M between 2 and 4 we can appreciate a very fast decay in the
propagation time form M greater than 5 the decay is much less pronounced.
This behavior was somehow expected for us and can be heuristically inter-
preted as the existence of threshold than when this number is reached the
disease spreads very quickly to the rest of the population.

4.5 Propagation time on the Poincaré disk model

In this subsection, we consider the following metric of the space. Given
u = (x1, y1) and v = (x2, y2) in the unit disk then we define the distance

dH(u, v) = arccosh(1 + δ(u, v)), (21)
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where

δ(u, v) = 2
‖u− v‖2

(1− ‖u‖2)(1− ‖v‖2) . (22)

The values of the parameters we have used in our simulations are listed as
follows:

1. The network area is the circle of radius R centered at the origin.

2. To neglect border effects, we consider a “billiard” like boundary effect
(where nodes bounce against the boundary in a billiard like fashion).

3. Nodes start from a uniformly distributed (in the metric sense) initial
position.

4. Each node takes a uniformly distributed direction angle in [0, 2π).

5. We evaluated different scenarios where all mobile nodes change their
direction after T1 = 1s, T2 = 5s and T3 = 10s.

6. Each mobile node change their speed at each new time interval and
choose its speed at random with Gaussian random variable N(0, v2)
where v = 0.005diam/s.

7. We take at random one mobile node and infect it.

8. We assume that all of the nodes within range of an infected node will
be infected as well.

To make the comparisons fair we choose the number of nodes in the Euclidean
and hyperbolic case to be the same per unit area. More precisely, let nE

and nH be the number of nodes in the Euclidean and hyperbolic domain
respectively we want that

nH

areaH(D(0, R))
= nE. (23)

Since a disk of radius R ∈ [0, 1] (with respect to the Euclidean metric) in the
hyperbolic disk has hyperbolic area

areaH(D(0, R)) = 4π sinh2

(

1

2
log
(1 +R

1−R

)

)
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Figure 6: A node performing a Brownian motion in the Poincare disk. We
show its first 15, 000 steps.

then if nE = 500 and R = 0.2715 we have that nH = 500.

In Figure 6 we see a node staring from the origin and performing a Brownian
motion with respect to the hyperbolic metric.

The simulation in Figure 7 shows the total propagation time, i.e., the time
it takes for all of the nodes to be infected, as a function of the radius of
coverage normalized by the diameter.

4.6 Bootstrap Propagation Model on the Poincaré disk

model

As in the previous subsection, we consider the Euclidean distance to be the
metric of the space. The values of the parameters we have used in our
simulations are listed as follows:

The first (1)–(6) are the same as in the previous simulation.

8. We choose at random M mobile nodes and infect them.

9. We assume that all of the nodes within range of an infected node will
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Figure 7: Total propagation time as a function of the radius of coverage
normalized by the diameter for three different mobility scenarios in the hy-
perbolic space. The bottom figure is the log scale of the top one.
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Figure 8: Total propagation time as a function of the radius of coverage for
three different mobility scenarios in the bootstrap case with the hyperbolic
metric.

be infected as well.

10. We consider a radius of coverage equal to r = 0.05diam/2.

The simulation shows the total propagation time as a function of the initial
number of infected nodes M .

4.7 Propagation Time in a Domain with Obstacles

In this subsection we study the behavior of the propagation time when the
domain has a certain number of obstacles. More precisely, assume that our
domain is the unit square area with four small inaccessible squares inside.
These small squares could model lakes or areas where the nodes are not al-
lowed to enter. How does the propagation time is affected by these obstacles?
We expect that the propagation time will increase but would it be significant?

The values of the parameters we have used in our simulations are listed as
follows:

1. The network area is the two-dimensional unit square I = [0, 1]× [0, 1]
(where nodes bounce against the boundary in a billiard like fashion)
with 4 small squares removed as in Figure 9.
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Figure 9: Infected nodes are in red and no infected ones in blue.

2. The number of mobile nodes in the network is n = 500.

3. Nodes start from a uniformly distributed initial position.

4. Each node takes a uniformly distributed direction angle in [0, 2π).

5. We evaluated the scenarios where all mobile nodes change their direc-
tion after T1 = 1s and T2 = 5s.

6. Each mobile node change their speed at each new time interval and
choose its speed at random with a Gaussian distributionN(0, v2) where v =
0.005diam/s. Therefore, the standard deviation is 0.5% of the diameter
of the whole domain per second.

7. We take at random one mobile node and consider it infected.

8. We assume that all of the nodes within range of an infected node will
became infected.

Figure 10 shows the simulation results for the propagation time. Similar re-
sults were obtained in the bootstrap case with obstacles and in the hyperbolic
case.
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Figure 10: Total propagation time as a function of the radius of coverage nor-
malized by the diameter for two different mobility scenarios in the Euclidean
space with four obstacles.

5 Conclusions

A random geometric graph consists of a set of vertices randomly distributed
over a metric space, with two vertices joined by an edge if the distance
between them is smaller than a certain threshold called radius of coverage.
In addition to the theoretical interest of these graphs, they have been useful
in several applications since, while simple, these models capture important
features of real world ad-hoc networks. In this work, we have studied the
spectral properties of these graphs and in particular, we have proven the lack
of spectral gap in random geometric graphs under a wide range of cases. We
have also presented some results on the spectral properties of generalized
weighted versions of these graphs.

We have later focused on mobile geometric graphs or dynamic Boolean mod-
els as were introduced by van den Berg, Meester, and White in 1997, and
also on the Lévy flights since measurements suggest that animal and also
human trajectories can be approximated by them [17, 18, 19, 20]. These mo-
bilility models have been useful to model mobile ad-hoc and sensor networks.
Investigating the mobility at a geographical scale, is relevant for individual
mobility, for the proximity of the nodes, and in consequence, for data diffu-
sion, and its applications. In particular, on this part of our work, we focus
on the study of the propagation time and how it is affected by changing the
used metric and the topology of the geographical area. We call propagation
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time the time it takes for a certain message to reach all the nodes in the net-
work. In other words, we explore how different models for the information
spread affect the propagation time. In particular, we study how the metric,
mobility properties, presence or absence of obstacles and finally the propa-
gation characteristics affect the dynamics of the message spreading. Even
though we could observe a change in the propagation time by changing the
metric the most significant changes were observed by changing the mobility
properties of the nodes and by changing how information spreads (bootstrap
and non-bootstrap case). In the non-bootstrap case the propagation time
seems to decay exponentially with the radius of coverage. More specifically,
we could see from figures 2, 4 and 7, that the total propagation time T is of
the form

T (r) ∝ exp(−βr),

where r is the radius of coverage of each node and β is a parameter that
depends on the mobility properties and the metric characteristics.

On the other hand, when we compute the total propagation time as a function
of the initially infected nodesm, we observe a phase transition aroundm = 5.
In other words, the propagation time decays abruptly around m = 5 and it
decreases very slowly as m increases. This phenomenon can be observed in
figures 5 and 7 for the bootstrap case.

We did not observe any significant changes in the total propagation time by
introducing obstacles in the domain.
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