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A Novel Overactuated Quadrotor UAV:

Modeling, Control and Experimental Validation
Markus Ryll, Heinrich H. Bülthoff, and Paolo Robuffo Giordano

Abstract—Standard quadrotor UAVs possess a limited mobility
because of their inherent underactuation, i.e., availability of 4
independent control inputs (the 4 propeller spinning velocities)
vs. the 6 dofs parameterizing the quadrotor position/orientation
in space. As a consequence, the quadrotor pose cannot track
arbitrary trajectories in space (e.g., it can hover on the spot only
when horizontal). Since UAVs are more and more employed as
service robots for interaction with the environment, this loss of
mobility due to their underactuation can constitute a limiting
factor. In this paper we present a novel design for a quadrotor
UAV with tilting propellers which is able to overcome these
limitations. Indeed, the additional set of 4 control inputs actuating
the propeller tilting angles is shown to yield full actuation to
the quadrotor position/orientation in space, thus allowing it to
behave as a fully-actuated flying vehicle. We then develop a
comprehensive modeling and control framework for the proposed
quadrotor, and subsequently illustrate the hardware/software
specifications of an experimental prototype. Finally, the results of
several simulations and real experiments are reported to illustrate
the capabilities of the proposed novel UAV design.

I. INTRODUCTION

C
OMMON Unmanned Aerial Vehicles (UAVs) are under-

actuated mechanical systems, that is, systems possessing

less control inputs than available degrees of freedom (dofs).

This is, for instance, the case of helicopters and quadrotor

UAVs for which only the Cartesian position and yaw angle

w.r.t. an inertial frame can be independently controlled (4
dofs), while the behavior of the remaining roll and pitch angles

(2 dofs) is completely determined by the trajectory chosen for

the former 4 dofs (the so-called quadrotor ‘flat outputs’ [1],

[2], [3]).

Over the last decades, a variety of control techniques has

been proposed to deal with the quadrotor underactuation so

as to allow for an effective and robust flight performance,

see [4], [3], [5] for an overview. The constant improvements

in the miniaturization of microelectromechanical systems and

sensors (MEMS) and in the computational power of micro-

controllers have led to impressive achievements by employing

quadrotor UAVs as robotics platforms: planning and control

for aggressive flight maneuvers [6], collective control of multi-
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ple small- and micro-quadrotors [7], [8], and vision-based state

estimation for autonomous flight [9] are just a few examples.

Nevertheless, the underactuated quadrotor design still limits

its flying ability in free or cluttered space and, furthermore,

it also degrades the possibility of interacting with the en-

vironment by exerting desired forces in arbitrary directions.

This is a particularly limiting factor since quadrotor UAVs are

being more and more envisaged and exploited as autonomous

flying service robots, e.g., as proven by the recently funded EU

projects “AIRobots” [10] and “ARCAS” [11]. Indeed, several

groups have been addressing the possibility to allow for an

actual interaction with the environment, either in the form

of direct contact [12], [13], [14] or by considering aerial

grasping/manipulation tasks [15], [16], [17], [18], [19]. In

this respect, as also recognized in [20], [21], it is interesting

to explore different actuation strategies that can overcome

the aforementioned underactuation problem and allow for full

motion/force control in all directions in space.

Motivated by these considerations, several solutions have

been proposed in the past literature spanning different concepts

as, e.g., tilt-wing mechanisms [22], [23], UAVs with non-

parallel (but fixed) thrust directions [24], or tilt-rotor actua-

tions [25], [26]. In [27], the possibility of combining several

modules of underactuated ducted-fan vehicles to achieve full

6-dof actuation for the assembled robot is theoretically ex-

plored, with a special focus on the optimal allocation of the

available (redundant) control inputs. In contrast, the authors

of [20] consider the possibility of a ‘thrust-tilted’ quadrotor

UAV in which the main thrust direction (2 dofs) can be

actively regulated. A trajectory tracking control strategy is

then proposed, which is able to explicitly take into account

a limited range of the thrust tilting angles. Finally, in [21] a

UAV made of two central coaxial counter-rotating propellers

surrounded by three tilting thrusters has been presented along

with some preliminary experimental results. The prototype is

capable of two flight modalities: a ‘fixed configuration’ in

which it essentially behaves as a standard underactuated UAV,

and a ‘variable angle’ configuration which guarantees some

degree of full actuation as shown in the reported results.

A. Paper Contributions

Taking inspiration from these works, in this paper we focus

on a novel actuation concept for a quadrotor UAV in which

all the (usually fixed) propellers are allowed to tilt about the

axes connecting them to the main body frame [28], [29], [30].

Indeed, as explained, one of the limitations of the classical

quadrotor design lies in its inherent underactuation: presence
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Fig. 1: Picture of the holocopter prototype. The four propeller groups
are slightly tilted. The red bar indicates the positive direction of the
XB holocopter body axis

of only 4 independent control inputs (the 4 propeller spinning

velocities) does not allow to independently control the position

and orientation of the quadrotor at the same time. For instance,

in quasi-hover conditions, an horizontal translation necessarily

implies a change in the attitude or, symmetrically, a quadrotor

can hover in place only when being horizontal w.r.t. the ground

plane. In contrast, in this paper we will show that, by means

of the additional 4 actuated tilting dofs, it is possible to gain

full controllability over the quadrotor position and orientation,

thus transforming it, as a matter of fact, in a fully actuated

flying rigid body1. Figure 1 shows a picture of our current

prototype of ‘quadrotor with tilting propellers’, which will be

denoted as holocopter throughout the following developments.

The rest of the paper, as well as its main contributions, are

then organized as follows:

1) a complete dynamical model of the holocopter is first

derived in Sect. II by taking into account the dominant

aerodynamic forces/torques (the propeller actuation),

and by analyzing the effects of the main neglected terms;

2) a trajectory tracking controller is then presented in

Sect. III aimed at exploiting the actuation capabilities of

the holocopter for tracking arbitrary trajectories for its

body position and orientation. As the holocopter is actu-

ally overactuated (8 control inputs for 6 controlled dofs),

suitable strategies to exploit the actuation redundancy

are also discussed: these are aimed at preserving full

controllability of the holocopter pose and at minimizing

the total energy consumption during flight;

3) a thorough description of the hardware/software archi-

tecture of the prototype shown in Fig. 1 is then given

in Sect. IV, including the identification of its dynamical

parameters and a discussion of the main non-idealities

w.r.t. the dynamical model developed in Sect. II. In par-

ticular, a predictive scheme complementing the control

action of Sect. III is introduced in order to cope with

the poor performance of the employed servo motors;

4) an extensive set of ideal/realistic simulations and ex-

1This, of course, without taking into account possible limitations of the
actuation systems such as, e.g., finite range for the tilting angles. Section IV-A
will further discuss these points w.r.t. the experimental prototype considered
in this work.

Fig. 2: Schematic view of the quadrotor considered in this paper. The
overall center of mass is assumed to be in the body frame center. The
symbol L represents the length of all propeller arms, ωi, i = 1 . . . 4,
the propeller rotation speed and αi, i = 1 . . . 4, the orientation of the
propeller group

perimental results on the holocopter prototype is then

presented in Sects. V–VII, showing the appropriateness

of the various modeling assumptions and of the adopted

control design. A video collecting several experimental

flights is also attached to the paper;

5) conclusions and some future discussions are then given

in Sect. VII with a particular focus on a second-

generation holocopter prototype currently under devel-

opment.

II. DYNAMICAL MODELING OF THE

HOLOCOPTER

The quadrotor analyzed in this paper can be considered as

a connection of 5 main rigid bodies in relative motion among

themselves: the quadrotor body itself B and the 4 propeller

groups Pi. These consist of the propeller arm hosting the

motor responsible for the tilting actuation mechanism, and the

propeller itself connected to the rotor of the motor responsible

for the propeller spinning actuation2 (see Figs. 1–3). The aim

of this Section is to derive the equations of motion of this

multi-body system.

A. Preliminary definitions

Let FW : {OW ; XW , Y W , ZW } be a world inertial

frame and FB : {OB ; XB , Y B , ZB} a moving frame

attached to the quadrotor body at its center of mass (see Fig. 2).

We also define FPi
: {OPi

; XPi
, Y Pi

, ZPi
}, i = 1 . . . 4,

as the frames associated to the i-th propeller group, with XPi

representing the tilting actuation axis and ZPi
the propeller

actuated spinning (thrust Ti) axis (see Fig. 3).

As usual, we let 1R2 ∈ SO(3) be the rotation matrix

representing the orientation of frame 2 w.r.t. frame 1: therefore,
WRB will represent the orientation of the body frame w.r.t. the

world frame, while BRPi
the orientation of the propeller group

2For simplicity we are here considering each propeller groups Pi as
a ‘single body approximation’ of both the propeller/rotor and its hoisting
mechanism.
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Fig. 3: i-th tilting arm visualizing the body frame FPi , the associated
propeller thrust Ti, torque τexti and the propeller tilt angle αi

i-th frame w.r.t. the body frame. By denoting with αi ∈ R the

propeller tilt angle about axis XPi
, it follows from Fig. 2 that3

BRPi
= RZ

(

(i− 1)
π

2

)

RX(αi), i = 1 . . . 4.

Similarly, we also let

BOPi
= RZ

(

(i− 1)
π

2

)





L
0
0



 , i = 1 . . . 4

be the origin of the propeller frames FPi
in the body frame

with L being the distance of OPi
from OB .

Summarizing, the quadrotor configuration is completely

determined by the body position p = WOB ∈ R
3 and

orientation WRB in the world frame, and by the 4 tilt angles αi

specifying the propeller group orientations in the body frame

(rotations about XPi
). We omit the propeller spinning angles

about ZPi
as configuration variables, although the propeller

spinning velocities w̄i about ZPi
will be part of the system

model (see next Sections).

B. Equations of motion

By exploiting standard techniques (e.g., Newton-Euler pro-

cedure), it is possible to derive a complete description of the

quadrotor dynamic model by considering the forces/moments

generated by the propeller motion, as well as any cross-

coupling due to gyroscopic and inertial effects arising from

the relative motion of the 5 bodies composing the quadrotor.

As aerodynamic forces/torques, we will only consider those

responsible for the quadrotor actuation and neglect any addi-

tional second-order effects/disturbances. Indeed, as discussed

in the next Sect. II-C, for the typical ‘slow’ flight regimes

considered in this work, the propeller actuation forces/torques

result significantly dominant w.r.t. other aerodynamic effects.

We now discuss in detail the main conceptual steps needed to

derive the quadrotor dynamical model.

To this end, let ωB ∈ R
3 be the angular velocity of the

quadrotor body B expressed in the body frame4, and consider

3Throughout the following, RX(θ), RY (θ), RZ(θ) will denote the
canonical rotation matrixes about the X , Y , Z axes of angle θ, respectively.

4In the following, we will assume that every quantity is expressed in its
own frame, e.g., ωB =B

ωB .

the i-th propeller group Pi. The angular velocity of the i-th
propeller (i.e., of FPi

) w.r.t. FW and expressed in FPi
is just

ωPi
= BRT

Pi
ωB + [α̇i 0 w̄i]

T ,

where α̇i is the tilting velocity about XPi
and w̄i ∈ R the

spinning velocity about ZPi
, both w.r.t. FB (see Sect. II-A).

This results in an angular acceleration

ω̇Pi
= BRT

Pi
ω̇B + BṘ

T

Pi
ωB + [α̈i 0 ˙̄wi]

T .

By applying the Euler equations of motion, it follows that

τPi
= IPi

ω̇Pi
+ ωPi

× IPi
ωPi

− τ exti . (1)

Here, IPi
∈ R

3×3 is the (constant) symmetric and positive

definite inertia matrix of the i-th propeller/rotor assembly

approximated as an equivalent disc (the inertia of the tilting

mechanism is supposed lumped into the main body B), and

τ exti any external torque applied to the propeller. As usual,

see e.g. [31], we assume presence of a counter-rotating torque

about the ZPi
axis caused by air drag and modeled as

τ exti = [0 0 − kmωPiZ
|ωPiZ

|]T , km > 0 (2)

with ωPiZ
being the third component of ωPi

.

Let now

T Pi
= [0 0 kf w̄i|w̄i|]

T , kf > 0, (3)

represent the i-th propeller force (thrust) along the ZPi
axis

and acting at BOPi
in FB . By considering the quadrotor body

B and the torques generated by the four propellers Pi, one

then obtains

4
∑

i=1

(

BOPi
×BRPi

T Pi
− BRPi

τPi

)

= IBω̇B+ωB×IBωB ,

(4)

with IB ∈ R
3×3 being the (constant) symmetric and positive

definite Inertia matrix of B.

As for the translational dynamics, we assume for simplicity

that the barycenter of each propeller group Pi coincides

with OPi
. This allows us to neglect inertial effects on the

propeller groups due to the quadrotor body acceleration in

space. Therefore, by recalling that p = WOB is the quadrotor

body position in world frame, one has

mp̈ = m





0
0
−g



+ WRB

4
∑

i=1

BRPi
T Pi

(5)

where m is the total mass of the quadrotor and propeller bodies

and g the scalar gravitational acceleration of Earth.

Summarizing, equations (1)–(4)–(5) describe the rota-

tional/translational dynamics of the quadrotor body and pro-

peller groups. Note that the inputs of this model are the motor

torques actuating the propeller tilting axes XPi
and spinning

axes ZPi
. These are denoted as ταi

= τT
Pi
XPi

∈ R and

τw̄i
= τT

Pi
ZPi

∈ R, i = 1 . . . 4, respectively, for a total of

4 + 4 = 8 independent control torques (inputs). The propeller

spinning velocities w̄i (actuated by τw̄i
) will then generate

the forces and torques affecting the translational/rotational

motion of the quadrotor body B as a function of its current

configuration, in particular of the tilting angles αi actuated
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Symbols Definitions

FW inertial world frame

FB quadrotor body frame B
FPi

i-th propeller group frame Pi

p position of B in FW
WRB rotation matrix from FB to FW
BRPi

rotation matrix from FPi
to FB

αi i-th propeller tilt angle about XPi

w̄i i-th propeller spinning velocity about ZPi

ωB angular velocity of B in FB

τexti
i-th propeller air drag torque about ZPi

T i i-th propeller thrust along ZPi

τPi
motor torque actuating XPi

τω̄i
motor torque actuating ZPi

m total mass

IP inertia of the i-th propeller group Pi

IB inertia of the quadrotor body B
kf propeller thrust coefficient

km propeller drag coefficient

L distance of FPi
from FB

g gravitational acceleration of Earth

TABLE I: Main quantities and definitions for the holocopter dynamic
model

Fig. 4: Visualization of hub force FHi and rolling moment τRi

acting on a single blade

by ταi
. For the reader’s convenience, Table I lists the main

quantities introduced in this section.

C. Additional Aerodynamic Effects

The derivation of the most significant aerodynamic effects

besides the already considered propeller torques/forces (2–3)

can be obtained by considering momentum and blade element

theory. In this section we will focus on the influence of the hub

force FHi
(a force perpendicular to the rotor shaft acting on

the single blade elements) and of the rolling moment τRi
(a

torque around XPi
caused by different thrust on the retreating

and the advancing blade of the propeller). Figure 4 gives an

illustration of these quantities, while Table II summarizes the

main symbols introduced hereafter.

Let (ẋPi
, ẏPi

, żPi
) = WRT

Pi

W
ȮPi

be the velocity of the

i-th propeller w.r.t. the world frame and expressed in the

propeller frame FPi
. We define

Vi =
√

ẋ2
Pi

+ ẏ2Pi

as the sideways velocity of the i-th propeller in propeller

group frame. Momentum theory models the generated thrust

of a single propeller as ‖T Pi
‖ = 2ρAv1i

√

V 2
i + v21i , with v1i

being the so-called i-th propeller inflow velocity [32]. Solving

for v1i we get

v1i =

√

√

√

√

V 2
i

2
+

√

(

V 2
i

2

)2

+

(

‖T Pi
‖

2ρA

)2

(6)

where ρ is the air density and A the rotor area.

Following the assumptions and simplifications of [33], the

magnitude of the hub force FHi
can then be modeled as

{

‖FHi
‖ = CHi

ρA(w̄iR)2

CHi

σa
=

1

4a
µiC̄d +

1

4
λiµi(θ0 −

θtw
2

)
(7)

where

λi =
v1i − żPi

w̄iR
, µi =

Vi

w̄iR
, (8)

and R is the propeller radius, σ the solidity ratio, a the lift slop,

C̄d the average drag coefficient, θ0 the pitch of incidence, and

θtw the twist pitch. One can similarly model the magnitude of

the rolling moment τRi
acting on Pi and due to the different

lift of the retrieving and the advancing blade of the propeller

as
{

‖τRi
‖ = CRmiρA(w̄iR)2R

CRmi

σa
= −µi(

1
6θ0 −

1
8θtw − 1

8λi)
. (9)

In order to assess the influence of these aerodynamic effects,

we compared them against the thrust T Pi
and torque τ exti of

a single propeller during the simulated trajectory described

in Sect. V-A2 and relying, for the various parameters, on

the physical properties of our prototype and on values taken

from literature. The trajectory consists of a horizontal eight-

shape planar curve with a superimposed sinusoidal rotation

about the body Y B axis, and has been chosen as being

representative of the typical operational regimes of our pro-

totype. The results are shown in Fig. 5: as clear from the

plots, it is ‖T Pi
‖/‖FHi

‖ ≃ 600 and ‖τ exti‖/‖τRi
‖ ≃ 30

(note the two different scales of the y-axes in both plots).

This then confirms the minor significance of these (neglected)

second-order aerodynamics effects w.r.t. the propeller actua-

tion forces/torques (2–3) which are instead taken into account

in the holocopter dynamical model. As for the significance of

blade flapping and induced drag (typically modeled as first-

order contributions, see [3]), a similar analysis showed an

even smaller effect w.r.t. the above-mentioned second-order

forces/torques in the same flying regimes. Therefore, these

first-order terms were also neglected in the holocopter model.

III. MOTION CONTROL OF THE HOLOCOPTER

We now proceed to illustrate the control approach adopted in

this paper for exploiting the holocopter capabilities in tracking

arbitrary desired trajectories for the position and orientation of

its main body B.



5

0 10 20 30 40
0

1

2

3

4

5

6

7

8

||
T

P
1
||
[N

]

time [s]
0 10 20 30 40

0

0.01

0.02

0.03

0.04

||
F

H
1
||
[N

]
(a)

0 10 20 30 40
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

||
τ
e
x
t
1
||
[N

m
]

time [s]
0 10 20 30 40

0

0.01

0.02

0.03

0.04

||
τ
R

1
||
[N

m
]

(b)

Fig. 5: (a) Solid line: Thrust ‖T P1
‖ in FP1

(left y-axis), dashed
line: hub force ‖FH1

‖ in FP1
(right y-axis); (b) Solid line: Drag

‖τ ext1‖ in FP1
(left y-axis), dashed line: rolling moment ‖τR1

‖ in
FP1

(right y-axis). Note the different scales of the y-axes in both
plots

Symbols Definitions

ρ [kg/m3] Air density

A [m2] Propeller disk area

v1 [m/s] Propeller inflow velocity

FH [N ] Hub force

τR [Nm] Rolling moment

R [m] Propeller radius

a Lift slope

σ [rad−1] Solidity ratio

C̄d Average drag coefficient

λi Inflow ratio

µi Rotor advance ratio

θ0 [rad] Pitch of incidence

θtw [rad] Twist pitch

ẋPi
, ẏPi

, żPi
[m/s] Velocity of the propeller w.r.t. ground

TABLE II: Symbols and Definitions describing the main aerodynamic
effects on a single propeller

A. Simplified Holocopter Model

We start with some preliminary considerations: the dynamic

model illustrated in the previous Section is useful for simula-

tion purposes as it captures the main effects of the quadro-

tor motion in space (apart from unmodeled aerodynamics

forces/torques). Some simplifications are however useful for

transforming it into a ‘reduced model’ more suited to control

design. First, as in many practical situations, we assume that

the motors actuating the tilting/spinning axes are implementing

a fast high-gain local controller able to impose desired speeds

wαi
= α̇i and w̄i with negligible transients5. This allows

to neglect the motor dynamics, and to consider wαi
and w̄i,

i = 1 . . . 4, as (virtual) control inputs in place of the motor

torques ταi
and τw̄i

. Second, in this simplified model we also

neglect the internal gyroscopic/inertial effects by considering

them as second-order disturbances to be rejected by the

controller6. We note that the validity of these assumptions

will be discussed in Sect. V-A where the proposed controller

will be tested against the complete dynamic model of Sect. II

representing the actual dynamics of the quadrotor.

Let us then define α = [α1 . . . α4]
T ∈ R

4, wα =
[wα1

. . . wα4
]T ∈ R

4 and w = [w̄1|w̄1| . . . w̄4|w̄4|]
T ∈ R

4.

Note that the elements of vector w are the signed squares

5For instance, in the standard quadrotor case, the spinning velocities w̄i

are usually taken as control inputs.
6Obviously, this assumption holds as long as the inertia of the propeller

group is small w.r.t. the main holocopter body.

of the spinning velocities w̄i, as the torques and forces in

(2)–(3) are a (approx. linear) function of these quantities.

Therefore, in the following analysis, wi = w̄i|w̄i| will be

considered as input ‘spinning velocity’ of the i-th propeller,

with the understanding that one can always recover the actual

speed w̄i = sign(wi)
√

|wi|. Under the stated assumptions, the

quadrotor dynamic model can be simplified into






































p̈ =





0
0
−g



+
1

m
WRBF (α)w

ω̇B = I−1
B τ (α)w

α̇ = wα

WṘB = WRB [ωB ]∧

(10)

with [·]∧ being the usual map taking a vector a ∈ R
3 into

the associated skew-symmetric matrix [a]× ∈ so(3), and

F (α) =





0 −kfs2 0 kfs4
−kfs1 0 kfs3 0
kfc1 −kfc2 kfc3 −kfc4



 ,

τ (α) =





0 −Lkfc2 − kms2
−Lkfc1 + kms1 0
−Lkfs1 − kmc1 Lkfs2 − kmc2

0 Lkfc4 + kms4
Lkfc3 − kms3 0
−Lkfs3 − kmc3 Lkfs4 − kmc4



 (11)

the 3 × 4 input coupling matrixes (si = sin(αi) and ci =
cos(αi)). Note that input w appears linearly in (10) as ex-

pected. The subsequent control design is then performed on

the simplified model (10–11).

B. Control Design

The control problem considered in this paper is an output

tracking problem: how to track, with the available inputs, a

desired (and arbitrary) trajectory (pd(t), Rd(t)) ∈ R
3×SO(3)

for the body position p and orientation WRB taken as output

functions. We note again that this problem is clearly ill-posed

for a standard quadrotor with fixed propellers because of its

underactuation. However, the chosen overactuated design of

the holocopter (8 independent control inputs) can guarantee

full controllability over the position/orientation of its main

body as it is shown in the following developments.

As in many output tracking problems, a possible solution

is to resort to output feedback linearization techniques (either

static or dynamic), see [34] for a detailed treatment. To this

end, we rewrite the first two rows of (10) as

[

p̈

ω̇B

]

=













0
0
−g





0









+





1

m
WRB 0

0 I−1
B





[

F (α) 0

τ (α) 0

][

w

wα

]

=f + JR

[

J̄α(α) 0
]

[

w

wα

]

= f + JRJα(α)

[

w

wα

]

=f + J(α)

[

w

wα

]

, (12)
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where f ∈ R
6 is a constant drift vector, J̄(α) ∈ R

6×4, JR ∈
R

6×6, and the 6 × 8 matrix J(α) will be referred to as the

output Jacobian. When ρJ = rank(J(α)) = 6, it is always

possible to statically feedback linearize (12) by means of the

law
[

w

wα

]

= K(α)

(

−f +

[

p̈r

ω̇r

])

(13)

where K(α) is a generalized inverse of J(α), e.g., the

pseudoinverse J†(α), and [p̈T
r ω̇T

r ]
T ∈ R

6 an arbitrary

reference linear/angular acceleration vector to be imposed to

the output dynamics in (10).

This solution is, however, not viable in the case under

consideration. Indeed, ρJ = rank(J) = rank(JRJα) =
rank(Jα) since JR is a nonsingular square matrix. Further-

more, ρJ = rank(Jα) = rank(J̄α) ≤ 4 < 6 because of the

structural null matrix 0 ∈ R
6×4 in matrix Jα(α) weighting

the inputs wα. Presence of this null matrix is due to the

fact that inputs wα affect the output dynamics at a higher

differential level compared to inputs w. Therefore, a direct

inversion at the acceleration level is bound to exploit only

inputs w resulting in a loss of controllability for the system.

Intuitively, the instantaneous linear/angular acceleration of the

quadrotor body is directly affected by the propeller speeds

w and tilting configuration α (thanks to the dependence in

J̄α(α)), but not by α̇ = wα, i.e., the tilting velocities7.

A possible way to circumvent these difficulties is to resort

to a dynamic output linearization scheme and seek to invert

the input-output map at a higher differential level where inputs

wα will explicitly appear. This can be achieved by expanding

the term J̄α(α)w in (12) as follows:

J̄α(α)w =

4
∑

i=1

j̄i(α)wi,

and noting that

dJ̄α(α)w

dt
= J̄α(α)ẇ +

4
∑

i=1

∂j̄i(α)

∂α
wαwi,

differentiation of (12) w.r.t. time yields
[ ...

p

ω̈B

]

= JRJ̄α(α)ẇ + JR

4
∑

i=1

∂j̄i(α)

∂α
wαwi + J̇RJ̄α(α)w

= JR

[

J̄α(α)
∑4

i=1

∂j̄i(α)

∂α
wi

]

[

ẇ

wα

]

+ (14)

[

WṘB

m F (α)w

0

]

= JRJ
′
α(α, w)

[

ẇ

wα

]

+ b(α, w, ωB)

= A(α,w)

[

ẇ

wα

]

+ b(α, w, ωB) (15)

7It is interesting to note that this inhomogeneity in the differential levels
at which inputs are affecting the output dynamics is not a specificity of the
system at hand. As an example, the same structural property is also present in
other robotic structures such as mobile manipulators with steering wheels [35]
where the role of wα is played by the wheel steering velocities.

where the new input ẇ is the dynamic extension of the former

(and actual) input w obtained by adding 4 integrators on its

channel8.

We note that the new 6× 8 input-output decoupling matrix

A(α, w) consists of two column blocks: while the first block

JRJ̄α(α) is exactly the first block of the former output

Jacobian J(α), the second block is not a null matrix as in the

previous case. Rather, a new set of 4 columns, weighting inputs

wα, are now present and contributing to the rank of matrix A.

Furthermore, it is A(α, 0) = J(α) and, as proven in [28],

ρA = rank(A) = 6 as long as wi 6= 0, i = 1 . . . 4: in other

words, full rankness of matrix A can always be ensured by

preventing the propellers from stopping their spinning motion.

The next Section III-C proposes a strategy able to meet this

requirement.

With ρA = rank(A) = 6 system (14) can be inverted by

the law
[

ẇ

wα

]

= A†

([...
pr

ω̈r

]

− b

)

+ (I8 −A†A)z, (16)

with IN being the identity matrix of dimension N and A† ∈
R

8×6 denoting the Moore-Penrose pseudo-inverse of matrix

A, in order to achieve full input-output linearization
[ ...

p

ω̈B

]

=

[...
pr

ω̈r

]

. (17)

Vector z ∈ R
8 in (16) is an additional free quantity projected

onto the 2-dimensional null-space of A whose use will be

detailed in the next Section III-C. We note that presence of a 2-

dimensional null space for matrix A is a direct (and expected)

consequence of the actuation redundancy of degree 2 of the

considered holocopter (8 control inputs for 6 controlled dofs).

Assuming now pd(t) ∈ C̄3, it is then sufficient to set in (17)

...
pr =

...
pd+Kp1

(p̈d− p̈)+Kp2
(ṗd− ṗ)+Kp3

(pd−p) (18)

for obtaining exponential and decoupled convergence of the

position error to 0 as long as the (diagonal) positive definite

gain matrixes Kp1
, Kp2

, Kp3
define Hurwitz polynomials.

As for the stabilization of the orientation tracking error, several

choices are possible depending on the particular parameteriza-

tion chosen for the rotation matrix R. Besides the usual Euler

angles (with their inherent singularity issues), a convenient

possibility is to resort to an orientation error term directly

defined on SO(3), as shown in [36], [37]. Assume, as before,

that Rd(t) ∈ C̄3 and let ωd = [RT
d Ṙd]∨, where [·]∨ represents

the inverse map from so(3) to R
3. By defining the orientation

error as

eR =
1

2
[WRT

BRd −RT
d
WRB ]∨ (19)

the choice

ω̈r = ω̈d+Kω1
(ω̇d−ω̇B)+Kω2

(ωd−ωB)+Kω3
eR (20)

in (17) yields an exponential convergence for the orientation

tracking error to 0 as desired, provided that the (diagonal) gain

matrixes Kω1
, Kω2

, Kω3
define a Hurwitz polynomial.

8By means of this dynamic extensions, vector w becomes an internal state
of the controller.
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Fig. 6: Example of a function hi(wi) with w̄min = 126 [rad/s]
(solid red vertical line), w̄rest = 450 [rad/s] (dashed red vertical
line). Note that hi(wi) → ∞ as |wi| → wmin or |wi| → ∞, and that
hi(wi) has a unique minimum at wrest with continuous derivative

C. Optimization of Additional Criteria

As a final step, we now discuss how to exploit the 2-

dimensional actuation redundancy of the holocopter by ex-

ploiting vector z in (16).

Being projected onto the null space of A, vector z does not

produce actions interfering with the output tracking objective

and can thus be exploited to fulfill additional tasks. In our case,

a first mandatory requirement is to keep ρA = 6 at all times for

avoiding singularities of the decoupling matrix A in (16). As

explained, this objective can be easily met by ensuring w 6= 0.

Likewise another important requirement is to minimize the

norm of w in order to reduce the energy consumption during

flight since, for instance, the air drag torques τ exti in (2) are

always performing a dissipative work against wi.

A possible cost function H(w) taking into account these

two competing objectives is

H(w) =
4
∑

i=1

h(wi)

with

h(wi) =

{

kh1
tan2(γ1|wi|+ γ2) wmin < |wi| ≤ wrest

kh2
(|wi| − wrest)

2 |wi| > wrest

,

(21)

γ1 = π
2(wrest−wmin)

, γ2 = −γ1wrest, and kh1
> 0, kh2

> 0
suitable scalar gains. Here, wmin > 0 represents a minimum

value for the propeller spinning velocities and wrest > wmin

a suitable ‘rest’ speed. Furthermore, functions hi(wi) are such

that hi(wi) → ∞ if either |wi| → wmin or |wi| → ∞, and

have a unique minimum (with continuous derivative) at wrest.

As for the placement of wrest, in our implementation we chose

wrest =
mg

4kf
, (22)

that is, the (squared) spinning velocity needed by each pro-

peller to hover.

An illustrative example for hi(wi) with wmin =
1262 [rad2/s2] and wrest = 4502 [rad2/s2] is shown in

Fig. 6 (these values correspond to the ones used for the motor

propeller combination of our holocopter prototype).

Minimization of H(w), compatibly with the output tracking

task, is then obtained by setting in (16)

z = −kH

[

∇wH(w)

0

]

(23)

with kH > 0 being a suitable step size. Note that, as a

byproduct, this choice will also result in a beneficial ‘velocity

damping’-like action on the states w as, e.g., described in [38].

We finally note that additional optimization actions could be

embedded in vector z, for instance by concurrently minimizing

a second cost function Hα(α) representing constraints on the

range of the tilting angles α.

D. Final Considerations

We conclude the section by noting that the posi-

tion/orientation feedback terms in (18)–(20) require a mea-

surement of the holocopter

1) position p and orientation WRB ;

2) linear velocity ṗ and angular velocity ωB ;

3) linear acceleration p̈ and angular acceleration ω̇B .

Availability of the quantities in items 1–2 is a standard

requirement for any UAV flight control scheme (see also the

next Sect. IV-B), while measurement of the linear/angular

accelerations of item 3 can pose some challenges in real-

world scenarios because of the typical high noise level of these

signals when obtained from onboard sensors (e.g., accelerom-

eters) or numerical differentiation of velocity-like quantities.

As an alternative, one can also exploit the holocopter model

to evaluate the linear/angular acceleration (p̈, ω̇B) in terms

of sole velocity measurements (vector w) since, from (12), it

follows that
[

p̈

ω̇B

]

= f + JRJ̄α(α)w. (24)

Obviously this possibility assumes a good knowledge of the

model parameters and of the system state: the simulation and

experimental results of Sects. V–VI are nevertheless conducted

by relying on (24) for obtaining (p̈, ω̇B), and will thus

confirm the appropriateness of this assumption for our setup.

IV. HOLOCOPTER PROTOTYPE AND SYSTEM

ARCHITECTURE

A. Prototype

As first prototype we opted for a very low cost solution with

all parts available off-the-shelf. The overall cost including all

mechanical and electrical parts and actuators is below 1000 e.

The mechanical main frame of the holocopter is based on the

MikroKopter9 module, including the propeller (EPP1045 CF)

and the brushless propeller motors (Roxxy 2827-35). At the

end of every arm of the holocopter body, a rigidly connected

axle allows rotation of the propeller groups containing the

propeller motor and the servo motor for the tilting actuation

(Robbe S3150 Digital), see Fig. 7. This has a maximum

torque ταmax
= 0.37 Nm and a maximum rotation speed

9http://www.mikrokopter.de
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Fig. 7: Exploded view of the various components of the holocopter.
All the important parts are properly labeled

α̇max = 4.1 rad/s. The propeller group is designed in order to

have its barycenter as close as possible to the axle, as assumed

in the dynamical model developed in Sect. II.

Furthermore, two microcontroller boards are mounted on

top of the holocopter. The first contains the gyroscopes mea-

suring ωB , and is also in charge of reading the tilting angles

αi of the servo motors and the spinning velocities w̄i of the

propellers. The second microcontroller board sends the desired

spinning velocities w̄Desi to the brushless controller and the

desired angles αDesi to the servo motors.

The trajectory tracking controller of Sect. III is implemented

in Matlab/Simulink and, via the Real-Time Workshop toolbox,

deployed and executed in real-time on an Intel Atom board

(Quadmo747, from now on ‘Q7-board’) running the Linux

Ubuntu10.10 real-time environment. The Q7-board is mounted

below the battery and is equipped with a Wifi USB-dongle

for communication. As only one RS-232 port (TTL level) is

available on the Q7-board, the second microcontroller board

is connected via USB-port and an USBToSerial converter.

The Q7-board is powered by a battery, with the necessary

voltage conversion and stabilization performed by a power-

supply board containing a 12V DC/DC power converter.

The nominal mass of the full holocopter is 1.32 kg. From a

high detail CAD model of the body and propeller groups we

also obtained the following inertia matrixes

IPi
=





8.450e−5 0 0
0 8.450e−5 0
0 0 4.580e−5





[

kgm2
]

and

IB =





0.0154 0 0
0 0.0154 0
0 0 0.0263





[

kgm2
]

.

In the current setup, the servo motors are limited in their

rotation by mechanical end stops in the range of -90 deg

< αi < 90 deg. For our particular prototype, these limits

translate into a maximum achievable rotation (in hover) of

≈ ±55 deg around the roll or pitch axes for the body frame

B (this value was experimentally determined).

In order to obtain accurate values of kf and km for

our motor-propeller combination, we made use of a testbed

Transducer 

DAC-Card 

Data Recording PC 

Control PC 

Microcontroller 

Brushless Controller 

Propeller-Motor 

Sensor Nano17 

Propeller-Motor 

Fig. 8: Left: Scheme of the measurement chain; Right: Motor testbed
including Propeller motor combination and Nano17 sensor mounted
at a height of 0.45 m
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Fig. 9: (a) and (b): Dots - measured values of the thrust ‖T Pi‖ and
torque ‖τ exti‖ vs. the signed squared spinning velocity wi; Black
lines - identified polynomial model (25) and (26)

equipped with a 6-dof torque/force sensor (Nano17-E, see

Fig. 8) for identifying the mappings between the propeller

spinning velocity and the generated thrust ‖T Pi
‖ and torque

‖τ exti‖, see (2–3). This resulted in the following polynomial

models (shown in Fig. 9):

‖T Pi
‖ = 4.94e−18|wi|

3+9.62e−13|wi|
2+1.56e−5|wi| (25)

and

‖τ exti‖ = −5.41e−19|wi|
3 + 2.50e−13|wi|

2 − 2.53e−7|wi|
(26)

where wi = w̄i|w̄i| is the signed square of the pro-

peller spinning velocity as previously explained. The con-

troller (16) was then implemented by directly exploiting

the mappings (25–26) for obtaining (‖T Pi
‖, ‖τ exti‖), and

by replacing kf =
∂‖T Pi

‖

∂wi

∣

∣

∣

∣

wi

and km =
∂‖τ exti‖

∂wi

∣

∣

∣

∣

wi

, both

evaluated upon the measured wi.

B. System architecture

The Q7-board runs a GNU-Linux Ubuntu 10.10 real

time OS and executes the Matlab-generated code. The

controller runs at 500 Hz and takes as inputs: (i) the

desired trajectory (pd(t), Rd(t)) and needed derivatives

(ṗd(t), p̈d(t),
...
pd(t)) and (ωd(t), ω̇d(t), ω̈d(t)), (ii) the cur-

rent position/orientation of the holocopter (p, WRB) and its

linear/angular velocity (ṗ, ωB), (iii) the spinning velocities

of the propellers wi, (iv) the tilting angles αi.
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The position p and orientation WRB of the holocopter are

directly obtained from an external motion capture system10

(MoCap) at 200 Hz. A marker tree consisting of five infra-

red markers is mounted on top of the holocopter for this

purpose. Knowing p, the linear velocity ṗ is then obtained

via numerical differentiation, while the angular velocity ωB

is measured by the onboard Inertial Measurement Unit (IMU)

(3 ADXRS610 gyroscopes).

Due to performance reasons (bottleneck in serial com-

munication), the sending of the desired motor speeds and

tilting angles, and the reading of the IMU-data, of the actual

spinning velocities, and of tilting angles is split among two

communication channels and two microcontrollers (called,

from now on, ‘µC-Board’ and ‘IMU-Board’). The desired

motor spinning velocities wDesi are sent from the Q7-board

to the µC-Board via a serial connection at the frequency

of 250 Hz and 8 bit resolution, and from the µC-Board to

the brushless controllers via I2C-bus at again 250 Hz. In

the same manner, the actual spinning velocities wi of the 4
propellers can be read back at a frequency of 250 Hz and

a resolution of 8 bit. The brushless controllers implement a

PID-controller for regulating the spinning velocity. The desired

tilting angles αDesi are sent from the Q7-board to the µC-

Board via the same serial connection at a frequency of 55 Hz

and 10 bit resolution, and from the µC-Board to the servo

motors via PWM (signal length 15 ms). We note that the

trajectory tracking controller described in Sect. III assumes

availability of the tilting velocities wαi
as inputs, see (16),

while the current architecture only allows for sending desired

angles commands αDesi(t). This is addressed by numerically

integrating over time the controller commands wαi
, that is, by

implementing

αDesi(t) =

∫ t

t0

wαi
(τ)dτ + αi(t0), (27)

where αi(t0) represents the i-th measured tilting angle at the

beginning of motion11.

The IMU-Board reads the current angles αi of the propeller

groups Pi by a direct connection between the servo motor

potentiometer and the A/D-converter of the microcontroller

(10 bit resolution at 250 Hz). It also retrieves the current

spinning velocities w̄i of the propellers via the I2C-Bus (8 bit

resolution and 250 Hz). The gyro data are read at 250 Hz

and converted with 10 bit resolution. Finally, the values

of αi, w̄i and of the gyro data are transmitted from the

IMU-Board to the Q7-board via the RS232-port at 250 Hz.

All values of the controller can be monitored on a remote

Windows PC which mirrors the running controller in real time

using the matlab/simulink “external mode”. This simplifies the

development as most of the gains and settings can be changed

online during flight tests.

The communication architecture for the tilting angles αDesi

(in particular, the PWM modulation) unfortunately introduces

a non-negligible roundtrip delay of about 18 ms form sent

10http://www.vicon.com/products/bonita.html
11We note that, in order to avoid possible numerical drifts, one could also

exploit the measured αi(t) for resetting (27) when needed.
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Fig. 10: Modeling of the servo motor. Behavior of the real servo
motor (green) and the model (blue) following a step input (red) of
45 deg after compensating for the (known) transport delay T = 18 ms

commands to read values. We experimentally found this delay

to significantly degrade the closed-loop performance of the

controller, and therefore propose in the next Sect. IV-C a

simple prediction scheme for mitigating its adverse effects.

C. Coping with the non-idealities of the servo motors

The i-th servo motor for the tilting angles can be approx-

imately modeled as a linear transfer function G(s) with, in

series, a transport delay of T = 18 ms, that is, as the delayed

linear system αi(s) = G(s)e−TsαDesi(s). A model of the

undelayed G(s) was experimentally obtained by measuring the

step response of the servo motors while having the propellers

spinning at w̄i = 450 rad/s (the velocity corresponding to

hovering), and by compensating offline for the known delay T ,

see Fig. 10. This resulted into the estimated transfer function

Gest(s) =
0.4s+ 6

0.06s2 + s+ 6
. (28)

The performance degradation of the cartesian trajectory

controller (16)–(23) can then be ascribed to two main effects,

namely presence of the transport delay T and slow dynamic

response of Gest(s) to fast changing inputs. In order to miti-

gate these shortcomings, we resorted to the following simple

strategy (see Fig. 11): instead of feeding back the measured

(i.e., delayed) angles αi to the cartesian controller (16)–(23),

we replaced them with the (undelayed) desired angles αDesi

from (27). In parallel, we aimed at improving the servo

motor performance (i.e., making Gest(s) more responsive)

by resorting to a Smith predictor scheme [39]. In fact, as

well-known from classical control theory, the Smith predictor

is an effective tool for coping with known delays affecting

known stable linear systems. In our case, an additional outer

PID controller C(s) plugged into the Smith predictor loop,

as shown in Fig. 11, allowed to improve the rising time of

the servo controller. Finally, since we found the measured

angles αi to be affected by significant noise, we filtered their

readings with a 2nd order Butterworth filter with a cutoff

frequency of 20 Hz. The location of this cutoff frequency

was experimentally determined by analyzing offline the power

spectrum of the angles αi recorded during a hovering flight

of 40 s.
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Fig. 11: Scheme of the Smith predictor for αi including the controller
C(s), the servo motor G(s)e−Ts, the model of the servo motor
Gest(s)e

−Ts, and the Butterworth filter B2(s)
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Fig. 12: Results of the experiments assessing the effectiveness of the
scheme in Fig. 11. In all the plots the vertical dashed black line
indicates the time toff after which the scheme is ‘switched off’. (a)
behavior of the tilting angles α(t) during case I; (b) position tracking
error eP (t) during case I; (c) behavior of tilting angles α(t) during
case II; (d) position tracking error eP (t) during case II. Note how
in both cases the holocopter becomes unstable for t ≥ toff, thus
confirming the validity of the scheme in Fig. 11 in coping with the
non-idealities of the employed servo motors

As experimental proof of the effectiveness of the above

strategy in coping with the non-idealities of the holocopter

actuation system, we ran the following two illustrative ex-

periments involving a simple hovering on the spot task. In

both experiments, the scheme of Fig. 11 was activated for an

initial period 0 ≤ t ≤ toff after which the scheme was instead

‘switched off’: for t ≥ toff the trajectory controller was then

fed back with the measured (and thus delayed) angles αi(t)
(case I), and with the desired angles αDesi(t) (case II).

The results are reported in Figs. 12(a–d). We first note how,

in both cases, the hovering task is correctly realized during 0 ≤
t ≤ toff, i.e., when employing the scheme of Fig. 11. Then, in

case I the holocopter becomes unstable almost instantaneously

for t > toff, while in case II the servo motors start to slowly

oscillate to then reach practical instability at about t > toff +
15 s. These results allow us to then conclude the ability of

the proposed strategy to cope with the shortcomings of the

holocopter actuation system.

D. Energetic efficiency of the holocopter in hovering

As final consideration, we briefly discuss the energetic

efficiency of the holocopter in a hovering condition. Indeed,

we note that the holocopter energetic efficiency for arbi-

trary hovering orientations can be less than in the (standard)

horizontal case (φ = 0, θ = 0), and also despite the

optimization action (23). This is due to the adopted mechanical

design which allows each propeller to ‘only’ rotate about one

tilting angle (angles αi): therefore, there will exist hovering

orientations at which the thrust vectors T Pi
cannot be aligned

against gravity, with thus some of the thrust lost in internal

forces. This reduced efficiency cannot be completely avoided

with the adopted design, but only partially mitigated via

optimization actions such as (23). In this sense, the following

Table III gives an illustration of the energetic efficiency of our

prototype (in terms of the mean spinning velocity of the four

propellers) obtained at several hovering conditions (including

the horizontal one).

Pose Mean spinning velocity Avg(w̄)

θ = 0 rad, φ = 0 rad, ψ = 0 rad 450 rad
s

θ = π
4
rad, φ = 0 rad, ψ = 0 rad 504 rad

s

θ = π
2
rad, φ = 0 rad, ψ = 0 rad 465 rad

s

θ = π
2
rad, φ = 0 rad, ψ = π

4
rad 530 rad

s

TABLE III: Mean spinning velocity w̄ of the four propellers for
different hovering orientations

V. SIMULATION RESULTS

We now report some simulation results aimed at validating

the proposed control design. We first consider in Sect. V-A

an ‘ideal’ case in which controller (16) is tested on the

complete holocopter dynamical model of Sect. II, that is, by

including all the inertial/gyroscopic effects neglected at the

control design stage. These results are meant to illustrate the

flying performance of the holocopter in ideal conditions, that

is, when not taking into account all the limitations and non-

idealities affecting the real prototype as in Sect. IV-B.

Subsequently, we present in Sect. V-B an additional set

of ‘realistic’ simulations that explicitly include the prototype

main non-idealities (data exchange rates, control frequencies,

and actuation delays). In these simulations the controller (16)

is also complemented with the prediction scheme of Sect. IV-C

so as to replicate, as much as possible, the control architecture

of the real prototype. The results are intended to show the

robustness of the adopted control approach as the holocopter

is still able to execute complex trajectories although with a

poorer flight performance compared to the ‘ideal’ case (as ex-

pected). Furthermore, a comparison between both cases clearly

shows the margin left for improving the actuation system of

our prototype in its second generation (see Sect. VII).

A. Ideal Simulations

The aim of the following simulations is twofold: on one

side, we want to highlight the tracking capabilities of the
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proposed controller and the beneficial action of the null-

space term (19) in avoiding singularities for the decoupling

matrix A(α, ω). On the other side, we also want to show the

robustness of the controller against all the inertial/gyroscopic

effects neglected at the control design stage but included in

the quadrotor dynamic model (1–5).

1) Rotation on spot: In this first simulation, we tested a

simple trajectory involving a rotation of π rad on the spot along

the Y B axis12. The initial conditions were set to p(t0) = 0,

ṗ(t0) = 0, R(t0) = I3, ωB(t0) = 0, α(t0) = 0, α̇(t0) =
0, and w(t0) = wrest. The desired trajectory was chosen as

pd(t) ≡ 0 and Rd(t) = RX(φ(t)) with φ(t) following a

smooth profile with maximum velocity φ̇max = 0.49 rad/s and

maximum acceleration φ̈max = 0.16 rad/s2. The trajectory

was executed twice by (i) including and (ii) not including

the null-space term z (23) into (16) (kH = 1 or kH = 0). The

gains in (18)–(20) were set to Kp1
= 28.5I3, Kp2

= 271I3,

Kp3
= 857I3 and Kω1

= 45 I3, Kω2
= 675 I3, and Kω3

=
3375I3.

Figures 13(a–f) show the results of the simulation in these

two cases. In particular, Fig. 13(a) shows the superimposition

of H(w) when including z (red dashed line, case (i)) and

not including z (blue solid line, case (ii)). It is clear that, in

the first case, H(w) attains a lower value over time thanks to

the optimization action in (23). As a consequence, this results

in a lower value for ‖w‖ over time as depicted in Fig. 13(b)

(same color pattern), showing that the given task (rotation on

the spot) can be realized in a more ‘energy-efficient’ way

when properly shaping the cost function H(w). Note that,

as a byproduct, the better performance of case (i) comes at

the expense of a more complex reorientation of the propeller

groups during the motion. This is shown in Figs. 13(c–d)

which report the behavior of the 4 tilt angles αi in cases (i)
(left) and (ii) (right): compared to Fig. 13(d), note the rotation

of two propellers starting from t ≈ 25.8 [s] in Fig. 13(c).

Finally, Figs. 13(e–f) show, for case (i) only, the position

tracking error eP (t) = pd(t) − p(t) and orientation tracking

error eR(t) as defined in (19). Despite the fast reorientation

of two propellers highlighted in Fig. 13(c), the tracking errors

stay small (note the scales) and eventually converge to zero as

the desired trajectory comes to a full stop. Also, as one would

expect, the largest peaks for the errors eP (t) and eR(t) occur

at about t ≈ 25.8 [s], i.e., during the fast reorientation of

the two propellers because of the internal gyroscopic effects

treated as external disturbances by the controller.

These results then provide a first confirmation of the validity

of our assumptions in Sect. III, that is, robustness of the

controller w.r.t. the gyroscopic/inertial effect due to the internal

relative motion of the different bodies composing the quadro-

tor. For the reader’s convenience, we also report in Figs. 14(a–

b) a series of snapshots illustrating the quadrotor motion in

these two cases (note the very different final configuration of

the propeller group in cases (i) and (ii)).

12This upside-down flip motion would be clearly unfeasible for a standard

quadrotor. It is (unfortunately) also unfeasible for the current experimental
prototype because of the mechanical end stops in the propeller tilting
actuation, see Sect. IV-A.
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Fig. 13: Results of the first ideal simulation with (i) and without (ii)
exploiting the null-space term (23). 13(a): behavior of H(w) for
cases (i) (red dashed line) and (ii) (blue solid line). 13(b): behavior
of ‖w‖ for cases (i) (red dashed line) and (ii) (blue solid line).
13(c–d): behavior of the tilt angles α for cases (i) (left) and (ii)
(right). 13(e–f): behavior of the position/orientation tracking errors
(eP , eR) for case (ii).

2) Eight-shape trajectory: in this second simulation, the

holocopter task is to track a planar ‘eight-shape’ trajectory

pd(t) while, at the same time, performing a sinusoidal rotation

around the Y B axis. The chosen desired trajectory pd(t) is a

horizontal eight-shape with size of 1.0 m by 1.4 m and lying

at a height of z = 1.0 m from ground, i.e.,

pd(t) =





0.5 sin(0.135t)
0.7 sin(0.27t)

1



 [m], (29)

see Fig. 15(a).

As for the rotation about Y B , Fig. 15(b) depicts the chosen

profile for the pitch angle θ(t). The main quantities of interest

are in this case:

• Maximum speed along the trajectory: vmax = 0.20 m
s

• Maximum acceleration along the trajectory: amax =
0.05 m

s2

• Amplitude of the sinusoidal rotation: θmax = 0.17 rad
• Maximum rotational velocity: θ̇max = 0.05 rad

s

• Maximum rotational acceleration: θ̈max = 0.02 rad
s2
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(a) (b)

Fig. 14: Results of the first ideal simulation. Left column: holocopter
motion while minimizing H(w) (case (i)). Right column: holocopter
motion without minimizing H(w) (case (ii)). Note the large reorien-
tation of the propeller groups in case (i) which, thanks to the action
of the optimization term (23), end up in a full ‘upright’ position
(minimum energy consumption) w.r.t. case (ii)

−0.6
−0.3

0
0.3

0.6

−0.6

−0.3

0

0.3

0.6
−0.1

−0.05

0

0.05

0.1

x [m]y [m]

z
[m

]

(a)

0 5 10 15 20 25 30 35 40 45
−0.2

−0.1

0

0.1

0.2

R
o
ta
ti
o
n
[r
a
d
]

time [s]

(b)

Fig. 15: Results of the second ideal simulation. (a) - Desired eight-
shape trajectory; (b) - Desired sinusoidal orientation over time, red
line indicates desired pitch angle θ
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Fig. 16: Results of the second ideal simulation. (a) Position tracking
error eP (t); (b) Orientation tracking error eR(t); (c) behavior of the
tilt angles α(t) while tracking the trajectory

Figures 16(a–b) show the position and orientation tracking

errors (eP (t), eR(t)) while performing the task, with maxi-

mum values of ePmax ≃ 0.28 mm and eRmax ≃ 0.0035 rad.

Again, these errors can be ascribed to the unmodeled internal

gyroscopic and inertial forces due to the propeller group

rotations w.r.t. the body frame. The behavior of α(t) is also

reported in Fig. 16(c). The results of the simulation demon-

strate again the tracking abilities of the proposed controller

as the position and orientation errors keep very small values

while following this more complex trajectory.

B. Realistic Simulations

As explained, the ‘realistic’ simulations of this section have

been obtained by including in the holocopter model all the

non-idealities of our real prototype, in particular by replicating

the various signal and control frequencies (e.g., motion capture

frequency at 200 Hz, servo motor frequency at 70 Hz) and

delays (e.g., servo motor delay of 18 ms). In addition, we also

considered the noise of onboard sensor readings (gyroscopes,

accelerometers and measurement of angles α), of the actuators

(servo and propeller motors), and of the motion capture

system by either obtaining the noise characteristics from data

sheets, or via a preliminary off-line identification. Finally,

the prediction scheme of Sect. IV-C was implemented in the

control loop.

Despite assessing the effects of these non-idealities on the

overall flight performance, the results of this section are also

helpful for saving development time as they allow a pre-

tuning of the various control gains for the deployment on the

real prototype, and the identification of the most influential

parameters to be optimized in view of a second-generation

prototype.
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Fig. 17: Results of the first realistic simulation. Rotation on the spot
around the Y B-Axis: (a) Orientation of the main body B; (b–c)
orientation tracking error eR(t) and position tracking error eP (t);
(d) behavior of the tilting angles α(t)

1) Rotation on Spot: Because of the limited range of the

tilting angles α in the real prototype, it is not possible to

perform a full rotation on the spot as in the previous ideal

case of Sect. V-A1. Therefore we opted for a (more feasible)

sinusoidal rotation around the Y B-axis (pitch), i.e., with

Rd(t) = RY (θ(t)) with θmax = 0.436 rad and θ̇max = 0.07
rad/s. The initial conditions were set to hovering (p(t0) = 0,

ṗ(t0) = 0, R(t0) = I3, ωB(t0) = 0, α(t0) = 0, and

w(t0) = wrest), and the controller gains were chosen as

Kp1
= 30I3, Kω1

= 55.5I3, Kp2
= 300I3, Kω2

= 1027I3,

Kp3
= 1000I3, Kω3

= 6331I3.

The results are reported in Fig. 17(a–d): Fig. 17(a) shows

the behavior of the quadrotor orientation during flight (blue

- roll, green - pitch, red - yaw) and Fig. 17(b) the behavior

of the orientation error eR(t). The maximum rotation errors

are 0.240 rad (roll), 0.079 rad (pitch), and 0.144 rad (yaw).

Figure 17(c) shows the behavior of the position tracking error

eP (t) characterized by a mean value avg(‖eP (t)‖) ≈ 1.6 cm

and a maximum value max(‖eP (t)‖) ≈ 4.4 cm. Finally,

Figure 17(d) shows the behavior of the tilting angles α(t)
over time.

Therefore, despite the (expected) worse overall performance

w.r.t. the ‘ideal’ case, in this ‘realistic’ case the holocopter is

still able to fulfill the assigned motion task with a good enough

accuracy.

2) Eight-shape trajectory: in this simulation we considered

the same eight-shape trajectory of Sect. V-A2. Figures 18(a–b)

report the behavior of the position and orientation error vectors

(eP (t), eR(t)) over time. The average position tracking error

results about 0.034 m with a maximum of 0.050 m. The

maximum rotation errors are 0.097 rad (roll), 0.061 rad (pitch),

and 0.039 rad (yaw). Finally, Fig. 18(c) shows the behavior

of the tilting angles αi(t) while following the trajectory.
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Fig. 18: Results of the second realistic simulation. (a) Position track-
ing error eP (t); (b) Orientation tracking error eR(t); (c) behavior of
the tilting angles α(t)

It is interesting to compare these results with those of the

‘ideal’ simulation of Sect. V-A2 (Figs. 16(a–c)): again, the

overall tracking performance results degraded w.r.t. the ideal

case, although the holocopter can still realize the task with

a sufficient accuracy. Also, note how the angles αi(t) in

Fig. 18(c) follow essentially the same behavior as those of the

ideal case in Fig. 16(c) despite the higher noise level present

in the system.

3) Effect of servo control frequency: as previously stated,

the low control rate and the delayed response of the employed

servo motors are expected to be the main cause of the flight

performance degradation in the realistic case (and, of course,

in the real prototype). The servo motors are controlled via a

pulse-width modulated (PWM) signal with a signal length of

14 ms and a control frequency of 55 Hz. To assess the effects

of these parameters, we ran several instances of the previous

realistic simulation of Sect. V-B2 by employing increasing

control frequencies and correspondingly decreasing delays for

the servo motor PWM while keeping all the other parameters

(e.g., control gains) constant.

As flight performance measure, we considered the mean

position error avg(‖eP (t)‖) and the standard deviation of

the position error stdev(‖eP (t)‖) during the trajectory. Fig-

ure 19 shows the results: with an increasing control fre-

quency, the mean position error and the standard deviation

are clearly decreasing from, e.g., avg(‖eP ‖)55 Hz = 0.042
m to avg(‖eP ‖)500 Hz = 0.003 m, thus approaching the

performance of the ‘ideal’ case.

VI. EXPERIMENTAL RESULTS

In this last section we finally present results from three

experiments conducted with the holocopter prototype. The first

experiment is a hovering task meant to show the overall per-

formance in the simplest scenario, and also to highlight again



14

55.5 62.5 71.4 83.3 100 125 166.7 250 500
0

0.01

0.02

0.03

0.04

0.05

0.06

m
ea

n
(|
|e

P
||
)
[m

]

Control frequency [Hz]

Fig. 19: Mean position error avg(‖eP ‖) and standard deviation of the
position error stdev(‖eP ‖) for different PWM control frequencies of
the servo motors while following the eight-shape trajectory reported
in Sect. V-B2

the importance of having included the null-space optimization

term (23) in the control strategy. The other two experiments

involve instead the more complex trajectories of Sect. V-B1

and Sect. V-B2. Finally we encourage the reader to watch

the video clip attached to this paper where several holocopter

maneuvers are shown along with additional details on the

employed prototype.

A. Hovering on the spot

In the first experiment, following what was done in the

‘ideal’ case of Sect. V-A1, we show the importance of having

included the minimization of the cost function H(w) in the

proposed controller. To this end, we report the results of a

simple hovering on the spot by (i) including and (ii) not

including the null-space optimization term (23). The quadrotor

starts from the initial state of p(t0) = 0, ṗ(t0) = 0,

R(t0) = I3, ωB(t0) = 0, α(t0) = 0, and w(t0) = wrest,

and is commanded to stay still while maintaining the desired

attitude Rd = I3. The gains in (18) and (20) were set to

Kp1
= 30I3, Kω1

= 55.5I3, Kp2
= 300I3, Kω2

= 1027I3,

Kp3
= 1000I3, Kω3

= 6331I3 (these values were experi-

mentally tuned).

Figures 20(a–b) report the results for case (i): the angles αi

stay close to 0 rad over time, as expected for such a hovering

maneuver, and H(w) keeps a constant and low value as the

propellers spin with a speed close to the allowed minimum.

In case (ii), however, the situation looks completely different:

the lack of any minimization action on H(w), coupled with

the presence of noise and non-idealities, makes the angles αi

to eventually diverge over time from their (expected) vertical

direction and, accordingly, the value of H(w) to increase as

the propellers need to accelerate in order to keep the quadrotor

still in place (Figs. 20(c–d)).

Finally, Figs. 21(a–b) show the position error eP (t) and

orientation error eR(t) during the experiment. The average

position tracking error is about 0.017 m with a maximum of

0.047 m. The maximum rotation errors are 0.082 rad (roll),

0.131 rad (pitch), and 0.089 rad (yaw).
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Fig. 20: First experiment. Results for hovering on spot with (i) and
without (ii) including the null-space term (23): (a) αi for case (i)
while hovering; (b) H(w) for case (i) while hovering; (c) αi for
case (ii) while hovering; (d) H(w) for case (ii) while hovering
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Fig. 21: First experiment. Tracking error while hovering: (a) position
tracking error eP (t); (b) orientation tracking error eR(t)

B. Rotation on Spot

In this second experiment we replicate the ‘realistic simu-

lation’ case of Sect. V-B1 by commanding the holocopter to

follow a given orientation profile Rd(t) while remaining still

in space. The initial conditions, control gains and trajectory

parameters are the same as those reported in Sect. V-B1.

Figures 22(a–d) show the results of the flight: in particular,

Fig. 18(a) reports the quadrotor orientation during flight (blue

- roll, green - pitch, red - yaw), and Fig. 18(b) the orientation

tracking error eR(t). The position tracking error eP (t) is

shown in Fig. 18(c), with a maximum of max(‖eP (t)‖) =

0.062 m. Finally, Fig. 18(d) depicts the behavior of the tilting

angles αi(t) during the maneuver, and Fig. 23 the behavior

of H(w). As clear from the plots, this experiment involving

a rotation on the spot still confirms the capabilities of the

holocopter and the robustness of the proposed control strategy

in coping with all the non-idealities of real-world conditions.
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Fig. 22: Second experiment. Rotation on the spot around the Y B-
Axis: (a) Orientation of the main body B; (b) and (c) orientation
error vector eR(t) and position error vector eP (t); (d) behavior of
the tilting angles αi

60 70 80 90 100 110 120 130
0.7

0.8

0.9

1

1.1

1.2

1.3
x 10

9

H
(ω

)

time [s]

Fig. 23: Second experiment. Behavior of H(w) while rotating on the
spot

C. Eight-shape trajectory

This last experiment shows the performance of the holo-

copter in tracking the same eight-shape trajectory with super-

imposed sinusoidal rotation of Sect. V-A2 and Sect. V-B2.

Figure 24 shows an overlay of several snapshots taken during

flight.

Figure 25(a) reports the position tracking error eP (t) of

the holocopter while following the trajectory, while Fig. 25(b)

Fig. 24: Third experiment. Overlay of several snapshots of the
holocopter while performing eight-shape trajectory
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Fig. 25: Third experiment. (a) Position tracking error eP - x (blue),
y (green) and z (red); (b) Orientation tracking error eR - roll (blue),
pitch (red) and yaw (green); (c) behavior of the tilting angles αi

reports the orientation tracking error eR(t). The maximum

position error max(‖eP (t)‖) while following the path was

approximately 3.9 cm, with avg(‖eP (t)‖) ≈ 2.2 cm. The

maximum orientation errors were 0.10 rad for roll, 0.06 rad for

pitch and 0.15 rad for yaw. Figures 25(b) shows the behavior

of the tilting angles αi(t). Note how these experimental

results match very well those of the ‘realistic’ simulation of

Sect. V-B2, thus also confirming the validity of the employed

holocopter model. The interested reader is also appreciated to

watch the execution of this task in the video attached to the

paper.

VII. CONCLUSIONS

In this paper we have presented a novel overactuated

quadrotor UAV called ‘holocopter’ able to achieve full con-

trollability over its 6-dof body pose in space. This design

overcomes the typical limitations of standard (underactuated)

quadrotor UAVs where only 4 dofs can be independently

controlled, namely the body position and yaw angle. The

holocopter design, in contrast, allows to actively and indi-

vidually control the tilting angles of its four propellers, thus

granting a total of 4 + 4 available control inputs which (as

proven in the paper) yields full controllability over its pose.

Several ideal/realistic simulations and experimental results

have been reported and discussed to assess the effectiveness of

the control strategy developed for the holocopter: despite the

various non-idealities of the real prototype w.r.t. the modeling

assumptions, a satisfactory performance has nevertheless been

achieved when executing complex maneuvers which would be

impossible for standard quadrotor UAVs.

Our future goal is to exploit the holocopter as a ‘flying

service robot’ capable of advanced interaction tasks with

the environment. To this end, we are currently developing a
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Fig. 26: CAD image of the new prototype with improved mechanics,
actuation system, electronics and an overall reduced mass and inertia

second-generation prototype shown in Fig. 26 with the aim

of overcoming the limitations of the first prototype discussed

in this paper. In particular, we are focusing on improving

the holocopter actuation system (see Sect. IV-C), as well as

obtaining a reduced overall weight, better onboard sensors,

higher onboard computational power, and a more robust me-

chanical design. This will enable better tracking performance

and allow for a full exploitation of the holocopter 6-dof

motion capabilities in the planned interaction tasks with the

environment.
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