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Abstract
We study the best-arm identification problem in linear bandit, where the rewards
of the arms depend linearly on an unknown parameterθ∗ and the objective is to
return the arm with the largest reward. We characterize the complexity of the
problem and introduce sample allocation strategies that pull arms to identify the
best arm with a fixed confidence, while minimizing the sample budget. In partic-
ular, we show the importance of exploiting the global linearstructure to improve
the estimate of the reward of near-optimal arms. We analyze the proposed strate-
gies and compare their empirical performance. Finally, as aby-product of our
analysis, we point out the connection to theG-optimality criterion used in optimal
experimental design.

1 Introduction
The stochastic multi-armed bandit problem (MAB) [16] offers a simple formalization for the study
of sequential design of experiments. In the standard model,a learner sequentially chooses an arm
out of K and receives a reward drawn from a fixed, unknown distribution relative to the chosen
arm. While most of the literature in bandit theory focused on the problem of maximization of
cumulative rewards, where the learner needs to trade-off exploration and exploitation, recently the
pure explorationsetting [5] has gained a lot of attention. Here, the learner uses the available budget
to identify as accurately as possible the best arm, without trying to maximize the sum of rewards.
Although many results are by now available in a wide range of settings (e.g., best-arm identification
with fixed budget [2, 11] and fixed confidence [7], subset selection [6, 12], and multi-bandit [9]),
most of the work considered only the multi-armed setting, withK independent arms.

An interesting variant of the MAB setup is the stochasticlinear banditproblem (LB), introduced
in [3]. In the LB setting, the input spaceX is a subset ofRd and when pulling an armx, the learner
observes a reward whose expected value is a linear combination of x and an unknown parameter
θ∗ ∈ R

d. Due to the linear structure of the problem, pulling an arm gives information about the
parameterθ∗ and indirectly, about the value of other arms. Therefore, the estimation ofK mean-
rewards is replaced by the estimation of thed features ofθ∗. While in the exploration-exploitation
setting the LB has been widely studied both in theory and in practice (e.g., [1, 14]), in this paper we
focus on the pure-exploration scenario.

The fundamental difference between the MAB and the LB best-arm identification strategies stems
from the fact that in MAB an arm is no longer pulled as soon as its sub-optimality is evident (in
high probability), while in the LB setting even a sub-optimal arm may offer valuable information
about the parameter vectorθ∗ and thus improve the accuracy of the estimation in discriminating
among near-optimal arms. For instance, consider the situation whenK−2 out ofK arms are already
discarded. In order to identify the best arm, MAB algorithmswould concentrate the sampling on
the two remaining arms to increase the accuracy of the estimate of their mean-rewards until the
discarding condition is met for one of them. On the contrary,a LB pure-exploration strategy would
seek to pull the armx ∈ X whose observed reward allows to refine the estimateθ∗ along the
dimensions which are more suited in discriminating betweenthe two remaining arms. Recently, the
best-arm identification in linear bandits has been studied in a fixed budget setting [10], in this paper
we study the sample complexity required to identify the best-linear arm with a fixed confidence.

∗This work was done when the author was a visiting researcher at Microsoft Research New-England.
†Current affiliation: Google DeepMind.
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2 Preliminaries
The setting. We consider the standard linear bandit model. LetX ⊆ R

d be a finite set of arms,
where|X | = K and theℓ2-norm of any armx ∈ X , denoted by||x||, is upper-bounded byL.
Given an unknown parameterθ∗ ∈ R

d, we assume that each time an armx ∈ X is pulled, a random
rewardr(x) is generated according to the linear modelr(x) = x⊤θ∗ + ε, whereε is a zero-mean
i.i.d. noise bounded in[−σ;σ]. Arms are evaluated according to their expected rewardx⊤θ∗ and
we denote byx∗ = argmaxx∈X x⊤θ∗ the best arm inX . Also, we useΠ(θ) = argmaxx∈X x⊤θ
to refer to the best arm corresponding to an arbitrary parameter θ. Let∆(x, x′) = (x − x′)⊤θ∗ be
the valuegapbetween two arms, then we denote by∆(x) = ∆(x∗, x) the gap ofx w.r.t. the optimal
arm and by∆min = minx∈X ∆(x) the minimum gap, where∆min > 0. We also introduce the sets
Y = {y = x − x′, ∀x, x′ ∈ X} andY∗ = {y = x∗ − x, ∀x ∈ X} containing all the directions
obtained as the difference of two arms (or an arm and the optimal arm) and we redefine accordingly
the gap of a direction as∆(y) = ∆(x, x′) whenevery = x− x′.

The problem. We study the best-arm identification problem. Letx̂(n) be the estimated best arm
returned by a bandit algorithm aftern steps. We evaluate thequality of x̂(n) by the simple regret
Rn = (x∗ − x̂(n))⊤θ∗. While different settings can be defined (see [8] for an overview), here we
focus on the(ǫ, δ)-best-arm identification problem (the so-called PAC setting), where givenǫ and
δ ∈ (0, 1), the objective is to design an allocation strategy and a stopping criterion so that when
the algorithm stops, the returned arm̂x(n) is such thatP

(
Rn ≥ ǫ

)
≤ δ, while minimizing the

needed number of steps. More specifically, we will focus on the case ofǫ = 0 and we will provide
high-probability bounds on the sample complexityn.

The multi-armed bandit case. In MAB, the complexity of best-arm identification is characterized
by the gaps between arm values, following the intuition thatthe more similar the arms, the more pulls
are needed to distinguish between them. More formally, the complexity is given by the problem-
dependent quantityHMAB =

∑K
i=1

1
∆2

i

i.e., the inverse of the pairwise gaps between the best arm
and the suboptimal arms. In the fixed budget case,HMAB determines the probability of returning the
wrong arm [2], while in the fixed confidence case, it characterizes the sample complexity [7].

Technical tools. Unlike in the multi-arm bandit scenario where pulling one arm does not provide
any information about other arms, in a linear model we can leverage the rewards observed over time
to estimate the expected reward of all the arms inX . Let xn = (x1, . . . , xn) ∈ Xn be a sequence
of arms and(r1, . . . , rn) the corresponding observed (random) rewards. An unbiased estimate of
θ∗ can be obtained by ordinary least-squares (OLS) asθ̂n = A−1

xn
bxn

, whereAxn
=

∑n
t=1 xtx

⊤
t ∈

R
d×d andbxn

=
∑n

t=1 xtrt ∈ R
d. For any fixed sequencexn, through Azuma’s inequality, the

prediction error of the OLS estimate is upper-bounded in high-probability as follows.

Proposition 1. Let c = 2σ
√
2 andc′ = 6/π2. For every fixed sequencexn, we have1

P

(
∀n ∈ N, ∀x ∈ X ,

∣∣x⊤θ∗ − x⊤θ̂n
∣∣ ≤ c||x||A−1

xn

√
log(c′n2K/δ)

)
≥ 1− δ. (1)

While in the previous statementxn is fixed, a bandit algorithm adapts the allocation in response to
the rewards observed over time. In this case a different high-probability bound is needed.

Proposition 2 (Thm. 2 in [1]). Let θ̂ηn be the solution to the regularized least-squares problem with
regularizerη and letÃη

x
= ηId + Ax. Then for allx ∈ X and every adaptive sequencexn such

that at any stept, xt only depends on(x1, r1, . . . , xt−1, rt−1), w.p.1− δ, we have

∣∣x⊤θ∗ − x⊤θ̂ηn
∣∣ ≤ ||x||(Ãη

xn )−1

(
σ

√
d log

(1 + nL2/η

δ

)
+ η1/2||θ∗||

)
. (2)

The crucial difference w.r.t. Eq. 1 is an additional factor
√
d, the price to pay for adaptingxn to the

samples. In the sequel we will often resort to the notion of design (or “soft” allocation)λ ∈ Dk,
which prescribes theproportionsof pulls to armx andDk denotes the simplexX . The counterpart
of the design matrixA for a designλ is the matrixΛλ =

∑
x∈X λ(x)xx⊤. From an allocationxn

we can derive the corresponding designλxn
asλxn

(x) = Tn(x)/n, whereTn(x) is the number of
times armx is selected inxn, and the corresponding design matrix isAxn

= nΛλxn
.

1Whenever Prop.1 is used for all directionsy ∈ Y, then the logarithmic term becomeslog(c′n2K2/δ)
because of an additional union bound. For the sake of simplicity, in the sequel we always uselogn(K

2/δ).
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3 The Complexity of the Linear Best-Arm Identification Problem

θ
∗

x3

x1

x2

0
C(x3)

C(x1) = C∗

C(x2)

Figure 1: The cones corresponding to three
arms (dots) inR2. Sinceθ∗ ∈ C(x1), then
x∗ = x1. The confidence setS∗(xn) (in
green) is aligned with directionsx1−x2 and
x1 − x3. Given the uncertainty inS∗(xn),
bothx1 andx3 may be optimal.

As reviewed in Sect. 2, in the MAB case the complexity
of the best-arm identification task is characterized by the
reward gaps between the optimal and suboptimal arms.
In this section, we propose an extension of the notion of
complexity to the case of linear best-arm identification.
In particular, we characterize the complexity by the per-
formance of anoraclewith access to the parameterθ∗.

Stopping condition. Let C(x)={θ ∈ R
d, x ∈ Π(θ)} be

the set of parametersθ which admitx as an optimal arm.
As illustrated in Fig. 1,C(x) is the cone defined by the
intersection of half-spaces such thatC(x) = ∩x′∈X {θ ∈
R

d, (x − x′)⊤θ ≥ 0} and all the cones together form a
partition of the Euclidean spaceRd. We assume that the
oracle knows the coneC(x∗) containing all the param-
eters for whichx∗ is optimal. Furthermore, we assume
that for any allocationxn, it is possible to construct a confidence setS∗(xn) ⊆ R

d such that
θ∗ ∈ S∗(xn) and the (random) OLS estimatêθn belongs toS∗(xn) with high probability, i.e.,
P
(
θ̂n ∈ S∗(xn)

)
≥ 1 − δ. As a result, the oracle stopping criterion simply checks whether the

confidence setS∗(xn) is contained inC(x∗) or not. In fact, whenever for an allocationxn the set
S∗(xn) overlaps the cones of different armsx ∈ X , there is ambiguity in the identity of the arm
Π(θ̂n). On the other hand when all possible values ofθ̂n are included with high probability in the
“right” coneC(x∗), then the optimal arm is returned.

Lemma 1. Letxn be an allocation such thatS∗(xn) ⊆ C(x∗). ThenP
(
Π(θ̂n) 6= x∗

)
≤ δ.

Arm selection strategy.From the previous lemma2 it follows that the objective of an arm selection
strategy is to define an allocationxn which leads toS∗(xn) ⊆ C(x∗) as quickly as possible.3 Since
this condition only depends on deterministic objects (S∗(xn) andC(x∗)), it can be computed inde-
pendently from the actual reward realizations. From a geometrical point of view, this corresponds
to choosing arms so that the confidence setS∗(xn) shrinks into the optimal coneC(x∗) within the
smallest number of pulls. To characterize this strategy we need to make explicit the form ofS∗(xn).
Intuitively speaking, the moreS∗(xn) is “aligned” with the boundaries of the cone, the easier it is
to shrink it into the cone. More formally, the conditionS∗(xn) ⊆ C(x∗) is equivalent to

∀x ∈ X , ∀θ ∈ S∗(xn), (x
∗ − x)⊤θ ≥ 0 ⇔ ∀y ∈ Y∗, ∀θ ∈ S∗(xn), y

⊤(θ∗ − θ) ≤ ∆(y).

Then we can simply use Prop. 1 to directly control the termy⊤(θ∗ − θ) and define

S∗(xn) =
{
θ ∈ R

d, ∀y ∈ Y∗, y⊤(θ∗ − θ) ≤ c||y||A−1

xn

√
logn(K

2/δ)
}
. (3)

Thus the stopping conditionS∗(xn) ⊆ C(x∗) is equivalent to the condition that, for anyy ∈ Y∗,

c||y||A−1

xn

√
logn(K

2/δ) ≤ ∆(y). (4)

From this condition, the oracle allocation strategy simplyfollows as

x
∗
n = argmin

xn

max
y∈Y∗

c||y||A−1

xn

√
logn(K

2/δ)

∆(y)
= argmin

xn

max
y∈Y∗

||y||A−1

xn

∆(y)
. (5)

Notice that this strategy does not return an uniformly accurate estimate ofθ∗ but it rather pulls arms
that allow to reduce the uncertainty of the estimation ofθ∗ over the directions of interest (i.e.,Y∗)
below their corresponding gaps. This implies that the objective of Eq. 5 is to exploit the global linear
assumption by pulling any arm inX that could give information aboutθ∗ over the directions inY∗,
so that directions with small gaps are better estimated thanthose with bigger gaps.

2For all the proofs in this paper, we refer the reader to the long version ofthe paper [18].
3Notice that by definition of the confidence set and sinceθn → θ∗ asn → ∞, any strategy repeatedly

pulling all the arms would eventually meet the stopping condition.
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Sample complexity.We are now ready to define the sample complexity of the oracle,which corre-
sponds to the minimum number of steps needed by the allocation in Eq. 5 to achieve the stopping
condition in Eq. 4. From a technical point of view, it is more convenient to express the complexity of
the problem in terms of the optimal design (soft allocation)instead of the discrete allocationxn. Let
ρ∗(λ) = maxy∈Y∗ ||y||2

Λ−1

λ

/∆2(y) be the square of the objective function in Eq. 5 for any design

λ ∈ Dk. We define the complexity of a linear best-arm identificationproblem as the performance
achieved by the optimal designλ∗ = argminλ ρ

∗(λ), i.e.

HLB = min
λ∈Dk

max
y∈Y∗

||y||2
Λ−1

λ

∆2(y)
= ρ∗(λ∗). (6)

This definition of complexity is less explicit than in the case of HMAB but it contains similar ele-
ments, notably the inverse of the gaps squared. Nonetheless, instead of summing the inverses over
all the arms,HLB implicitly takes into consideration the correlation between the arms in the term
||y||2

Λ−1

λ

, which represents the uncertainty in the estimation of the gap betweenx∗ andx (when

y = x∗ − x). As a result, from Eq. 4 the sample complexity becomes
N∗ = c2HLB logn(K

2/δ), (7)
where we use the fact that, if implemented overn steps,λ∗ induces a design matrixAλ∗ = nΛλ∗

andmaxy ||y||2A−1

λ∗

/∆2(y) = ρ∗(λ∗)/n. Finally, we bound the range of the complexity.

Lemma 2. Given an arm setX ⊆ R
d and a parameterθ∗, the complexityHLB (Eq. 6) is such that

max
y∈Y∗

||y||2/(L∆2
min) ≤ HLB ≤ 4d/∆2

min. (8)

Furthermore, ifX is the canonical basis, the problem reduces to a MAB andHMAB≤HLB≤2HMAB.

The previous bounds show that∆min plays a significant role in defining the complexity of the
problem, while the specific shape ofX impacts the numerator in different ways. In the worst case
the full dimensionalityd appears (upper-bound), and more arm-set specific quantities, such as the
norm of the armsL and of the directionsY∗, appear in the lower-bound.

4 Static Allocation Strategies

Input: decision spaceX ∈ R
d, confidenceδ > 0

Set:t = 0; Y = {y = (x− x′);x 6= x′ ∈ X};
while Eq. 11 is not truedo

if G-allocationthen
xt = argmin

x∈X

max
x′∈X

x′⊤(A+ xx⊤)−1x′

else ifXY-allocationthen
xt = argmin

x∈X

max
y∈Y

y⊤(A+ xx⊤)−1y

end if
Updateθ̂t = A−1

t bt, t = t+ 1
end while
Return armΠ(θ̂t)

Figure 2: Static allocation algorithms

The oracle stopping condition (Eq. 4) and allo-
cation strategy (Eq. 5) cannot be implemented in
practice sinceθ∗, the gaps∆(y), and the direc-
tionsY∗ are unknown. In this section we investi-
gate how to define algorithms that only rely on the
information available fromX and the samples col-
lected over time. We introduce an empirical stop-
ping criterion and two static allocations.

Empirical stopping criterion. The stopping con-
dition S∗(xn) ⊆ C(x∗) cannot be tested since
S∗(xn) is centered in the unknown parameterθ∗

andC(x∗) depends on the unknown optimal arm
x∗. Nonetheless, we notice that givenX , for each
x ∈ X the conesC(x) can be constructed beforehand. LetŜ(xn) be a high-probability confidence
set such that for anyxn, θ̂n ∈ Ŝ(xn) andP(θ∗ ∈ Ŝ(xn)) ≥ 1 − δ. Unlike S∗, Ŝ can be directly
computed from samples and we can stop whenever there exists an x such thatŜ(xn) ⊆ C(x).
Lemma 3. Letxn = (x1, . . . , xn) be an arbitrary allocation sequence. If aftern steps there exists
an armx ∈ X such thatŜ(xn) ⊆ C(x) thenP

(
Π(θ̂n) 6= x∗

)
≤ δ.

Arm selection strategy.Similarly to the oracle algorithm, we should design an allocation strategy
that guarantees that the (random) confidence setŜ(xn) shrinks in one of the conesC(x) within the
fewest number of steps. Let̂∆n(x, x

′) = (x − x′)⊤θ̂n be the empirical gap between armsx, x′.
Then the stopping condition̂S(xn) ⊆ C(x) can be written as

∃x ∈ X , ∀x′ ∈ X ,∀θ ∈ Ŝ(xn), (x− x′)⊤θ ≥ 0

⇔ ∃x ∈ X , ∀x′ ∈ X , ∀θ ∈ Ŝ(xn), (x− x′)⊤(θ̂n − θ) ≤ ∆̂n(x, x
′). (9)
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This suggests that the empirical confidence set can be definedas

Ŝ(xn) =
{
θ ∈ R

d, ∀y ∈ Y, y⊤(θ̂n − θ) ≤ c||y||A−1

xn

√
logn(K

2/δ)
}
. (10)

Unlike S∗(xn), Ŝ(xn) is centered in̂θn and it considers all directionsy ∈ Y. As a result, the
stopping condition in Eq. 9 could be reformulated as

∃x ∈ X , ∀x′ ∈ X , c||x− x′||A−1

xn

√
logn(K

2/δ) ≤ ∆̂n(x, x
′). (11)

Although similar to Eq. 4, unfortunately this condition cannot be directly used to derive an alloca-
tion strategy. In fact, it is considerably more difficult to define a suitable allocation strategy to fit a
random confidence set̂S into a coneC(x) for anx which is not known in advance. In the following
we propose two allocations that try to achieve the conditionin Eq. 11 as fast as possible by imple-
menting a static arm selection strategy, while we present a more sophisticated adaptive strategy in
Sect. 5. The general structure of the static allocations in summarized in Fig. 2.

G-Allocation Strategy. The definition of theG-allocation strategy directly follows from the ob-
servation that for any pair(x, x′) ∈ X 2 we have that||x − x′||A−1

xn
≤ 2maxx′′∈X ||x′′||A−1

xn
. This

suggests that an allocation minimizingmaxx∈X ||x||A−1

xn
reduces an upper bound on the quantity

tested in the stopping condition in Eq. 11. Thus, for any fixedn, we define theG-allocation as

x
G
n = argmin

xn

max
x∈X

||x||A−1

xn
. (12)

We notice that this formulation coincides with the standardG-optimal design (hence the name of
the allocation) defined in experimental design theory [15, Sect. 9.2] to minimize the maximal mean-
squared prediction error in linear regression. TheG-allocation can be interpreted as the design that
allows to estimateθ∗ uniformly wellover all the arms inX . Notice that theG-allocation in Eq. 12
is well defined only for a fixed number of stepsn and it cannot be directly implemented in our case,
sincen is unknown in advance. Therefore we have to resort to a more “incremental” implementation.
In the experimental design literature a wide number of approximate solutions have been proposed to
solve theNP -hard discrete optimization problem in Eq. 12 (see [4, 17] for some recent results and
[18] for a more thorough discussion). For any approximateG-allocation strategy with performance
no worse than a factor(1+ β) of the optimal strategyxG

n , the sample complexityNG is bounded as
follows.
Theorem 1. If the G-allocation strategy is implemented with aβ-approximate method and the
stopping condition in Eq. 11 is used, then

P

[
NG ≤ 16c2d(1 + β) logn(K

2/δ)

∆2
min

∧Π(θ̂NG) = x∗

]
≥ 1− δ. (13)

Notice that this result matches (up to constants) the worst-case value ofN∗ given the upper bound
onHLB . This means that, although completely static, theG-allocation is already worst-case optimal.

XY-Allocation Strategy. Despite being worst-case optimal,G-allocation is minimizing a rather
loose upper bound on the quantity used to test the stopping criterion. Thus, we define an alternative
static allocation that targets the stopping condition in Eq. 11 more directly by reducing its left-hand-
side for any possible direction inY. For any fixedn, we define theXY-allocation as

x
XY
n = argmin

xn

max
y∈Y

||y||A−1

xn
. (14)

XY-allocation is based on the observation that the stopping condition in Eq. 11 requires only the
empirical gapŝ∆(x, x′) to be well estimated, hence arms are pulled with the objective of increasing
the accuracy of directions inY instead of armsX . This problem can be seen as a transductive variant
of theG-optimal design [19], where the target vectorsY are different from the vectorsX used in the
design. The sample complexity of theXY-allocation is as follows.
Theorem 2. If the XY-allocation strategy is implemented with aβ-approximate method and the
stopping condition in Eq. 11 is used, then

P

[
NXY ≤ 32c2d(1 + β) logn(K

2/δ)

∆2
min

∧Π(θ̂NXY ) = x∗

]
≥ 1− δ. (15)

Although the previous bound suggests thatXY achieves a performance comparable to theG-
allocation, in factXY may be arbitrarily better thanG-allocation (for an example, see [18]).
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5 XY-Adaptive Allocation Strategy

Input: decision spaceX ∈R
d; parameterα; confidenceδ

Setj=1; X̂j =X ; Ŷ1=Y; ρ0=1; n0=d(d+ 1) + 1

while |X̂j | > 1 do
ρj = ρj−1

t = 1;A0 = I
while ρj/t ≥ αρj−1(xj−1

nj−1
)/nj−1 do

Select armxt = argmin
x∈X

max
y∈Y

y⊤(A+ xx⊤)−1y

UpdateAt = At−1 + xtx
⊤
t , t = t+ 1

ρj = max
y∈Ŷj

y⊤A−1

t y

end while
Computeb =

∑t

s=1
xsrs; θ̂j = A−1

t b

X̂j+1 = X
for x ∈ X do

if ∃x′ : ||x− x′||
A

−1

t

√
logn(K

2/δ) ≤ ∆̂j(x
′, x) then

X̂j+1 = X̂j+1 − {x}
end if

end for
Ŷj+1 = {y = (x− x′);x, x′ ∈ X̂j+1}

end while
ReturnΠ(θ̂j)

Figure 3:XY-Adaptive allocation algorithm

Fully adaptive allocation strategies.
Although bothG- andXY-allocation are
sound since they minimize upper-bounds
on the quantities used by the stopping
condition (Eq. 11), they may be very sub-
optimal w.r.t. the ideal performance of
the oracle introduced in Sec. 3. Typi-
cally, an improvement can be obtained by
moving to strategies adapting on the re-
wards observed over time. Nonetheless,
as reported in Prop. 2, wheneverxn is
not a fixed sequence, the bound in Eq. 2
should be used. As a result, a factor

√
d

would appear in the definition of the con-
fidence sets and in the stopping condi-
tion. This directly implies that the sample
complexity of a fully adaptive strategy
would scale linearly with the dimension-
ality d of the problem, thus removing any
advantage w.r.t. static allocations. In fact,
the sample complexity ofG- and XY-
allocation already scales linearly withd
and from Lem. 2 we cannot expect to im-
prove the dependency on∆min. Thus, on the one hand, we need to use the tighter bounds in Eq.1
and, on the other hand, we require to be adaptive w.r.t. samples. In the sequel we propose a phased
algorithm which successfully meets both requirements using a static allocation within each phase
but choosing the type of allocation depending on the samplesobserved in previous phases.

Algorithm. The ideal case would be to define an empirical version of the oracle allocation in Eq. 5
so as to adjust the accuracy of the prediction only on the directions of interestY∗ and according to
their gaps∆(y). As discussed in Sect. 4 this cannot be obtained by a direct adaptation of Eq. 11. In
the following, we describe a safe alternative to adjust the allocation strategy to the gaps.

Lemma 4. Let xn be a fixed allocation sequence andθ̂n its corresponding estimate forθ∗. If an
armx ∈ X is such that

∃x′ ∈ X s.t.c||x′ − x||A−1

xn

√
logn(K

2/δ) < ∆̂n(x
′, x), (16)

then armx is sub-optimal. Moreover, if Eq. 16 is true, we say thatx′ dominatesx.

Lem. 4 allows to easily construct the set of potentially optimal arms, denoted̂X (xn), by removing
from X all the dominated arms. As a result, we can replace the stopping condition in Eq. 11, by
just testing whether the number of non-dominated arms|X̂ (xn)| is equal to 1, which corresponds to
the case where the confidence set is fully contained into a single cone. UsingX̂ (xn), we construct
Ŷ(xn) = {y = x−x′;x, x′ ∈ X̂ (xn)}, the set of directions along which the estimation ofθ∗ needs
to be improved to further shrink̂S(xn) into a single cone and trigger the stopping condition. Note
that ifxn was an adaptive strategy, then we could not use Lem. 4 to discard arms but we should rely
on the bound in Prop. 2. To avoid this problem, an effective solution is to run the algorithm through
phases. Letj ∈ N be the index of a phase andnj its corresponding length. We denote bŷXj the set
of non-dominated arms constructed on the basis of the samples collected in the phasej − 1. This
set is used to identify the directionŝYj and to define astaticallocation which focuses on reducing
the uncertainty ofθ∗ along the directions in̂Yj . Formally, in phasej we implement the allocation

x
j
nj

= argmin
xnj

max
y∈Ŷj

||y||A−1

xnj

, (17)

which coincides with aXY-allocation (see Eq. 14) but restricted on̂Yj . Notice thatxj
nj

may still
use any arm inX which could be useful in reducing the confidence set along anyof the directions in
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Ŷj . Once phasej is over, the OLS estimatêθj is computed using the rewards observed within phase
j and then is used to test the stopping condition in Eq. 11. Whenever the stopping condition does
not hold, a new set̂Xj+1 is constructed using the discarding condition in Lem. 4 and anew phase is
started. Notice that through this process, at each phasej, the allocationxj

nj
is static conditioned on

the previous allocations and the use of the bound from Prop. 1is still correct.

A crucial aspect of this algorithm is the length of the phasesnj . On the one hand, short phases allow
a high rate of adaptivity, sincêXj is recomputed very often. On the other hand, if a phase is too
short, it is very unlikely that the estimatêθj may be accurate enough to actually discard any arm.
An effective way to define the length of a phase in a deterministic way is to relate it to the actual
uncertainty of the allocation in estimating the value of allthe active directions in̂Yj . In phasej, let
ρj(λ) = maxy∈Ŷj

||y||2
Λ−1

λ

, then given a parameterα ∈ (0, 1), we define

nj = min
{
n ∈ N : ρj(λ

x
j
n
)/n ≤ αρj−1(λj−1)/nj−1

}
, (18)

wherexj
n is the allocation defined in Eq. 17 andλj−1 is the design corresponding toxj−1

nj−1
, the

allocation performed at phasej − 1. In words,nj is the minimum number of steps needed by
theXY-adaptive allocation to achieve an uncertainty over all thedirections of interest which is a
fractionα of the performance obtained in the previous iteration. Notice that givenŶj andρj−1 this
quantity can be computed before the actual beginning of phase j. The resulting algorithm using the
XY-Adaptive allocation strategy is summarized in Fig. 3.

Sample complexity. Although theXY-Adaptive allocation strategy is designed to approach the
oracle sample complexityN∗, in early phases it basically implements aXY-allocation and no sig-
nificant improvement can be expected until some directions are discarded from̂Y. At that point,
XY-adaptive starts focusing on directions which only containnear-optimal arms and it starts ap-
proaching the behavior of the oracle. As a result, in studying the sample complexity ofXY-Adaptive
we have to take into consideration the unavoidable price of discarding “suboptimal” directions. This
cost is directly related to the geometry of the arm space thatinfluences the number of samples needed
before arms can be discarded fromX . To take into account this problem-dependent quantity, we in-
troduce a slightly relaxed definition of complexity. More precisely, we define the number of steps
needed to discard all the directions which do not containx∗, i.e.Y − Y∗. From a geometrical point
of view, this corresponds to the case when for any pair of suboptimal arms(x, x′), the confidence set
S∗(xn) does not intersect the hyperplane separating the conesC(x) andC(x′). Fig. 1 offers a simple
illustration for such a situation:S∗ no longer intercepts the border line betweenC(x2) andC(x3),
which implies that directionx2 − x3 can be discarded. More formally, the hyperplane containing
parametersθ for whichx andx′ are equivalent is simplyC(x) ∩ C(x′) and the quantity

M∗ = min{n ∈ N, ∀x 6= x∗, ∀x′ 6= x∗,S∗(xXY
n ) ∩ (C(x) ∩ C(x′)) = ∅} (19)

corresponds to the minimum number of steps needed by the static XY-allocation strategy to discard
all the suboptimaldirections. This term together with the oracle complexityN∗ characterizes the
sample complexity of the phases of theXY-adaptive allocation. In fact, the length of the phases is
such that either they correspond to the complexity of the oracle or they can never last more than the
steps needed to discard all the sub-optimal directions. As aresult, the overall sample complexity of
theXY-adaptive algorithm is bounded as in the following theorem.
Theorem 3. If theXY-Adaptive allocation strategy is implemented with aβ-approximate method
and the stopping condition in Eq. 11 is used, then

P

[
N ≤ (1 + β)max{M∗, 16

α N∗}
log(1/α)

log
(c

√
logn(K

2/δ)

∆min

)
∧Π(θ̂N ) = x∗

]
≥ 1− δ. (20)

We first remark that, unlikeG andXY, the sample complexity ofXY-Adaptive does not have any
direct dependency ond and∆min (except in the logarithmic term) but it rather scales with the oracle
complexityN∗ and the cost of discarding suboptimal directionsM∗. Although this additional cost
is probably unavoidable, one may have expected thatXY-Adaptive may need to discard all the
suboptimal directions before performing as well as the oracle, thus having a sample complexity of
O(M∗+N∗). Instead, we notice thatN scales with themaximumof M∗ andN∗, thus implying that
XY-Adaptive may actually catch up with the performance of the oracle (with only a multiplicative
factor of16/α) whenever discarding suboptimal directions is less expensive than actually identifying
the best arm.
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6 Numerical Simulations
We illustrate the performance ofXY-Adaptive and compare it to theXY-Oracle strategy (Eq. 5), the
static allocationsXY andG, as well as with the fully-adaptive version ofXY whereX̂ is updated
at each round and the bound from Prop.2 is used. For a fixed confidenceδ = 0.05, we compare the
sampling budget needed to identify the best arm with probability at least1 − δ. We consider a set
of armsX ∈ R

d, with |X | = d+ 1 including the canonical basis (e1, . . . , ed) and an additional arm
xd+1 = [cos(ω) sin(ω) 0 . . . 0]⊤. We chooseθ∗ = [2 0 0 . . . 0]⊤, and fixω = 0.01, so that
∆min = (x1 − xd+1)

⊤θ∗ is much smaller than the other gaps. In this setting, an efficient sampling
strategy should focus on reducing the uncertainty in the direction ỹ = (x1 − xd+1) by pulling the
armx2 = e2 which is almost aligned with̃y. In fact, from the rewards obtained fromx2 it is easier
to decrease the uncertainty about the second component ofθ∗, that is precisely the dimension which
allows to discriminate betweenx1 andxd+1. Also, we fixα = 1/10, and the noiseε ∼ N (0, 1).
Each phase begins with an initialization matrixA0, obtained by pulling once each canonical arm. In
Fig. 4 we report the sampling budget of the algorithms, averaged over 100 runs, ford = 2 . . . 10.
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Figure 4: The sampling budget needed to identify
the best arm, when the dimension grows fromR2

toR
10.

The results. The numerical results show thatXY-
Adaptive is effective in allocating the samples to
shrink the uncertainty in the directioñy. Indeed,
XY-adaptive identifies the most important direction
after few phases and is able to perform an allocation
which mimics that of the oracle. On the contrary,
XY andG do not adjust to the empirical gaps and
consider all directions as equally important. This
behavior forcesXY andG to allocate samples until
the uncertainty is smaller than∆min in all directions.
Even though the Fully-adaptive algorithm also iden-
tifies the most informative direction rapidly, the

√
d

term in the bound delays the discarding of the arms
and prevents the algorithm from gaining any advan-
tage compared toXY andG. As shown in Fig. 4,
the difference between the budget ofXY-Adaptive and the static strategies increases with the num-
ber of dimensions. In fact, while additional dimensions have little to no impact onXY-Oracle and
XY-Adaptive (the only important direction remainsỹ independently from the number of unknown
features ofθ∗), for the static allocations more dimensions imply more directions to be considered
and more features ofθ∗ to be estimated uniformly well until the uncertainty falls below∆min.

7 Conclusions
In this paper we studied the problem of best-arm identification with a fixed confidence, in the linear
bandit setting. First we offered a preliminary characterization of the problem-dependent complexity
of the best arm identification task and shown its connection with the complexity in the MAB setting.
Then, we designed and analyzed efficient sampling strategies for this problem. TheG-allocation
strategy allowed us to point out a close connection with optimal experimental design techniques, and
in particular to the G-optimality criterion. Through the second proposed strategy,XY-allocation,
we introduced a novel optimal design problem where the testing arms do not coincide with the arms
chosen in the design. Lastly, we pointed out the limits that afully-adaptive allocation strategy might
have in the linear bandit setting and proposed a phased-algorithm, XY-Adaptive, that learns from
previous observations, without suffering from the dimensionality of the problem. Since this is one of
the first works that analyze pure-exploration problems in the linear-bandit setting, it opens the way
for an important number of similar problems already studiedin the MAB setting. For instance, we
can investigate strategies to identify the best-linear armwhen having a limited budget or study the
best-arm identification when the set of arms is very large (orinfinite). Some interesting extensions
also emerge from the optimal experimental design literature, such as the study of sampling strategies
for meeting the G-optimality criterion when the noise is heterosckedastic, or the design of efficient
strategies for satisfying other related optimality criteria, such as V-optimality.
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A Comparison betweenG-allocation andXY-allocation
We define two examples illustrating the difference between theG and theXY allocation strategies.
Let us consider a problem withX ⊂ R

2 and armsx1 = [1 ǫ/2]⊤ andx2 = [1 − ǫ/2]⊤, whereǫ ∈
(0, 1). In this case, both static allocations pull the two arms the same number of times, thus inducing
an optimal designλ(x1) = λ(x2) = 1/2. We want to study the (asymptotic) performance of
the allocation according to the different definition of error maxx∈X x⊤Λ−1

λ x andmaxy∈Y y⊤Λ−1
λ y

used byG andXY-allocation respectively. We first notice that

Λλ =
1

2

[
1 ǫ/2
ǫ/2 ǫ2/4

]
+

1

2

[
1 −ǫ/2

−ǫ/2 ǫ2/4

]
=

[
1 0
0 ǫ2/4

]
.

As a result, for bothx1 andx2 we have

[1 ǫ/2]Λ−1
λ

[
1
ǫ/2

]
= [1 ǫ/2]

[
1 0
0 4/ǫ2

] [
1
ǫ/2

]
= 2.

On the other hand, if we consider the directiony = x1 − x2 = [0 ǫ], we have

[0 ǫ]Λ−1
λ

[
0
ǫ

]
= [0 ǫ]

[
1 0
0 4/ǫ2

] [
0
ǫ

]
= 4.

This example shows that indeed the performance achieved byXY may be similar to the performance
of G-optimal. Let us now consider a different setting where the two armsx1 = [1 0] andx2 =
[1 − ǫ 0] are aligned on the same axis. In this case, the problem reduces to a 1-dimensional
problem and both strategies would concentrate their allocation onx1 = [1 0] since it is the arm
with larger norm and it may provide a better estimate ofθ∗. As a result, while theG-allocation has
a performance of1, theXY-allocation over the direction[ǫ 0] has a performanceǫ2, which can be
arbitrarily smaller than1.

B Proofs

B.1 Lemmas

Proof of Lemma 1.The proof follows from the fact that ifS∗(xn) ⊆ C(x∗) and θ̂n ∈ S∗(xn)

with high probability, then̂θn ∈ C(x∗) which implies thatΠ(θ̂n) = x∗ by definition of the cone
C(x∗).

Before proceeding to the proof of Lemma 2 we introduce the following technical tool.

Proposition 3 (Equivalence-Theorem in [13]). Definef(x; ξ) = x⊤M(ξ)−1x, whereM(ξ) is a
d× d non-singular matrix andx is a column vector inRd. We consider two extremum problems.

The first is to chooseξ so that

(1) ξ maximizesdetM(ξ) (D-optimal design)

The second one is to chooseξ so that

(2) ξ minimizes max f(x; ξ) (G-optimal design)

We note that the integral with respect toξ of f(x; ξ) is d; hence,max f(x; ξ) ≥ d, and thus a
sufficient condition forξ to satisfy (2) is

(3) max f(x; ξ) = d.

Statements (1), (2) and (3) are equivalent.

Proof of Lemma 2.Upper-bound. We have the following sequence of inequalities

max
y∈Y∗

||y||2
Λ−1

λ

∆2(y)
≤ 1

∆2
min

max
y∈Y∗

||y||2
Λ−1

λ

≤ 4

∆2
min

max
x∈X

||x||2
Λ−1

λ

,
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where the second inequality comes from a triangle inequality on ||y||2
Λ−1

λ

. Thus we obtain

ρ∗(λ∗) = min
λ∈Dk

max
y∈Y∗

||y||2
Λ−1

λ

∆2(y)
≤ 4

∆2
min

min
λ∈Dk

max
x∈X

||x||2
Λ−1

λ

=
4d

∆2
min

,

where the last equality follows from the Kiefer-Wolfowitz equivalence theorem presented in Prop. 3.

Lower-bound.

We focus on the numeratory⊤Λ−1
λ y. SinceΛλ is a positive definite matrix, we define its decompo-

sitionΛλ = QΓQ⊤, whereQ is an orthogonal matrix andΓ is the diagonal matrix containing the
eigenvalues. As a result the numerator can be written as

y⊤Λ−1
λ y = y⊤QΓ−1Q⊤y = w⊤Γ−1w,

where we renamedQ⊤y = w. If we denote byγmax the largest eigenvalue ofΛλ (i.e., the largest
value inΓ), then

w⊤Γ−1w ≥ 1/γmaxw
⊤w = 1/γmax||y||2.

The largest eigenvalueγmax is upper-bounded by the sum of the largest eigenvalues of thematrices
λ(x)xx⊤ which isλ(x)||x||2. As a result, we obtain the boundγmax ≤ ∑

x λ(x)||x||2 ≤ L, since
||x||2 ≤ L andλ is in the simplex. Thus we have

min
λ∈Dk

max
y∈Y∗

||y||2
Λ−1

λ

∆2(y)
≥ 1

L
max
y∈Y∗

||y||2
∆(y)2

≥ maxy∈Y∗ ||y||2
L∆2

min

.

Comparison with theK-armed bandit complexity.

Finally, we show how the sample complexity reduces to the known quantity in the MAB case. If the
arms inX coincide with the canonical basis ofRd, then for any allocationλ the design matrixΛλ

becomes a diagonal matrix of the form diag(λ(x1), . . . , λ(xK)). As a result, we obtain

HLB = min
λ∈Dk

max
y∈Y∗

||y||2
Λ−1

λ

∆2(y)
= min

λ∈Dk
max

x∈X−{x∗}

1/λ(x) + 1/λ(x∗)

∆2(x)
.

If we use the allocationλ(x) = 1/(ν∆2(x)) andλ(x∗) = 1/(ν∆min), with ν = 1/∆2
min +∑

x 6=x∗ 1/∆2(x), we obtain

HLB ≤ max
x∈X−{x∗}

ν∆2(x) + ν∆2
min

∆2(x)
= max

x∈X−{x∗}
ν + ν

∆2
min

∆2(x)

= 2ν = 2
( 1

∆2
min

+
∑

x 6=x∗

1

∆2(x)

)
= 2HMAB .

On the other hand, letting̃x be the second best arm and∆(x∗) = ∆min, we have that

HLB = min
λ∈Dk

max
x 6=x∗

1/λ(x) + 1/λ(x∗)

∆2(x)

= min
λ∈Dk

max

{
max
x 6=x∗

1/λ(x) + 1/λ(x∗)

∆2(x)
;
1/λ(x̃) + 1/λ(x∗)

∆2(x∗)

}

≥ min
λ∈Dk

max

{
max
x 6=x∗

1/λ(x)

∆2(x)
;
1/λ(x∗)

∆2(x∗)

}

= min
λ∈Dk

max
x∈X

1/λ(x)

∆2(x)
.

We set1/λ(x)∆2(x) equal to a constantc and thus we getλ(x) = 1
c∆2(x) . Since1

c

∑
x∈X

1
∆2(x) = 1, it

follows that:

c =
∑

x∈X

1

∆2(x)
=

∑

x 6=x∗

1

∆2(x)
+

1

∆2
min

= HMAB .

11



Thus, we get thatHMAB ≤ HLB ≤ 2HMAB . This shows thatHLB is a well defined notion of
complexity for the linear best-arm identification problem and the corresponding sample complexity
N∗ is coherent with existing results in the MAB case.

Proof of Lemma 3.The proof follows from the fact that if̂S(xn) ⊆ C(x) andθ∗ ∈ Ŝ(xn) with high
probability, thenθ∗ ∈ C(x) which implies thatΠ(θ̂n) = x = x∗.

B.2 Proofs of Theorem 1 and Theorem 2

Proof of Theorem 1.The statement follows from Prop. 1 and the performance guarantees for the
different implementations of theG-optimal design. By recalling the empirical stopping condition in
Eq. 11 and the definitionρG(λ) = maxx x

⊤Λ−1
λ x, we notice that from a simple triangle inequality

applied to||y||A−1 , a sufficient condition for stopping is that for anyx ∈ X

4c2ρG̃n logn(K
2/δ)

n
≤ ∆̂2

n(x
∗, x),

whereρG̃n = ρG(λ
x
G̃
n
) andx

G̃
n is the allocation obtained from rounding the optimal designλG

obtained from the continuous relaxation or the greedy incremental algorithm. From Prop. 1 we have
that the following inequalities

∆̂n(x
∗, x) ≥ ∆(x∗, x)− c||x∗ − x||A−1

x
G
n

√
logn(K

2/δ) ≥ ∆(x∗, x)− 2c

√
ρG̃n logn(K

2/δ)

n
,

hold with probability1 − δ. Combining this with the previous condition and since the condition
must hold for allx ∈ X , we have that a sufficient condition to stop using theG-allocation is

16c2ρG̃n logn(K
2/δ)

n
≤ ∆min,

which defines the level of accuracy that theG-allocation needs to achieve before stopping. Since
ρG̃n ≤ (1 + β)d then the statement follows by inverting the previous inequality.

Proof of Theorem 2.We follow the same steps as in the proof of Theorem 1.

C Implementation of the Allocation Strategies

In this section we discuss about possible implementations of the allocation strategies illustrated in
sections 4 and 5 and we discuss their approximation accuracyguarantees.

The efficient rounding procedure. We first report the general structure of the efficient rounding
procedure defined in [15, Chapter 12] to implement a designλ into an allocationxn for any fixed
number of stepsn. Letp = supp(λ) the support ofλ,4 then we want to compute the number of pulls
ni (with i = 1, . . . , p) for all the arms in the support ofλ. Basically, the fast implementation of the
design is obtained in two phases, as follows:

• In the first phase, given the sample sizen and the number of support pointsp, we calculate
their corresponding frequenciesni = ⌈(n− 1

2p)λi⌉, wheren1, n2, . . . , np are positive
integers with

∑
i≤p ni ≥ n.

• The second phase loops until the discrepancy
(∑

i≤p ni

)
− n is 0, either:

– increasing a frequencynj which attainsnj/λj = mini≤p(n− 1)/λi to nj+1, or
– decreasing somenk with (nk − 1)/λk = maxi≤p(ni − 1)/λi to n− 1.

An interesting feature of this procedure is that when movingfrom n to n + 1 the corresponding
allocationsxn andxn+1 only differ for one elementi which is increased by 1, i.e., the discrete
allocation is monotonic inn.

4For a fixed designλ ∈ R
K , we say that itssupportis given by all arms inX whose corresponding features

in λ are different than 0.
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Implementation of the G-allocation. A first option is to optimize a continuous relaxation of the
problem and compute the optimal design. LetρG(λ) = maxx x

⊤Λ−1
λ x, the optimal design is

λG = arg min
λ∈Dk

max
x∈X

||x||2
Λ−1

λ

= arg min
λ∈Dk

ρG(λ). (21)

This is a convex optimization problem and it can be solved using the projected gradient algorithm,
interior point techniques, or multiplicative algorithms.To move from the designλG to a discrete
allocation we use the efficient rounding technique presented above and we obtain that the resulting
allocationxG̃

t is guaranteed to be monotonic as the number of times an armx is pulled is non-
decreasing witht. Thus fromx

G̃
t we obtain a simple incremental rule, where the armxt is the arm

for whichx
G̃
t recommends one pull more than inxG̃

t−1. An alternative is to directly implement an
incremental version of Eq. 12 by selecting at each stept the greedy arm

xt = argmin
x∈X

max
x′∈X

x′⊤
(
Axt−1

+xx⊤
)
−1x′ = argmin

x∈X
max
x′∈X

x′⊤
[
A−1

xt−1
−
A−1

xt−1
xx⊤A−1

xt−1

1 + x⊤A−1
xt−1

x

]
x′, (22)

where the second formulation follows from the matrix inversion lemma. This allocation is somehow
simpler and more direct than using the continuous relaxation but it may come with a higher efficiency
loss.

Before reporting the performance guarantees for the two implementations proposed above, we in-
troduce an additional technical lemma which will be useful in the proofs on the performance guar-
antees. Although the lemma is presented for a specific definition of uncertaintyρ, any other notion
including design matrices of the kindΛλ will satisfy the same guarantee.

Lemma 5. Let ρ(λ) = maxx∈X x⊤Λ−1
λ x be a measure of uncertainty of interest for any design

λ ∈ DK . We denote byλ∗ = argminλ∈DK ρ(λ) the optimal design and for anyn > d we introduce
the optimal discrete allocation as

x
∗
n = arg min

xn∈Xn
max
x∈X

x⊤Λ−1
λxn

x

n
,

whereλxn
is the (fractional) design corresponding toxn. Then we have

ρ(λ∗) ≤ ρ(x∗
n) ≤

(
1 +

p

n

)
ρ(λ∗), (23)

wherep = supp(λ∗) is the number of points in the support ofλ∗. If d linearly independent arms are
available inX , then we can upper bound the size of the support ofλ∗ and obtain

ρ(λ∗) ≤ ρ(x∗
n) ≤

(
1 +

d(d+ 1)

n

)
ρ(λ∗). (24)

Proof. The first part of the statement follows by the definition ofλ∗ as the minimizer ofρ. Let x̃n

by an efficient rounding technique applied onλ∗ such as the one described in Lemma 12.8 in [15].
Thenx̃n has the same support asλ∗ and an efficiency loss bounded byp/n. As a result, we have

ρ(x∗
n) ≤ ρ(x̃n) ≤

(
1 +

p

n

)
ρ(λ∗),

where the first inequality comes from the fact thatx
∗
n is the minimizer ofρ among allocations of

lengthn. Then, from Caratheodory’s theorem (see e.g., [15] ) the number of support points used
in λ∗ is upper bounded byp ≤ d(d + 1)/2 + 1 (under the assumption that there ared linearly
independent arms inX ). The final result follows by a rough maximization ofd(d+1)/2n+1/n ≤
d(d+ 1)/n.

Remark 1. Note that the same upper-bound for the number of support points holds for any design,
due to the properties of the design matrices. In fact, any design matrix is symmetric by construction,
which implies that it is completely described byD = d(d + 1)/2 elements and can thus be seen as
a point inRD. Moreover, a design matrix is a convex combination of a subset of points inRD and
thus it belongs to the convex hull of that subset of points. Caratheodory’s theorem states that each
point in the convex hull of any subset of points inRD can be defined as a convex combination of at
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mostD+1 points. It directly follows that any design matrix can be expressed using(d(d+1)/2)+1
points.

It follows that the allocationxG̃
t obtained applying the rounding procedure has the followingperfor-

mance guarantee.
Lemma 6. For anyt ≥ d, the rounding procedure defined in [15, Chapter 12] returns an allocation
x
G̃
t , whose corresponding designλG̃ = λ

x
G̃
t

is such that5

ρG(λG̃) ≤
(
1 +

d+ d2 + 2

2t

)
d.

Proof of Lemma 6.We follow the same steps as in the proof of Lemma 5 to obtain thetermβ =
d+d2+2

2t . Then, noting that the performance of the optimal strategyρG(λ∗G) = d (from Prop. 3), the
results follows.

Implementation of the XY-allocation. Notice that the complexity of theXY-allocation triv-
ially follows from the complexity of theG-allocation and it is NP-hard. As a result, we need
to propose approximate solutions to compute an allocationx

X̃Y
n as for theG-allocation. Let

ρXY(λ) = maxy∈Y y⊤Λ−1
λ y, then the first option is the compute the optimal solution to the contin-

uous relaxed problem

λXY = arg min
λ∈Dk

max
y∈Y

||y||2
Λ−1

λ

= arg min
λ∈Dk

ρXY(λ). (25)

And then compute the corresponding discrete allocationx
X̃Y
n using the efficient rounding procedure.

Alternatively, we can use an incremental greedy algorithm which at each stept returns the arm

xt = argmin
x∈X

max
y∈Y

y⊤
(
Axt−1

+ xx⊤
)−1

y. (26)

Lemma 7. For anyt ≥ d, the rounding procedure defined in [15, Chapter 12] returns an allocation

x
X̃Y
t , whose corresponding designλX̃Y = λ

x
X̃Y
t

is such that

ρXY(λX̃Y) ≤ 2
(
1 +

d+ d2 + 2

2t

)
d.

Proof of Lemma 7.The proof follows from the fact that for any pair(x, x′)

||x− x′||A−1

xn
≤ 2 max

x′′∈X
||x′′||A−1

xn
.

Then the proof proceeds as in Lemma 6.

Implementation of XY-adaptive allocation.The allocation rule in Eq. 17 basically coincides with
theXY-allocation and its properties extend smoothly.

D Proof of Theorem 3

Before proceeding to the proof, we first report the proofs of two adittional lemmas.

Proof of Lemma 4.Let y = x′ − x. Using the definition ofŜ(xn) in Eq. 10, and the fact that
θ∗ ∈ Ŝ(xn) with high probability, we have

(x′ − x)⊤(θ̂n − θ∗) ≤ c||x′ − x||A−1

x

√
logn(K

2/δ).

Since the condition in Eq. 16 is true, it follows that

(x′ − x)⊤(θ̂n − θ∗) ≤ c||x′ − x||A−1

x

√
logn(K

2/δ) ≤ ∆̂n(x
′, x) ⇔

−(x′ − x)⊤θ∗ ≤ 0 ⇔ x⊤θ∗ ≤ x′⊤θ∗

thusx is dominated byx′ andx cannot be the optimal arm.

5We recall that from any allocationxn the corresponding designλx is such thatλxn(x) = Tn(x)/n.
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Lemma 8. For any phasej, the length is such thatnj ≤ max{M∗, 16
α N∗} with probability1− δ.

Proof of Lemma 8.We first summarize the different quantities measuring the performance of an
allocation strategy in different settings. For any designλ ∈ DK , we define

ρ∗(λ) = max
y∈Y∗

||y||2
Λ−1

λ

∆2(y)
; ρXY(λ) = max

y∈Y
||y||2

Λ−1

λ

; ρj(λ) = max
y∈Ŷj

||y||2
Λ−1

λ

. (27)

For anyn, we also introduce the value of each of the previous quantities when the corresponding
optimal (discrete) allocation is used

ρ∗n = ρ∗(λx
∗
n
); ρXY

n = ρXY(λ
x
XY
n

); ρjn = ρj(λ
x
j
n
). (28)

Finally, we introduce the optimal designs

λ∗ = arg min
λ∈DK

ρ∗(λ); λXY = arg min
λ∈DK

ρXY(λ); λj = arg min
λ∈DK

ρj(λ). (29)

Let ǫ∗ be the smallestǫ such that there exists a pair(x, x′), with x 6= x∗ andx′ 6= x∗, such that the
confidence setS = {θ : ∀y ∈ Y, |y⊤(θ − θ∗)| ≤ ǫ} overlaps with the hyperplaneC(x) ∩ C(x′).
SinceM∗ is defined as the smallest number of steps needed by theXY strategy to avoid any overlap
betweenS∗ and the hyperplanesC(x) ∩ C(x′), then we have that afterM∗ steps

c

√
ρXY
M∗ logn(K

2/δ)

M∗
< ǫ∗. (30)

We consider two cases to study the length of a phasej.

Case 1:

√
ρj
nj

nj
≥ ǫ∗

c
√

logn(K
2/δ)

. From Eq. 30 it immediately follows that

ρjnj

nj
≥ ρXY

M∗

M∗
. (31)

From definitions in Eqs. 27 and 28, sincêYj ⊆ Y we have for anyn, ρjn ≤ ρXY
n . As a result, if

nj ≥ M∗, sinceρjn/n is a non-increasing function, then we would have the sequence of inequalities

ρjnj

nj
≤ ρjM∗

M∗
≤ ρXY

M∗

M∗
,

which contradicts Eq. 31. Thusnj ≤ M∗.

Case 2:

√
ρj
nj

nj
≤ ǫ∗

c
√

logn(K
2/δ)

. We first relate the performance at phasej with the performance of

the oracle. For anyn

ρjn = ρj(λ
x
j
n
) ≤ ρj(λx

∗
n
) = max

y∈Ŷj

y⊤Λ−1
λ
x
∗
n

y = max
y∈Ŷj

y⊤Λ−1
λ
x
∗
n

y

∆2(y)
∆(y) ≤ max

y∈Ŷj

y⊤Λ−1
λ
x
∗
n

y

∆2(y)
max
y∈Ŷj

∆2(y).

If now we considern = nj , then the definition case 2 implies that the estimation error
√

ρjnj/nj is

small enough so that all the directions inY−Y∗ have already been discarded from̂Yj andŶj ⊆ Y∗.
Thus

ρjnj
≤ max

y∈Y∗

y⊤Λ−1
λ
x
∗
nj

y

∆2(y)
max
y∈Ŷj

∆2(y) = ρ∗nj
max
y∈Ŷj

∆2(y). (32)

This relationship does not provide a bound onnj yet. We first need to recall from Prop. 1 that for
anyy ∈ Y (and notably for the directions in̂Yj) we have

|y⊤(θ̂j−1 − θ∗)| ≤ c
√

y⊤A−1
j−1y logn(K

2/δ),

15



whereAj−1 = A
x
j−1

nj−1

is the matrix constructed from the pulls within phasej − 1. Sincexj−1
n is

obtained from aXY-allocation applied on directions in̂Yj−1, we obtain that for anyy ∈ Ŷj

|y⊤(θ̂j−1 − θ∗)| ≤ c
√

logn(K
2/δ) max

y∈Ŷj−1

√
y⊤A−1

j−1y = c

√
logn(K

2/δ)ρj−1
nj−1

nj−1
,

Reordering the terms in the previous expression we have thatfor anyy ∈ Ŷj

∆(y) ≤ ∆̂j−1(y) + c

√
logn(K

2/δ)ρj−1
nj−1

nj−1
.

Since the directiony is included inŶj then the discard condition in Eq. 16 failed fory, implying

that∆̂j−1(y) ≤ c

√
logn(K

2/δ)ρj−1

nj−1

nj−1

. Thus we finally obtain

max
y∈Ŷj

∆(y) ≤ 2c

√
logn(K

2/δ)ρj−1
nj−1

nj−1
.

Combining this with Eq. 32 we have

ρjnj
≤ ρ∗nj

4c2
logn(K

2/δ)ρj−1
nj−1

nj−1
.

Using the stopping condition of phasej and the relationship between the performanceρj , we obtain
that at timēn = nj − 1

ρjn̄
n̄

≥ α
ρj−1
nj−1

nj−1
≥ α

4c2 logn(K
2/δ)

ρjnj

ρ∗nj

We can further refine the previous inequality as

ρjn̄
n̄

≥ αρ∗N∗

4N∗

N∗

c2 logn(K
2/δ)ρ∗N∗

ρjnj

ρ∗nj

≥ αρ∗N∗

4N∗

ρjnj

ρ∗nj

,

where we use the definition ofN∗ in Eq. 7, which impliesc
√
logn(K

2/δ)ρ∗N∗/N∗ ≤ 1. Reordering
the terms and usinḡn = nj − 1, we obtain

nj ≤ 1 +
4N∗

α

ρjnj−1

ρjnj

ρ∗nj

ρ∗N∗

.

From Lemma 5 and the optimal designs defined in Eq. 29 we have

nj ≤ 1 +
4N∗

α

(1 + d(d+ 1)/(nj − 1))ρj(λj)

ρj(λj)

(1 + d(d+ 1)/(nj − 1))ρ∗(λ∗)

ρ∗(λ∗)
.

Using the fact that the algorithm forcesnj ≥ d(d+ 1) + 1, the statement follows.

Proof of Theorem 3.Let J be the index of any phase for which|X̂J | > 1. Then there exist at least
one armx ∈ X (besidex∗) for which the discarding condition in Lemma 4 is not triggered, which
corresponds to the fact that for all armsx′ ∈ X

c||x− x′||A−1

x
J
nJ

√
logn(K

2/δ) ≥ ∆̂J(x, x
′).

By developing the right hand side, we have

∆̂J (x, x
′) ≥ ∆(x, x′)− c||x− x′||A−1

x
J
nJ

√
logn(K

2/δ) ≥ ∆min − c

√
ρJnJ

logn(K
2/δ)

nJ
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which leads to the condition

2c

√
ρJnJ

logn(K
2/δ)

nJ
≥ ∆min. (33)

Using the phase stopping condition and the initial value ofρ0 we have

ρJnJ

nJ
≤ α

ρJ−1
nJ−1

nJ−1
≤ αJ ρ0

n0
= αJ .

By joining this inequality with Eq. 33 we obtain

αJ ≥ ∆2
min

4c2 logn(K
2/δ)

,

and it follows thatJ ≤ log(4c2 logn(K
2/δ)/∆2

min)/ log(1/α) which together with Lemma 8 leads
to the final statement.

E Additional Empirical Results

For the setting described in Sec. 6, in order to point out the different repartitions of the sampling
budget over arms, in Fig. 5 we present the number of samples allocated per arm, for the case when
the input spaceX ⊆ R

5. We remind that the arms denotedx1, . . . , x5 form the canonical basis and
armx6 = [cos(ω) sin(ω) 0 0 0].

Samples/arm XY-oracle XY-adaptive XY G Fully-adaptive
x1 207 263 29523 28014 740
x2 41440 52713 29524 28015 149220
x3 2 3 29524 28015 1
x4 2 5 29524 28015 1
x5 1 2 29524 28015 1
x6 0 2 1 1 1
Budget 41652 52988 147620 140075 149964

Figure 5: The budget needed by the allocation strategies to identify the bestarm whenX ⊆ R
5 and their

sample allocation over arms.XY andG allocate samples uniformly over the canonical arms whileXY-oracle
andXY-adaptive use most of the samples for armx2 (corresponding to the most informative direction).

We can notice that even though the Fully-adaptive algorithmidentifies the most informative direction
and focuses the sampling on armx2, its sample complexity still has a growth linear in the dimension,
due to the extra

√
d term in his bound. Consequently, the advantage over the static strategies is

canceled. On the other hand,XY-adaptive “learns” the gaps from the observations and allocates the
samples very similarly toXY-oracle, without suffering a large loss in terms of the sampling budget.
However,XY-adaptive’s sample complexity has to account for the the re-initializations made at the
beginning of a new phase.

Finally, we notice that in this problem that static allocations,XY andG, perform a uniform alloca-
tion over the canonical arms. Another interesting remark isthat the number of pulls to one canonical
arm is smaller than the samples thatXY-oracle allocated tox2. This is explained by the “mutual
information” coming from the multiple observations on all directions, which helps in reducing the
overall uncertainty of the confidence set.
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