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AN /;-ORACLE INEQUALITY FOR THE LASSO IN FINITE MIXTURE OF
MULTIVARIATE GAUSSIAN REGRESSION MODELS

EMILIE DEVIJVER

ABSTRACT. We consider a multivariate finite mixture of Gaussian regression models for high-dimensional
data, where the number of covariates and the size of the response may be much larger than the sample
size. We provide an fj-oracle inequality satisfied by the Lasso estimator according to the Kullback-
Leibler loss. This result is an extension of the ¢i-oracle inequality established by Meynet in [8] in the
multivariate case. We focus on the Lasso for its ¢1-regularization properties rather than for the variable
selection procedure, as it was done in Stédler in [10].

INTRODUCTION

Finite mixture regression models are useful for modeling the relationship between response and predictors,
arising from different subpopulations. Due to computer progress, we are faced with high-dimensional data
where the number of variables can be much larger than the sample size. Moreover, the response variable
could be high-dimensional. We have to reduce the dimension to avoid identifiability problems. Considering
a mixture of linear models, an assumption widely used is to say that only a few covariates explain the
response. Among various methods, we focus on the ¢;-penalized least squares estimator of parameters
to lead to sparse regression matrix. Indeed, it is a convex surrogate for the non-convex £y-penalization,
and produce sparse solutions. First introduced by Tibshirani in [11], the Lasso estimator is defined by

5(/\)=agg{é}in{llY—Xﬂ||§+A|I6H1}, A>0,
ERP

in a linear model, where X € RP and Y € R. Many results have been proved to study the performance
of this estimator. For example, cite [1, 4, 5] for studying this estimator as a variable selection procedure
in this linear model case. Note that those results need strong restrictive eigenvalue assumptions on the
Gram matrix XX, that can be not fulfilled in practice. A summary of assumptions and results is given
by Biihlmann and van de Geer in [12]. One can also cite van de Geer in [13] and discussions, who precise
a chaining argument to perform rate, even in a non linear case.

If we assume that data arise from different subpopulations, we could work with finite mixture regression
models. The homogeneity assumption of the linear model is often inadequate and restrictive. With this
model, one can mention Stadler et al., in [10], who work with finite mixture of linear models. They
assume that, for ¢ = 1,...,n, Y; follows a law density s, (.|z;) which is a finite mixture of k& Gaussian
densities with proportion vector 7,

k
T (Y; — ptaz;)?
i P =X~ i|Ti) = _— v
= ) = 3 e (-

for some parameters ¢ = (7., tirj, Or)re{1,...k}jef1,...,p}- Lhey extend the Lasso estimator by

n k p
R . 1
5(\) = argmin - Zlog(sw(Yim)) + )\ZZ ler il ¢ s A>0
v i=1

r=1j=1

For this estimator, they provide an fy-oracle inequality satisfied by this Lasso estimator, according to
restricted eigenvalue conditions also, and margin conditions, which lead to link the Kullback-Leibler loss
function to the £o-norm of the parameters.

Another way to study this estimator is to look after the Lasso for its £i-regularization properties. For
example, cite [7, 8, 9]. Contrary to the £p-results, some ¢;-results are valid with no assumptions, neither
on the Gram matrix, nor on the margin. This can be achieved due to the fact that we are only lookinf

sy llsvlo

for rate of convergence of order ~Z=+ rather than . For instance, we could cite Meynet in [8] who
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give an ¢1-oracle inequality for the Lasso estimator for the finite mixture Gaussian regression models. In
this paper, we extend this result to finite mixture of multivariate Gaussian regression models. Indeed,
we will work with (X,Y) € R? x RY. As in [8], we shall restrict to the fixed design case, that is to say
non-random regressors. Under only bounded parameters assumption, we provide a lower bound on the
Lasso regularization parameter A, to guarantee such an oracle inequality.

This result is non-asymptotic: the number of observations is fixed, and the number p of covariates can
grow. The number k of clusters in the mixture is fixed. It is deduced from a finite mixture Gaussian
regression model selection theorem for ¢;-penalized maximum likelihood condition density estimation.
We establish it following the one of Meynet in [8], which combines Vapnik’s structural risk minimization
method (see Vapnik in [15]) and theory around model selection (see Le Pennec and Cohen in [3] and
Massart in [6]). As in Massart and Meynet in [7], our oracle inequality is deduced from this general
theorem because the Lasso is viewed as the solution of a penalized maximum likelihood model selection
procedure over a countable collection of ¢1-ball models.

The article is organized as follows. The notations and the framework are introduced in Section 1. In
Section 2, we state the main result of the article, which is an ¢;-oracle inequality satisfied by the Lasso
in finite mixture of multivariate Gaussian regression models. Section 3 is devoted to the proof of this
result, deriving from two easier propositions. Those propositions are proved in Section 4, whereas details
of lemma states in Section 5.

1. NOTATIONS AND FRAMEWORK

1.1. Finite mixture regression model. We observe n independent couples ((x;, y;))1<i<n of random
variables (X,Y), with ¥; € R? and X; € RP, coming from a probability distribution with unknown
conditional density so. We assume that the model could be estimated by a finite mixture of k Gaussian
regressions. Then we assume that the data come from several subpopulations, each of them following a
conditional density estimated by a multidimensional Gaussian density.

The random response variable Y € R? depends on a set of explanatory variables, written X € RP,
through a regression-type model. We assume that:

e the variables Y;|X; are independent, for alli =1,...,n ;
o the variables Y;|X; = x; ~ s¢(y|x;)dy, with

k
Ty - 57*«I1', tz;l — BTIi
(1.1) selole) = X et e (_ (y = Brvi) 2 (y ))

r=1

€= (1o T, By oy By D1ve oo D) € S = (I x (RP)F x (ST)F)

k
II;, = {(m,...,wk);m >0 forre{l,...,k} and Zm« = 1}
r=1
S% is the set of symmetric positive definite matrices on RY.

We want to estimate the conditional density function s¢ from the observations. For all r € {1,...,k}, B,
is the matrix of regression coefficients, and ¥, is the covariance matrix in the mixture component r. The
7-$ are the mixture proportions. In fact, for all r € {1,...,k}, for all z € {1,...,q}, Btz = Z?Zl Brj. T
is the mean coefficient of the mixture component r for the conditional density s¢(.|z).

1.2. Boundedness assumption on the mixture and component parameters. Let, for a matrix A,
|| Al|min the smallest coefficient of A, and || A||max the greatest coefficient of A. We shall restrict our study
to bounded parameters vector £ = (3,3, ) € Ei. Specifically, we assume that there exists deterministic
positive constants ag, Ag, as, As, ax, As,, ar such that & belongs to S, with

1.2) g, = €Eg: forallre{l,...;k},apg < min inf ||5..z|| < max inf ||, .|| < Ag,
12 s-{ce= (oo Rhas < min i (18,00l < o inf [1602]] < As

&Z S ||Er||min S ||Zrl|max < AXha‘E S ||Zr_1‘|m1n S Hzr_leax < AZ7G'7T S 71—7“} .
Let S the set of conditional densities s¢ in this model:

S = {s§,§€§k}.
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To simplify the proofs, we also assume that so belongs to S: there exists £, = (5o, X0, m0) € =, such that
S0 = S¢q-

1.3. Maximum likelihood estimator and penalization. In a maximum likelihood approach, the
loss function taken into consideration is the KL information, which is defined for two densities s and ¢

b
y KL(s,t) = /Rlog <‘z((§§) s(y)dy

In a regression framework, we have to adapt this definition to take into account the structure of condi-
tional densities. For fixed covariates (z1,...,z,), we consider

ZKL (|za), t(]zs)) = Z/ (y|§:>s(ymi)dy.

Using the maximum likelihood approach, we will estimate s¢ by the conditional density s¢ which maximize
the likelihood conditionally to (x;)1<i<n. Nevertheless, we work with high-dimensional data, then we
have to regularize the maximum likelihood estimator to reduce the dimension. We consider the ¢;-
regularization

$(\) := argmin {— Zlog se(Yilzi)) + )\|35|1}

s¢€S i=1

where A > 0 is a regularization parameter, and

k q p
selr =Y ) ) 1Bri-

r=1z=1j=1
for € = (ﬁra >, 7Tr)r:17...,k-
2. ORACLE INEQUALITY

In this section, we provide an /¢i-oracle inequality satisfied by the Lasso estimator in finite mixture
multivariate Gaussian regression models.

We define [|o] s = /% Sim maxjo,..p foi 12
Theorem 2.1. Assume that

azw (v B) (1o s nas (4 220 E (gl togto IR 7 )

s

with k an absolute positive constant. Then, the Lasso estimator, denoted by §()\), defined by
$(A\) = argmin (— Zlog se (Y31 Xs)) + /\|351> ;
SgGS i—1

satisfies the {1-oracle inequality.

< (14 w71 inf (KL, (s0,8p) + Asgl1) +

sy €S

’ e_%izaﬁazﬂ'q/zaﬂ_
il V2
" \/; l (gAwyr Y
1 1 S \?
+ (Aw) <1+4(q+1)AE (A§+Og(")>> k(1+Aﬁ+Az) ]
a as

™

where k' is a positive constant.

This theorem provides information about the performance of the Lasso as an ¢;-regularization algorithm.

If the regularization parameter A is properly chosen, the Lasso estimator, which is the solution of the

{1-penalized empirical risk minimization problem, behaves as well as the deterministic Lasso, which is

the solution of the ¢1-penalized true risk minimization problem, up to an error term of order .

Our result is non-asymptotic: the number n of observations is fixed while the number p of covariates can

grow with respect to n and can be much larger than n. The numbers k of clusters in the mixture is fixed.
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There is no assumption neither on the Gram matrix, nor on the margin, which are classical assumptions
for oracle inequality, as done in [10]. Moreover, this kind of assumptions involve unknown constants,
whereas here, every constants are explicit.

Remark 2.2. Van de Geer, in [13], gives some tools to improve the bound of the reqularization pa-

rameter to \/ @. Nevertheless, we have to control eigenvalues of the Gram matriz of some functions

(¥;(Xi))j=1,...D,i=1,....n, D being the number of parameters to estimate, where ¢;(X;) satisfies

D
| log(se(Yi[Xi)) — log(sg(Vi| Xi))| < Y 165 — &l (X).
j=1
In our case of mizture of regression models, control eigenvalues of the Gram matriz of (1;(X;)) correspond
to make some assumptions, as REC, to avoid dimension reliance on n,k and p. Without this king of

assumptions, we could not guarantee that our bound s in order of 4/ @, because we could not guarantee

that eigenvalues does not depend on dimensions. In order to get a result, with smaller assumptions,
we do not use the chaining argument developed in [13] . Nevertheless, one can easily compute that,
under restricted eigenvalue condition, we could perform the order of the regularization parameter do

A= % log(n).

3. PROOF OF THE ORACLE INEQUALITY

3.1. Main propositions used in this proof. The first result we will prove is the next theorem, which is
an /1-ball mixture multivariate regression model selection theorem for ¢;-penalized maximum likelihood
conditional density estimation in the Gaussian framework.

Theorem 3.1. We observe ((X;,Y:))i=1,....n with unknown conditional Gaussian mizture density so. For
all m € N*, we consider the {1-ball Sp, = {s¢ € S, |s¢l1 < m} and 8., a N, -log-likelihood minimizer in
Sm, for nm > 0:

_% ZIOg(gm(K’|Xi)) < inf <_711210g(5m(ini))> + N
=1

SmESm P

Assume that for all m € N*, the penalty function satisfies pen(m) = Am with

32 (v o) (1 ata+ s (434 250 V& (1 el o) FTog 2+ 1)

T ax

for a constant k. Then, for all estimator §; with m such that
1 ilo (5m (Vi X3)) + pen(m) < inf . ilo (5, (Y31 X5)) + pen(m) | +
n ra gl Sm (Y3 7 D = e n v Z(Sm(¥i 7 p n

forn >0, it satisfies

BE(KLy(s0,55)) < (1+£71) iné < 122 KL, (s0,8m) + pen(m) +nm) +n
meN* Sm m

2
Kot —eden a2

7 he = -7 2 -
TR n (qAZ)LJ/2 v 24@

+ /-;’\/E [n’k (Az; vV ;ﬂ) (1 + Zl(qTH)Ag (A% + loiin)» (14 Ag + Az)Q]

’ - e
where Kk 1S a positive constant.

It is an #;-ball mixture regression model selection theorem for ¢;-penalized maximum likelihood condi-
tional density estimation in the Gaussian framework. Its proof could be deduced from the two following
propositions, which split the result according if the variable Y is large enough or not.

Proposition 3.2. We observe ((X;,Y;))i=1,....n, with conditional density unknown denoted by so. Let
M, > 0, and consider the event

T:= { max max Y .| < Mn}
i€{l,...,n} z€{1,...,q}
4



For all m € N*, we consider the £1-ball
Sm = {85 € S? |8€|1 < m}
and S, an Ny, -log-likelihood minimizer in Sy, for nm, > 0:

_% ZIOg(gm(YHXi)) < inf <_izlog(3m(EXi))> + M-

SmES.
i=1 e i=1

Let Cyy, = max (ai As + 3(| M| + Ap)? A%, w). Assume that for all m € N*, the penalty

b
™

function satisfies pen(m) = Am with

4C
A > KTZ\/E (1 + 9¢|| || max,n log(n)/ k log(2p + 1))

for some absolute constant k. Then, any estimate Sz with m such that

1« 1«
—= 3" log(3a (YilX; ) < inf [~ 3 log (8 (ViIX;
2 D 08(60 510+ pentn) mlgN*< » o los(in(Yi >>+pen<m>>+n
form >0, satisfies
E(KLy(s0,8:)17) < (1 4+ &1 inlgI ( 122 KLn(so,sm)—i—pen(m)—i—nm)
meN* \ sm ESm

I{/kS/quMn

Vn

’ . oy
where k is an absolute positive constant.

(14 (A + Ax)?)

Proposition 3.3. Let so, 7T and 85 defined as in the previous proposition. We assume that the condi-
tional density so of ((Xi,Y:))i=1,...n @5 a mizture of Gaussian conditional densities. Then,

—1/2q/2
E(KLy(s0, ) 17e) < ﬁ f2kngane—\/AM: ~2M, AgtaZ)as
qAax

3.2. Notations. To prove those two propositions, and the theorem, begin with some notations.
For any measurable function g : R? — R , we consider the empirical norm

its conditional expectation
Ex(g) = EGgUX)X =)= [ glylo)solule)dy;

its empirical processus

[t

P(g) == - > g(vilXo);
i=1
and its normalized processus
1 n
vn(9) == Pu(g9) — Ex(Pa(9)) = ;Z 9(YilXi) — A 9(ylxi)so(ylw:)dy | -
— q

=1

For all m € N*, for all model S,,, we define

Fp = {f’m:_IOg (?:) 73mESm}-

Let 0k, > 0. For all m € N*, let n,,, > 0. There exist two functions, denoted by §,;, and §,,, belonging
to Sy, such that

P (—log(34)) < inf, Pr(—log(sm)) + Nm;

(3.1) KL, (s0,5m) < inf KL,(s0,5m)+ dKkL.

SmESm
5



Denote by fm = —log (S—’;) and f,, := —log (‘z—’g) Let n > 0 and fix m € N*. We define

S

M(m) = {m’ € N*|P,(—1og(5,,/)) + pen(m’) < P, (—1log(5,,)) + pen(m) +n} .

3.3. Proof of the theorem 3.1 thanks to the propositions 3.2 and 3.3. Let M,, > 0 and « > 36.
Let Cp, = max (i,Az + (| M| + Ap)*AZ, M). Assume that, for all m € N*, pen(m) =
Am, with

k
A> KZCMH\/; (1 + ¢||Z||max,n log(n)+/klog(2p + 1)) .

We derive from the two propositions that there exists x’ such that, if m satisfies

f%Zlog(ém(Yi\Xi))eren(m)S inf (izlog(ém(lﬁl&))wen(m)) + 7

‘ meN* 2
i=1 1=1
then §;, satisfies

E(KLn(So, §ﬁz)) = E(KLn(SQ, §7?L)1T) + E(KLn(So, §7c,l)ILTr)

< (Ut r7) it (Sngggm K Lo (50, 5) + pen(m) + nm>

C ~
+ n’%k?’mq (14 (A5 + 4n)?) +1

1 1.2
/eféfzaﬁazwqﬂ

e ( A )Q/Q Vv 2knqa7re_1/4(M'r2L_2MILAB)U’Z.
4Ax

In order to optimize this equation with respect to M,,, we consider M,, the positive solution of

1
log(n) — Z(X2 —2XAg)ax = 0;

we obtain M, = Ag + /A% + 41%52(”) and /me~ 1AM —2MnAg)as — ﬁ
On the other hand,

1 1
Cu, < (AZ \Y ) |:1 + %AZ(Mn + Aﬁ)2:|

s

< (Ag Vv 1) {1 +4(g+1)Ax (A% + log(n))] .

A ay;

We obtain
E(KLy,(s0,8%)) = E(KLyn(50, 8m)17) + E(K Ly (80, $m)17e)
mEN* \ 5, ESm
e

+ (Az v 1) (1 +4(q+ 1) A (A% + 10g(n)>) k(1 + (A + Az)2)] .

ar ay

<(1+x71) inf ( inf KLy(s0,8m)+ pen(m) + nm) +n

6



4. Proof of the theorem 2.1. Let A > 0. Let 71 = inf{m € N|§(A\) € Sy} = [|8(A)[1]. Then, as §(A)
is the Lasso estimator, and as Sy, = {s¢ € 5 : |s¢|1 < m}, we could write

—th)g Y|X))+)\m<—leog N (Y| X)) + A1 + A
=1

1 n
inf = ) log(se) (VilX;
s;élsm{ =D log(se) (Vi )+>\|55|1}+/\

=1

. . IR
— inf inf {—n Zlog(s@(yip(i) + )\|S§|1} + A

meN* <
se,l€l1<m P

mEN* s¢ €] <m

1 n
inf inf —— 1 m) (Yi| X5) + A A
in in { - ; 0g(sm) (Y| Xs) + m} +

Taking pen(m) = Am, n = A, and §,, such that
LS i) < int (1S log(sm(¥il0)
_= 5 X in _- s, (Y3 X
n gt m 1 K3 — Smesm n gt g 1 K3 3
with 7, = 0; then, §(\) satisfies

_% Zlog(ém(}ﬂXi)) + pen(rn) < inf (—i Zlog(sm(YAXi)) + pen(m)) + 7.

meN .
=1

All assumptions of the theorem 3.1 are satisfied, which leads to the oracle inequality.

4. PROOFS OF PROPOSITIONS 3.2 AND 3.3

4.1. Proof of the proposition 3.2. In this proposition, we will prove the main theorem according to
the event T'. For that, we need some preliminary results.
From our notations, reminded in section 3.2, we have, for all m € N* for all m’ € M (m),

Pn(fm’) + pen(m/) < Pn(fm) +pen(m) +n < Pn(fm) + pen(m) + nm + n;
EX(Pn(fm’)) + pen(m’) < EX(Pn(fm)) + pen(m) + M + 1+ Vn(fm) - Vn(fwﬂ)?
(4.1)  KLy,(s0,8m) +pen(m’) < inf KL,(s0,8m) + 6xz +pen(m) + 0w + 0+ vn(fin) — Vn(fm/);

Sm€Sm

thanks to the inequality (3.1).
The goal is to bound —v,, (fir) = Vn(—fmr)-
To control this term, we use the following lemma.

Lemme 4.1. Let M,, > 0. Let

T—{ max < max |Y}72|>§Mn}.
i€{1,...,n} \z€{1,...,q}

Let Cyy, —max( JAs + (M, | + Ag)2AZ, AWM+ A5)An |+A’3)A2) and

A = [ max.n l0g(n)/klog(2p + 1) + 6(1 + k(Ap + Ax)).

Then, on the event T, for all m' € N*, for all t > 0, with probability greater than 1 — e ¢,

sup (= )| < T (9VRaA e+ VEVE(L+ h(As £ )

font €EF s

Proof. Page 14 A



From (4.1), on the event T, for all m € N* for all m’ € M(m), for all ¢ > 0, with probability greater
than 1 — e ¢,
KLy(s0,8m) + pen(m') < 122 KL, (50,8m) + 01 + pen(m) + vn(fm)

4CM” 1
NG (9\/Equ/ + V2V + k(Ap + Az)) + N+ 1

< Helg KL, (so,8m) + pen(m) + l/n(fm)
T
9\FqA +
\/’

+77m+7)+5KLa

+

1 T2
2\/E(1+k(A5+Az)) +\/%t)

the last inequality being true because 2ab < ﬁaz + Vkb%. Let z > 0 such that t = z +m 4+ m’. On the
event T, for all m € N, for all m’ € M(m), with probability greater than 1 — e~ (z+tm+m’)
KL, (50,8m)+ pen(m’) < uelg KL, (50,5m) + pen(m) + vn(fm)
WkqA,, +
7

+ N + 1+ Sk

2\1@(1 + k(As + Ax))? + VE(z + m + m'))

. = : Cum
KL,(50,8m) — Un(fm) < f KL,(so,5m 4—=Vk
(80, 8m/) — Vn(fm) , nf (0, 5m) + pen(m) + \/ﬁfm
+ 400, VE(m' +9gA, /) — pen(m’)
ND 45m )P
ACy, (1 - )
n (14 k(Ag + Ap)) 2+ VEz ) 4 + 0+ 0

Let k > 1, and assume that pen(m) = Am with

4C
Az TZ‘/E (1 + 99|/ |maz,n log(n) /k log(2p + 1))

Then
KL, (50, 8m:) — Vn(fim) < igfs KL,(s0,5m) + (1 +x 1)pen(m)
AC)y, ( 1

v \2Vk
< 1r€1f KL,(s0,8m) + (1 +x 1)pen(m)

4Cy 5 1 - 1

n [ 27K3/2 £ —— (14 k(Ag + Ax))2(= + 2 k
NG <7 +\/E( +R(Ag + A9))°(5 + 7)+fz>

+ N+ 10+ kL.

(1+k(Ap + As))? 4+ 54Vkq(1 + k(45 + Ax)) + x/%z> +0 4+ kL +

Let m such that

_%Zlog(ém(Yi\Xi)) + pen(m) < inf < %Z m (Yi| X )+pen(m)> +n;

: meN*
=1

and M(m) = {m’ € N*|P,,(—log(5,)) + pen(m’) < P,(—1log(8y,)) + pen(m) + n}. By definition, m €
M (m). Because for all m € N*, for all m’ € M(m),

1-— Z e~ (Hmam) > _ g2 Z e > 1 e,

meN* m’eM (m) m,m’€(N*)?

we could sum up over all models.



On the event T, for all z > 0, with probability greater than 1 — e™%,

KL (8075771) - Vn(fm) < Hel]g* ( 1I€1£ KL”(SO’SW) + (1 + m_l)pen(m) + nm)

40, ( 52, 55q ) )
+ M (o7E3/2 4 1+ k(Ag + Ax))? + Vkz

+n+0krL-

By integrating over z > 0, and noticing that F(v,(f,)) = 0 and that §x7, can be chosen arbitrary small,
we get

mEN* \ 8, ESm,
4C\ q 95 1 2

~27k2 + —=— (1 + k(A A k
\/ﬁ<7 +\[2(+(5+z))+f+n

< inf ( inf KL, (80, 5m) + (14+x )pen(m) + nm>

meN* \ 5, ESm

E(KLy(s0,8p)17) < inf ( inf KL, (s0,5m)+ (1 +r")pen(m) + nm>

N 332k2qC)y,
vn

4.2. Proof of the proposition 3.3. We want an upper bound of E (K L (s¢, $)17c). Thanks to the
Cauchy Schwarz inequality,

E (K Ly (50, 8m)17e) < VE(KL2 (50, 3m))V/ P(T¢).

Keu(s0:50) = [ tox (208 s )y

- / log(so(y]))s0 (y|)dy — / log(s¢ (y]))50 (y|x)dy
Ra Ra
< / og(se (ylo)so o)y

Because parameters are assumed to be bounded, according to the assumption (1.2), we get, with
(8%, 29, 7%) the parameters of sp and (3, %, 7) the parameters of s,

(
k
log(se(y|z))so(ylx) = log (Z q/Q\/meXp (_(y Br) : (y— B, )))

k
(= Ba)'E (Y — ﬁ?@)
> (2m)a/? det(Z ) P ( 2

r=1

(14 (Ag + A5)?) + 1.

However,

det )ex (_( ty—1 + tﬁtz—lﬁ )
q/2 p Y r Y T r=r Tx)

ary/det(S0H)
X k )

ty—1 tpty—1
i exp (—(y'S y + 2B/ Bra))

ara al/?
> log (k( )2/2 exp (—q(y'y + A3)As)

ara
X k 2/2 exp (—q(yty + A%)Az) .

Indeed,

a  q
|2'22| < Z Z 221 Dz, 20 22|

21:1 22:1

< max X, o, ||l2l[f < gmax [T, L []]2]13
1,22 21,22
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To recognize the expectation of a Gaussian standardized variables, we put u = v/2¢Asy:

kaﬁe*qA%AZaqu kaqz/ga,, 5 utu e_étu
KL(So,Sg) < —W/Rq log - a2 — quAZ — 7 Wdu

q/2ka 6_AgAEq ka-a q/2 U2
S F |log [ TarE A% A
- (2qAx)4/? %8\ mer | TS T
kaz apeA5Ana kara q2/2 , 1
——— |1 TN ) gAZ Ay — =
(2qAx)a/? 6\ @mez | TR T
_kaz a e ABAna—1/2 /2, it ke aA3An=1/24/2
- 2'/T q q 27.(- q
emi2gAnz T (2m)772
e—1/214/2
< T
- (qAZ)(I/Q
where U ~ N, (0,1). We have used that for all ¢ € R, tlog(t) > —e~'. Then, we get
e—1/274/2
KL KL( i ; Si;
n(80,8¢) < Zzl (so(-|zs), se(-]xs)) S
and
. _ e—1/274/2
E(K L} (s0,8m)) < W.

For the last step, we need to bound P (7).

P(T¢) = E(lre) = E(Ex(1r)) = E(Px(T°)) < E (Z Px(|[Yil|oo > Mn)) :
i=1
Nevertheless, Y;| X; ~ Zle Ny (B Xi, ), then,

k
1 (y - ﬂrzi)tzil(y - ﬂrl'z))
P([Y]loo > M) = [ 1 § ™ exp (- r d
¥ lloo > M) /Rq U lleo2 M} 227 970072 [det(5,) p( 2 Y

exp (_ (y - ﬁrmi)tz;l(y - ﬁrxz)) dy

2

_Zm/ ]l{HYHoo>M}( )Q/Q\/m
k

k q
=" 1 Px(|[Vlloo > My) ZZ +Px (|Yy2| > My).

r=1

with Y, ~ N(8,X;,%,) and Y, , ~ N(B, .2, 5y .2).
We need to control Px(|Y; .| > M,), for all z € {1,...,q}.

Px(|Y, .| > M,) =Px(,. > Mn) + Px (Y, . < —M,)

M. —
—pe U > ﬁr 2L +Py U< n /Br,zx
E \/ ZT,Z,Z

Mn_ T, Mn T,Z
(o M) (i Mo )

2
My +Br,z@

(), ()
S e 2 Zr,z,z _|_ e 2 Xrz,z

2
Mn —|Br,zz|

§267< Vo >

1 M2 —2Mp|Br 2| +|Br, 2|2

S 2€_§ Xr,z,z




where U ~ N(0,1). Then,
P([Y ||oo > My,) = 2kge™ 3 (Ma=2Mads+ag)as
and we get P(T°) < E (Z?:l quawe_%(Mi_QM“Aﬁ‘*‘“fi)“E) < anaﬂqe_%(Mi_QM"AB“‘“%)az. We have
obtained the wanted bound for E(K Ly(sg, 8 )17¢).
5. SOME DETAILS

5.1. Proof of the lemma 4.1. First, give some tools to prove the lemma 4.1.
We define ||g]|, = \/% >oi 1 g2(Y;|z;) for any measurable function g.
Let m € N*. We have

sup (= f)l = s |3 (fn(Yiles) = E(f(Yil2)|

fm€Fm fm€Fm n —

To control the deviation of such a quantity, we shall combine concentration with symmetrization argu-
ments. We shall first use the following concentration inequality which can be found in [2].

Lemme 5.1. Let Zy,...,Z, be independent random variables with values in some space Z and let T’
be a class of real-valued functions on Z. Assume that there exists R, a non-random constant such that

sup,cr |[Ylln < Rp. Then, for all t >0,
su v(Z; +2V2R, \[ e t.
(@3 nZv )| > nZW ))‘ )

Proof. See [2]. A

sup
yel

Then, we propose to bound E [sup.,cp |25 v(Z;) — E(7(Z:))|] thanks to the following symmetriza-
tion argument. The proof of this result can be found in [14].

Lemme 5.2. Let Z1,...,7Z, be independent random variables with values in some space Z and let
T be a class of real-valued functions on Z. Let (e1,...,€,) be a Rademacher sequence independent of
(Z1,...,Zy). Then,
n 1 n
Esup|— > v(Zi) — E(v(Z))|| <2E |sup|= > ev(Z

Proof. See [14]. A
Then, we have to control E(sup,cp |20 ev(Zs))).
Lemme 5.3. Let (Z1,...,Z,) be independent random variables with values in some space Z and let
T be a class of real-valued functions on Z. Let (e1,...,€,) be a Rademacher sequence independent of
(Z1,...,2Zy). Define R,, a non-random constant such that

sup [|y||n < Bn.

~yel
Then, for all S € N*,

sup |—
yel

ZQ'V (IZZ \/10g1+N TRy, T[] [n)) +27 )

where N(6,T,||.||n) stcmds for the §-packing number of the set of functions T' equipped with the metric
induced by the norm ||.||5.

Proof. See [6]. A

In our case, we get the following lemma

n

Lemme 5.4. Let m € N*. Consider (ei,...,€,) a Rademacher sequence independent of (Y1,...,Ys).
C
Zeifm(nlx») <18vk—2IA,,

Then, on the event T,
E| sup
(fm Fu | Vvn

where Ay, := ||Z||max,nm log(n)/klog(2p + 1) + 6( 1+k: (As + Ax)).




Proof. Let m € N*. Thanks to lemma 5.5, we get that on the event T, meeFm
2Cum, (14 k(Ag + Az)) Besides, on the event T, for all S € N*,

‘men < R, =

S S
2275\/1082[1 + N2 Ry, F, [[1a)] < ) 27°V/10g(2N (27 Ry, Fia, [|-[]n))

2S+10ankm| |I‘ |max,n

Mm

[\/Iog +/log(2p + 1)

2s+3() 2L A 2s+3()
log (1 + —A]é”q E) (1 + M")

@
I
an

thanks to lemma 5.7

_|_
$

271 Cnt, gkl | 7]l max.n
Ry

Mm

- [\/log@) +/log(2p + 1)

w
Il
-

2
+\/k log <1 + 29"'3611? max(1, qzk‘Ag)>

S s+10 k
<Y o [\/Iog(Q) +/log(2p + 1) M qu”x”m“" +/2(s + 3)klog(2)q ]
s=1 n

S
< QOMnkm-RQHmeax,nS\/log(Qp+ 1) 4 \/IOg(Q) <1 +q(\/@+2225\/§)>
n s=1

20 k max,n 2
< 20, m};}HIH " S\/log(2p + 1) + 1/log(2) <1 + gV 6k + Q\/E2\_ﬁ\e/g>

because 27%/s < (%) for all s € N*. Then, thanks to the lemma 5.3,

)< (2

2 M, k‘mQHZ‘Hmaxn
R, |— Sy/log(2p+ 1)
{f(
2
et (”W+Mz—e¢é)>“‘5]'

n

LS (Vi)

E( sup
fm€Fm n i=1

S
Yl SRn,Fm,|.|n>1+2—S>

IN

Taking S = log ")) to obtain the same order in the both terms depending on S, we could deduce that

n

1
E (f,flelgm - ;Q‘fm(yi\xi) )
12C s, k][ max.n log(n)
< NG log(2p + 1)1 o)
+ 200, (1+ k(Ag + Ag)) IO\/%( ) (H\ﬁ* \/»\F>+1

- 180Mnkn\;chllmax,n\/mlog(n)
VE 10g(2)<1+f+ Ve )+1

+2ﬁcMn(1 +k(As + Ax)) — o

k ~
< 18\\;;01\4” [mq\/ klOg(2p + 1)||$||max,n IOg(n) + 6(1 + k(AB + AE))}
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This completes the proof. A

We are now able to prove the lemma 4.1.

n

Z (fm (Yi] X)) Ex(fman))’

) +2\/§Rn\/z

and where R,

sup |vp(—=fm)| = sup
fm€Fm fm€Fm

< FE| sup

with probability greater than 1 —e

me YlX (fTVL(}/l|XZ))

=1

—t

is a constant, upper bound for || fi||max.n

and computed from the lemma 5.5

= t

<2E| sup Y efm(YilXi)| ]+ NERn\f
fm€Fm |21 n

with ¢; a Rademacher sequence,

independent of Z;

<o (18vEMIN +2\/§Rn\/?
Vn n

<4cMn< \?A +\f\/>1+kAg+Ag))>

5.2. Lemma 5.5 and Lemma 5.7.

Lemme 5.5. On the event T = {maX;e(1,...n} MaXeq1,... g} |Yiz| < My}, for all m € N*,

fsug ||fm||n < QCJW (1 + k(Aﬁ +A§3)) R,.
m€E

Proof. Let m € N*. Because fy,, € Fy = {fm = —log (S) ,Sm € Sm}, there exists s, € S, such that

fm = —log (S’”). For all € R?, denote &(x) = (B,x, 8y, Ty )r=1,...  the parameters of s,,(.|z). For all

o (Vi X)[L = [log(sun (Vi]X1)) — log(s0(Vil X)) 17
]w\ €(:) — éofws) I,

thanks to the Taylor formula. Then, we need an upper bound of the partial derivate.
Let s¢ € Sy, with &€ = (5,,%,, mp)p=1,.. k. For all z € R?, for all y € R™,

log(se (y|r)) = log (Z frlz,y )

where

q

o 1 q p o p
fr(z,y) = m Xp =5 Z Z (Y2 — Z; B | Y2y e Yzo — Z; Br.j,zT;
j= Jj=

22:1 21:1

13



Then,

‘alog(Sg ylz)) filz,y) 1 zq: o —yy) | < LI+ A0) A
(Bl T Zr ] fr :K y) ) = TZ1,z2 2 2 = 2 3
1 —flCOf217ZQ (27) fl(x7y)(yz1 - B7‘,le)(yz2 /87" 2L ) T z1,22

[2stectlz) ‘ )
8(21121,22) Zle fr(xay)

—COthZ2 (Er) (yzl - 6r,z1x)(y22 Br 20% ) r 21722
det(Z ) 2

det(Z,) 2

<As+ - (\y| + Ag)ZA
where Cof,, .,(X,) is the (21, 22)-cofactor of X,. We also have

‘8log(s§(y7fr))’ _ filz,y)
87‘(’[ Ui Zle fr('ra y)

1
< —.
a

Thus, for all y € R?,

PRBCCIN | < (1 + 50l + 23, WA

We have C, < (AE A i) [1+ 22 A (ly] + Ap)2].

sup sup
zERP geé

| frn (Yi] X)L <

(z:) = &o(@i)|[1 17

k

< Cu, Z(eri — B + |2 — B2 + |7 — 72)).
r=1

Since f,, and f° belong to 2, we obtain

m

| fm (Vi X)) |17 < 200, (kAg + kAs +1)
and || fm|lnlr < 2Cw, (KAg + kAs + 1) and

sup ||fm‘|n]lT < 2CMn(kA5 —+ kz‘lz + ]_)
fm€Fm

For the next results, we need the following lemma, proved in [8].

Lemme 5.6. Let § > 0 and (Xi;)iz1,. nj=1.. p € R"*P. There exists a family B of (2p+1)IIX [EAS
vectors of RP such that for oll B € RP in 2 the £1-ball, there exists 3’ € B such that

2

n p
%Z Z 18; — Bjl| Xiy | < 6%

i=1 \j=1

Proof. See [8]. A

With this lemma, we can prove the following one:

Lemme 5.7. Let § > 0 and m € N*. On the event T, we have the upper bound of the d-packing number
of the set of functions F,, equipped with the metric induced by the norm ||.||:

QkA k k
N(5, Fo, ||Hn) < (2p+ 1)405/[”162 ¢ 2HXHmax n/0? (1 + MH}) (1 + 86’61\/[”)

)
Proof. Let m € N* and f,, € F,,. There exists s,, € S, such that f,, = —log(s;m/so). Intro-
duce s), in S and put f], = —log(s),/so). Denote by (8, %, 7 )r=1,. k and (8., X, 7. )r=1,. k the

14



parameters of the densities s, and s/, respectively. First, applying Taylor’s inequality, on the event
T = {max;eq1,.. ny maxzeqy,. g |Yi] < My}, we get, foralli=1,...,n

[ fm (Yi| Xi3) = f1, (V] X3)[ L7 = |log(sm (V3] X:)) — log(sy, (Yi| X)) L7

0log(se (Yi|x;
< sup sup (5'\ €(@s) — €)1y
zERP ¢c=
k q
S (z oo — 8] #1150 — Sl + 1y m) |
r=1 z=1

Thanks to the Cauchy-Schwarz inequality, we get that

kK q 2
(ﬂA%MQ—J%O%&DWT§2C&L(E:X]&Xr%%&o + (12 =l + [l —7'[])

r=1z=1

2
p

k q p
<203, (ke Y D BrjeXiy =Y Bl Xy | S =+ [l —I)?]
j=1

r=1z=1 \j=1

and
2
kEq 13 P P
1 fm = Fllar <2C30, (ka2 Y =D | D BrjeXig = Y B Xi;
r=1z=1""i=1 \j=1 j=1
+(@—EWrHW—ﬂmﬂ-
2

Denote by a = kq ZT DD S (Z?:l Brj.=Xig— 2 5—1 B 7j) . Then, for all § > 0, if a <

6%/(4C3, ), 1|1 = X'[|1 < 6/(4Ch,,) and ||7 — 7']] < 6/(40Mn)7 then ||fm — f1,||2 < §2. To bound a, we

write
2

1~ [N Br "B
ELLD WDV DI TR P

r=1z2=1 i=1 \j=1 Jj=1
and we apply lemma 5.6 to 3, ./m for all r € {1,...,k}, and for all z € {1,...,¢q}. Since s, € Sy, we
have 377, 370, ‘%‘ < 1 and thus there exists a family B of (2p + 1)*Cim @5 m*lI#l[fux,n /5" vectors

of RP such that for all » € {1,...,k}, for all z € {1,...,¢}, for all 5, ., there exists 8. € B such that
a < 6/(4C3;, ). Moreover, since ||X|; < ¢*kAy and ||7|]; <1, we get that, on the event T,

0 0
NG B ) < cardB)N ( 15— B, [ ) N (5er— B L)

21 A F k
S(%+1wmﬂ%%ﬂmmmm2@+8@mgk2) O+8%m)
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